The stability of binary charged colloidal crystals
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The stability of a binary disordered substitutional colloidal crystal has been examined against
the formation of a colloidal liquid. Phase diagrams are constructed by comparing the free
energy of the liquid phase to that of the solid phases. The calculations show that the freezing
density has a maximum as a function of the number fraction. The maximum in the freezing
density becomes more pronounced when the particle diameter ratio differs more from unity. If
the particles have very different diameters, the binary colloidal crystals are unstable against the
colloidal fluid. The freezing density rises almost vertically when the number fraction differs
from 0 or 1 by less than 6%. The pronounced stability of the liquid phase for particles with
more different sizes may explain the formation of colloidal glasses as opposed to the formation
of disordered substitutional colloidal crystals with particles of more similar diameters. The
Hume–Rothery rule for a binary metallic alloy also applies to a binary charged colloid if the
diameter ratio is taken from the diameters of the effective hard spheres which are determined
by the interparticle interactions but not those of the bare particles.

INTRODUCTION

Partly because of the practical importance of the study
of colloidal systems to modern colloidal processing, and
partly because of the availability of uniformly sized particles
which make many studies possible, interest has increased in
the study of colloidal systems. A charged colloidal system at
low densities is very much like a liquid metal. The particles
constitute the “ions” and the ions (including the counter ions
dissolved from the particles and the stray ions in the
solution) constitute the “electrons.” The difference is, of
course, that the size and the charge of a colloidal particle is
about 1000 times larger than those of its atomic counterpart.
Of particular interest are uniformly sized particles which can
freeze into colloidal crystals when a high enough density is
reached.1 Face-centered-cubic (fcc) and body-centered-
cubic (bcc) are the two stable crystalline structures.2

When particles of two different sizes are mixed together,
the situation becomes more complicated because there are
now two more parameters to change, namely, the particle
diameter ratio and the number fraction. Experimentally, it is
found that when the diameters of the two species are some-
what similar, one forms a homogeneous crystalline solid so-
lution for all number fractions which is characterized both
by a finite shear modulus and by Bragg diffraction, similar to
a disordered substitutional alloy. The mixtures of polysty-
rene spheres of radii 545 and 445 Å are such examples.3 The
diameter ratio in these mixtures is about 0.817.

When the diameter ratio of the two species differs more
from unity, one may form a colloidal glass or a crystalline
colloidal compound depending on how long the system is
allowed to reach equilibrium. For example, mixtures of
polystyrene spheres3,4 of radii 1100 and 545 Å have been
found to form one homogeneous disordered solid (colloidal
glass) characterized by a finite shear modulus but no Bragg
diffraction when the number fraction is more than 5% from
either end of the phase diagram; crystallinity is retained in
the small regions (< 5%) near the pure cases. Similar disor-
dered colloidal solids can also be formed with larger colloi-
dal particles. Limger and Raj3 reported that polystyrene
spheres of 5 and 7 μ diameters formed disordered solids
when the volume fraction of the 7 μ particles is from 10% to
90% and ordered solids otherwise in an air-water interface.
The diameter ratio for these mixtures is about 0.7. However,
for particles in the micron size, the order–disorder transition
cannot be studied with a further decreased diameter ratio
because of differential settling.5

The formation of colloidal glasses was observed on a
shorter time scale. If a colloidal mixture is allowed to equili-
brate fully, a colloidal compound may be formed that has a
complex crystalline structure similar to that of an interme-
tallic compound. For example, the above mentioned collo-
dal glasses formed with polystyrene particles of radii 1100
and 545 Å were reported to transform into colloidal com-
pounds a year or so later.4,6 Under suitable conditions,
Hachisu and Yoshimura6 were able to identify four differ-
ent compound structures (NaZn13, AlB2, CaCu5, and
MgCu2) with binary polystyrene spheres with individual
particle diameters ranging from 2000 to 8000 Å. The exact
crystalline structure depends on a number of parameters
such as the particle diameter ratio, the number fraction, and
the number densities. However, the equilibration of a colloi-
dal mixture may take years, as mentioned in Refs. 3 and 4.
Equilibrium is thus not always reachable within the labora-
tory time frame. Instead, what one often finds in a colloidal
mixture may be only short-time phenomena and may be
metastable. In light of this, we feel it is probably of more
practical importance to discuss the “metastable” phenomena,
i.e., the formation of a colloidal glass, than to discuss the
stability of various colloidal compounds. Although the for-
mation of various colloidal compounds at equilibrium is also
interesting, we will not consider it in this paper.

For the atomic analog of a binary colloid, namely a bina-
ry metallic system, the Hume-Rothery rule\cite{8} says that a substitutional alloy can not be formed when the diameters of the two atomic species differ more than 15%. Furthermore, the immiscibility of the two species in the crystalline form is usually accompanied by the formation of deep eutectics,\cite{9} i.e., with fractional concentrations at which the liquid is stable to an especially low temperature. It is also known that the glass forming trend in metallic alloys is often related to deep eutectics.\cite{10}

The purpose of this paper is to establish binary colloidal phase diagrams which show the "stability" regions of the colloidal substitutional alloys relative to the colloidal liquid. From the stability of the crystalline substitutional alloys, we can address the miscibility in binary colloidal crystals. By correlating with the deep eutectics in the phase diagrams, we will be able to address the question concerning colloidal glass forming. However, we must point out that the binary colloidal phase diagrams we establish in this paper may not be those at equilibrium since we do not consider the formation of various compounds. Nevertheless, the "metastable" phase diagrams we calculate here are still meaningful since in the laboratory time frame many of the colloidal systems are not at equilibrium.

The phase boundaries between the liquid and the disordered substitutional colloidal alloys will be constructed by directly comparing the free energies of the liquid to those of the solids (for which we have considered both fcc and bcc disordered substitutional alloys). The "stable" phase will be the one with the lowest free energy. In general, one should draw a common tangent in order to establish the two-phase regions in the phase diagrams. However, neither the experiment nor the theory is accurate enough to allow this procedure. The free energies of various phases are calculated by means of a variational principle based on the Gibbs–Bogolyubov inequality. Einstein oscillators are used as the reference system of the solid phases, and a binary hard sphere mixture is used as the reference system for the liquid. This approach has been successfully applied to calculate the phase diagrams of monodisperse charged colloidal particles.\cite{2}

We now turn to the body of the paper. Section II briefly describes the formalism. Section III gives the results and discussions, while some concluding remarks are given in Sec. IV.

**MODEL**

We consider a binary aqueous suspension of \(N_1\) particles of radius \(a_1\), charge \(Z_1\), and \(N_2\) particles of radius \(a_2\), charge \(Z_2\) with volume \(\Omega\). In the absence of added electrolytes, there will be \(N_1Z_1 + N_2Z_2\) counter ions (\(\text{H}_2\text{O}^+\) or \(\text{OH}^-\) depending on the system) in solutions to neutralize the charges on the colloidal particles. If the number density of the colloidal particles is not too high or the temperature is not too low, the effective interactions between the colloidal particles can be adequately treated within the Debye–Hückel approximation. In MKSA units, the interaction takes the form

\[
U(r_{ij}) = \frac{Z_i Z_j e^2}{4 \pi \epsilon_0 \epsilon_r r_{ij}} \left[ \frac{e^{\varphi_{ij}}}{1 + qa_j} \right] \left[ \frac{e^{\varphi_{ij}}}{1 + qa_j} \right] e^{-\varphi_{ij}}, \tag{2.1}
\]

Here \(r_{ij}\) is the separation between the centers of particle \(i\) and particle \(j\), \(\varepsilon\) is the static dielectric constant of water, \(\epsilon_0\) is the permittivity of free space, \(\varepsilon\) is the electronic charge, and \(q\) is the inverse screening length which satisfies

\[
q^{-1} = \frac{\epsilon_0}{\epsilon_r k_B T} \sum_i n_i \langle z_i^2 \rangle, \tag{2.2}
\]

where \(k_B\) is the Boltzmann constant, \(T\) is the absolute temperature, \(z_i\) and \(n_i\) are the charge and the number density of the \(i\)th species of ions, respectively. The term in the brackets of Eq. (2.1) is the size correction which takes into account the fact that part of the volume of the suspension is not available for screening due to the finite sizes of the colloidal particles. This correction is important in determining the melting behavior of the colloidal suspensions.\cite{11}

When the colloidal suspension is at equilibrium, its thermodynamic properties are determined by the Helmholtz free energy \(F = E - TS\), where \(E\) is the total energy and \(S\) is the entropy. For a system of particles interacting via the potential Eq. (2.1), the free energy per particle takes the following form:

\[
F = \frac{1}{2N} \sum_{i \neq j}^{N} \frac{Z_i Z_j e^2}{4 \pi \epsilon_0 \epsilon_r} \frac{e^{\varphi_{ij}}}{1 + qa_j} \frac{e^{\varphi_{ij}}}{1 + qa_i} \frac{1}{|r_i - r_j|} e^{-q(r_i - r_j)} + E_{\text{kin}} - TS, \tag{2.3}
\]

where \(E_{\text{kin}}\) and \(S\) are the kinetic energy and the entropy per particle, \(N = N_1 + N_2\) is the total number of particles in the system, \(\langle \quad \rangle\) denotes the thermal average over the canonical ensemble, and \(r_i\) is the position of particle \(i\). Equation (2.3) includes only the part of the free energy that depends on the arrangement of the particles. These are the terms that are relevant in determining the structure of the colloidal suspension.

The free energy can be obtained from Eq. (2.3) by the use of a variational principle based on the Gibbs–Bogolyubov inequality which states as follows:

\[
F = F_0 + \langle U - U_0 \rangle_0 \equiv F', \tag{2.4}
\]

where \(F_0\) is the free energy of the reference system and \(\langle U - U_0 \rangle\) is the potential energy difference of the system of interest and the reference system. Since \(F\) is upper bounded by \(F'\), we can then approximate \(F\) to be the minimum of \(F'\) with respect to the appropriate variables, that is,

\[
F = F'(x_0, y_0) \quad \text{subject to} \quad \frac{\partial F'(x, y)}{\partial x} \bigg|_{x = x_0} = 0 \quad \text{and} \quad \frac{\partial F'(x, y)}{\partial y} \bigg|_{y = y_0} = 0, \tag{2.5}
\]

where \(x\) and \(y\) are the appropriate variables. In the present calculation, we use Einstein oscillators as the reference system for the solid and binary hard sphere fluid as the reference system for the liquid. This procedure has been successfully applied for the monodisperse colloidal suspensions\cite{2} and the intermetallic alloys.\cite{12} It is expected to work well in the present case.

**Solid**

It is convenient to choose an ensemble of Einstein oscillators to define the reference system: each particle of type 1
or 2 oscillates about a lattice point independently in a potential well with a frequency \( \omega_1 \) and \( \omega_2 \). In terms of the Einstein temperature \( \Theta_i = \hbar \omega_i / k_B (i = 1, 2) \) and with random alloy approximation, we may write the right-hand side of Eq. (2.4) as

\[
F = E_{\text{kin}} - TS + \frac{1}{2} \sum_{i,j=1}^{2} \sum_{\alpha \neq \beta} \frac{e^2}{4 \pi \varepsilon_0} x_i x_j \frac{e^{\varepsilon_{i\alpha}}}{1 + q \alpha_i} \left( \frac{e^{\varepsilon_{i\alpha}}}{1 + q \alpha_j} \right) \left( \frac{e^{\varepsilon_{i\beta}}}{1 + q \alpha_i} \right) f_i(|R|)
\]

\[
- \frac{e^2 q}{8 \pi \varepsilon_0} \left( x_i Z_1^2 \frac{e^{\varepsilon_{i\alpha}}}{(1 + q \alpha_i)^2} + x_j Z_2^2 \frac{e^{\varepsilon_{j\beta}}}{(1 + q \beta_j)^2} \right) - \frac{n e^2}{2 e \varepsilon_0 q^2} \left[ x_i Z_1 \left( \frac{e^{\varepsilon_{i\alpha}}}{1 + q \alpha_i} \right) + x_j Z_2 \left( \frac{e^{\varepsilon_{j\beta}}}{1 + q \beta_j} \right) \right]^2
\]

in which \( x_i = N_i / N \), for \( i = 1, 2 \), \( R \) is the lattice vector, \( N / \Omega \) is the number density of the colloidal particles, and

\[
E_{\text{kin}} = \frac{3}{2} k_B T_i
\]

\[
TS = 3k_B T \sum_{i=1}^{2} x_i \left[ 1 - \ln(\Theta_i / T) \right]
\]

and

\[
f_i(r) = \frac{1}{2\pi} \int e^{(W_i + W_j)q^2} \left[ \frac{e^{-r}}{2(1 + q \alpha_i)} \right] \left[ \frac{e^{-r}}{2(1 + q \beta_j)} \right]
\]

\[
- \frac{r}{2(W_i + W_j)^{1/2}} \left[ \frac{e^{-r}}{2(W_i + W_j)^{1/2}} \right]
\]

\[
= \frac{1}{2\pi} \int e^{-r} \frac{e^{-r}}{2(W_i + W_j)^{1/2}}
\]

where \( \text{erf} \) is the error function

\[
\text{erf}(x) = \frac{2}{(\pi)^{1/2}} \int_0^x e^{-y^2} dy,
\]

and \( 6W_i \) is the mean square displacement which takes the following form:

\[
W_i = \frac{\mathcal{H}^2 \coth(\Theta_i / 2T_i)}{4M_i k_B \Theta_i} \quad i = 1, 2,
\]

in which \( M_i \) is the mass of the particles of type \( i \). Note that the anharmonic effect has been taken into account in Eq. (2.9). The right-hand side of Eq. (2.6) may then be minimized with respect to \( \Theta_1 \) and \( \Theta_2 \) to give the upper bound of the structure-dependent part of the free energy of the colloidal substitutional alloys. In the actual calculations, \( r/(2(W_i + W_j)^{1/2} + W_i + W_j)^{1/2} \) is much larger than unity and Eq. (2.9) reduces to

\[
f_i(r) \approx e^{(W_i + W_j)q^2} \frac{e^{-r}}{r}
\]

\[
U_{\text{ij}}(r_{ij}) = \begin{cases} \infty & r_{ij} < \sigma_{ij} \\ 0 & r_{ij} > \sigma_{ij} \end{cases}
\]

in which \( \sigma_{ij} = (\sigma_i + \sigma_j) / 2 \), where \( \sigma_i \), the effective hard sphere diameter of particle \( i \), is not, in general, equal to \( a_i \), the actual diameter of a type-\( i \) particle. With this choice of the hard-sphere mixture as the reference system, the right-hand side of Eq. (2.6) can be written as

\[
F = F_{\text{term}}(\sigma_1, \sigma_2, x_i) - \frac{e^2 q}{8 \pi \varepsilon_0} \left( x_i Z_1 \frac{e^{\varepsilon_{i\alpha}}}{(1 + q \alpha_i)^2} \right)
\]

\[
+ x_j Z_2 \frac{e^{\varepsilon_{j\beta}}}{(1 + q \beta_j)^2}
\]

\[
+ \frac{n e^2}{2 e \varepsilon_0 q^2} \sum_{i=1}^{2} \int d \mathbf{r}_i \frac{e^{-\rho_i}}{r} \left( \frac{e^{\varepsilon_{i\alpha}}}{1 + q \alpha_i} \right)
\]

\[
\times \left( \frac{e^{\varepsilon_{i\beta}}}{1 + q \beta_i} \right) \left[ g_i(r) - 1 \right] x_i x_j Z_i Z_j,
\]

where \( F_{\text{term}} \) is the Helmholtz free energy of a hard-sphere mixture of diameter \( \sigma_1 \) and \( \sigma_2 \). The functions \( g_i(r) \) are the appropriate pair distribution functions for the reference systems, normalized to equal unity in the limit of large \( r \). The terms involving \( g_i(r) \) can be evaluated analytically in the Percus–Yevick approximation for arbitrary ratios of the hard sphere diameters; explicit expressions of the terms involving \( g_i(r) \) have been given by Lebowitz. These may be combined with the approximate analytic formulas given by Umar et al., for the free energy \( F_{\text{term}}(\Theta_1, \Theta_2, x_i) \) of the hard sphere mixture (based on the equation of state derived from the Percus–Yevick hard-sphere partition function) to give a close-form expression for the structure-dependent part of the right-hand side of Eq. (2.6). This part may then be minimized with respect to \( \sigma_i \) and \( \sigma_j \) to obtain the upper bound of the structure-dependent part of the free energy of the binary colloidal liquids.

**RESULTS AND DISCUSSIONS**

To test our theory for a binary colloid, we first calculate the freezing densities for the colloidal mixtures that were reported experimentally in Refs. 3 and 4. The resulting freezing densities as a function of the number fraction of the large particles are plotted in Figs. 1(a) and 1(b) where \( D \) stands for the total number density of the colloidal mixture and \( x = x_i = N_i / (N_i + N_j) \) stands for the number fraction of the large spheres. Figure 1(a) is for the case where \( Z_1 = 300, a_1 = 545 \text{ Å} \) and \( Z_2 = 245, a_2 = 445 \text{ Å} \). Figure 1(b) is for the case where \( Z_1 = 600, a_1 = 1100 \text{ Å} \) and \( Z_2 = 300, a_2 = 545 \text{ Å} \). These values were taken from Ref. 3. Figure 1(a) shows that the mixtures of 545 and 445 Å particles form disordered substitutional fcc alloy at higher densities for all values of \( x \).
in qualitative agreement with the observation in Ref. 3. The actual diameter ratio is about 0.817 in these mixtures. However, the diameter ratio of the effective hard spheres is about 0.92. Note that there is a maximum in the freezing-density-vs-x curve indicating that the fluid phase can remain stable up to a higher density in the mixture than in the pure cases.

We will show below that this maximum in the freezing density in the D-x plane actually corresponds to an azeotropic or a eutectic in the T-x phase diagram.

In Fig. 1(b), it is shown that mixtures of 1100 and 545 Å particles form no substitutional alloys in most of the phase space except for very small regions near x = 0 and x = 1 where the face-center-cubic (fcc) substitutional alloy is still stable. The small crystalline regions in Fig. 1(b) is in agreement with Ref. 3. The actual diameter ratio for these mixtures is about 0.5 while the diameter ratio of the effective hard spheres is about 0.75, both of which are smaller than those of the mixtures of Fig. 1(a).

The disappearance of the crystalline phase in Fig. 1(b) for an intermediate value of x up to very high densities signals a very pronounced maximum in the freezing densities as a function of x (or a very deep eutectic in the T-x phase diagram). Thus, the mixtures of 545 and 445 Å particles should be more likely to form colloidal glasses than the mixtures of 545 and 445 Å particles. Indeed, this was the experimental observation.

To illustrate that a maximum in the freezing densities is equivalent to a minimum in the freezing temperature, we define an effective temperature $T = k_b T / (Z^2 e^2 / A_{e_0} e_0)$ where $Z = x_1 Z_1 + x_2 Z_2$ is the average charge and $A_{e_0} = D^{-1/2}$ is the average nearest distance between particles. In Fig. 2 we plot the effective freezing temperature as a function of x for the mixtures of 545 and 445 Å particles in curve (a) and that for the mixtures of 1100 and 545 Å particles in curve (b). Curve (a) indeed shows a minimum in the effective freezing temperature which reflects the maximum in the freezing density. In curve (b), again, the crystalline phase is unstable in most of the T-x phase space except for small regions near x = 0 and x = 1 just as in the D-x phase diagram. The instability of the crystalline phase indicates a very deep minimum in the freezing temperature. In fact, the extrapolation of curve (b) shows that fluid mixtures are stable down to zero temperature for most values of x. Notice that the location of the minimum freezing temperature in Fig. 2(a), which is near x = 0.4, is not the same as that of the maximum freezing density in Fig. 1(a), which is near x = 0.3. The reason is that our $T$ is only approximate. If we were to use a different definition, such as $T = k_b T / E_{ave}$, where $E_{ave}$ is the average energy per particle, we would have a more accurate representation of the effective temperature and hence a better agreement between Figs. 1(a) and 2(a) as to where the maximum freezing density and the minimum freezing temperature occur. Nonetheless, Figs. 1(a)−1(b) and Figs. 2(a)−2(b) show the correspondence between the freezing density and the effective freezing temperature. To relate the minima in the freezing temperatures that we have obtained to eutectics requires calculations of the miscibility at low temperatures (or high densities) for a eutectic is usually associated with not only an especially low melting point, but also with immiscibility in the solid phase. Shih and Stroud have studied the miscibility of these colloidal mixtures in the liquid form and have shown that the mixtures do indeed phase separate at high densities. Phase separation begins at around $D = 13 \times 10^18$ m$^{-3}$ for the mixtures of particles of 445 and 545 Å, which is near the maximum of the
freezing density in Fig. 1(a). For mixtures of particles of 545 and 1100 Å, phase separation begins at around \( D = 1.6 \times 10^{10} \text{ m}^{-3} \), which is between the freezing densities of the pure cases. Although their predictions for phase separation are for liquid mixtures, the results are still appreciable when one considers phase separation between two solid phases (or between the solid and the liquid phases). The reason is that the excess free energy comes mostly from the mixing of the counter ions in the solutions because the ions outnumber the particles.\(^{15}\) The structural part of the free energy is only a small portion of the total free energy. Thus, our maxima of the freezing densities (or minima in the freezing temperature) do relate to a eutectic, and the depth of the extrema does reflect the difficulty of mixing the particles. Comparing the diameter ratio for the mixtures of curves (a) and (b), one finds an analog of the Hume-Rothery rule in a binary colloid. However, one should note that the 15% difference in diameters for the miscibility margin relates more closely to the effective hard-sphere diameter ratio, which is 0.92 for curve (a) and 0.75 for curve (b), than to the actual particle diameter ratio, which is 0.817 for (a) and 0.5 for (b). This is reasonable since the atomic diameters used in the Hume-Rothery rule are also effective hard sphere diameters. Note that the interaction between these highly charged colloidal particles is repulsive and long ranged. Thus, what influences the interparticle arrangement would be the effective hard-sphere diameters which are determined by the range of the interparticle interactions but not by the actual particle diameters. This point may also be seen when one considers the low densities (typically a few volume per cent) of these colloidal crystals where the average nearest particle distance is about four or five times the actual particle diameters.

To illustrate this point more clearly, we plot the freezing densities of mixtures with actual particle diameter ratios ranging from 0.9 to 0.7 in Figs. 3(a)–3(d). For all the cases shown, the large particles have a radius \( a_1 = 545 \text{ Å} \) and a surface charge \( Z_1 = 300 \). For the small particles, we use the linear-diameter-charge relationship proposed by Pincus\(^{15,16}\) to determine the charge for particles of a given size: \( a_2 = 491 \text{ Å}, Z_2 = 270 \) in Fig. 3(a); \( a_2 = 445 \text{ Å}, Z_2 = 245 \) in Fig. 3(b); \( a_2 = 409 \text{ Å}, Z_2 = 225 \) in Fig. 3(c); and \( a_2 = 382 \text{ Å}, Z_2 = 210 \) in Fig. 3(d). The actual particle diameter ratio is 0.9 in Fig. 3(a), 0.817 in Fig. 3(b), 0.75 in Fig. 3(c) and 0.7 in Fig. 3(d), while the diameter ratio of the effective hard spheres is 0.96 in Fig. 3(a), 0.92 in Fig. 3(b), 0.89 in Fig. 3(c), and 0.86 in Fig. 3(d). One can see that as the particle diameter ratio decreased more from unity, the freezing curve appeared in the \( D-x \) phase diagram began to show a maximum with respect to x. Note that there is indeed a weak maximum which occurs near \( x = 0 \) in curve (a) which may be better seen from the minimum in \( T-x \) plane when we plot the effective freezing temperature in Fig. 4. The maximum becomes more pronounced as the diameter ratio is progressively decreased. As a result, the disordered crystalline alloy phase shrinks to small regions near \( x = 0 \) and \( x = 1 \) for the small particle diameter ratio as is shown in Figs. 3(c)–3(d) and in Fig. 1(a). Note that the solubility of small spheres in the crystals of large spheres is always larger than the solubility of large spheres in the crystals of small spheres. This feature is also found in the recent density-functional calculations of binary hard spheres.\(^{17}\) Also note that the solid–liquid phase boundaries in Fig. 3(d) almost open up vertically at the high densities and the effective hard-sphere diameter ratio is 0.86 in this case. When the effective hard sphere diameter ratio decreases further, the solid–liquid phase boundaries rise even more sharply from \( x = 0 \) and \( x = 1 \), as shown in Fig. 1(a), where the effective hard sphere diameter ratio is 0.7. This suggests that the Hume-Rothery rule may be used in binary colloids only that the effective hard sphere diameters must be used for the miscibility criterion instead of the bare particle diameters. We also plot the effective freezing densities for all four cases in Fig. 4. As the particle diameter ratio becomes smaller, the minimum freezing temperature becomes deeper. Again, the locations of the maxima in Figs. 3(a)–3(d) are not the same as those of the minima in Figs. 4(a)–4(d), as we have explained above.

Finally, we show in Fig. 5 the effect of adding salt for a mixture of particles of diameter \( a_1 = 545 \text{ Å} \), charge \( Z_1 = 300 \) and particles of diameter \( a_2 = 445 \text{ Å} \), charge \( Z_2 = 245 \). Curve (a) is for the case of no added salt, curve (b) is for the case of 10 \( \mu \text{M} \) salt and curve (c) is for 20 \( \mu \text{M} \) salt. Note that adding salt has the effect of decreasing the interparticle repulsion by screening and thus increasing the freezing density. Moreover, the shortened screening length makes the particles more like hard spheres. As a result, the effective hard sphere diameter ratio should move closer towards the bare particle diameter ratio. Indeed, this is the case; the effective hard sphere diameter ratio is 0.91 with 20

![FIG. 3. D-x phase diagrams of binary colloidal particles with diameter ratio ranging 0.9 – 0.7. \( a_1 = 545 \text{ Å}, Z_1 = 300 \) for all cases, while \( a_2 = 491 \text{ Å}, Z_2 = 270 \) in (a); \( a_2 = 445 \text{ Å}, Z_2 = 245 \) in (b); \( a_2 = 409 \text{ Å}, Z_2 = 225 \) in (c); and \( a_2 = 382 \text{ Å}, Z_2 = 210 \) in (d).](image-url)
\( \mu \)M salt as compared to 0.92 without salt where the bare particle diameter ratio is 0.817. In these mixtures, the diameter ratio of the effective hard spheres is larger than that of the bare particles. Thus, adding salt to change the diameter ratio of the effective hard spheres towards that of the bare particles enhances the maximum of the freezing curve in the \( D-x \) plane (minimum in the \( T-x \) plane).

**CONCLUDING REMARKS**

We have determined the boundaries between the liquid phase and the disordered substitutional crystalline alloys for binary colloids by comparing the free energies of both the liquid and the solid phases. The free energies have been calculated variationally using the Gibbs–Bugolyubov inequality. Einstein oscillators are the reference system for the solids; hard-sphere mixtures are the reference system for the liquids. We have shown the following: (1) For binary charged colloids, the freezing density as a function of the number fraction has a maximum. The maximum freezing density occurs in small-particle rich mixtures and the maximum freezing density increases sharply with decreasing particle diameter ratio. (2) When the effective hard sphere diameter ratio is about 0.86 – 0.85, the solid–liquid boundaries rise almost vertically; the liquid phase is stable in most of the phase space except for small regions near the pure cases. (3) When the effective hard sphere diameters are used for the criterion, we have shown that the Hume-Rothery rule for the stability of the atomic substitutional alloys can also apply to binary charged colloids. (4) A maximum in freezing densities is equivalent to a minimum in freezing temperatures, i.e., an azetotropic or a eutectic. (5) Adding salt can enhance the maximum in the freezing density. (6) Finally, the pronounced stability of the liquid phase, i.e., the maximum in the freezing density in a colloidal mixture reflects the immiscibility at high densities (or low temperatures) just as it does in a binary metallic alloy. The glass formation observed experimentally corresponds to a deep minimum in the freezing temperatures (or pronounced freezing densities) in our calculation. The fact that the fluid phase can be stable up to an especially high density in a binary colloidal suspension can be helpful in colloidal processing where a high green-compact density is desired. A suspension of bimodal particle distribution may be used to achieve that goal. Indeed, this has been observed. Han et al.\(^{13}\) have obtained a maximum in the green-body density (higher than those of the pure cases) when using a bimodal suspension. Another measurement that can reflect the maximum in the freezing densities we have discussed in this paper is the viscosity of the colloidal suspensions. The viscosity of the bimodal colloidal suspension may be found to have a minimum as a function of the number fraction at fixed particle number density (or total volume fraction). This has also been observed.\(^{19}\)
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