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ABSTRACT: We have studied semidilute athermal polymer solutions near a hard wall extensively with Monte Carlo simulations. The details of the segment density profiles near the wall are shown for the first time. We have shown that in the semidilute regime the segment density near a wall has the form: \( \phi(z) = \phi(1 - e^{-m/\xi}) \), where \( m \) is the exponent at small distance and \( \phi \) and \( \xi \) are the bulk segment density and the bulk correlation length, respectively. This form fits remarkably well with the Monte Carlo simulations and was derived using an argument similar to Weibull's for the failure of materials. We show \( m \) to be \( \sim 1.6 \) in agreement with de Gennes' scaling prediction. The first-layer segment density, \( \phi_1 \), from the simulations behaves as \( \phi_1 \sim \phi^{0.8} \), similar to the bulk osmotic pressure. The radius of gyration, \( R_G \), and the deduced correlation length, \( \xi \), are also in accordance with the scaling predictions and the experiments.

I. Introduction

A semidilute polymer solution is one in which polymers overlap. The bulk properties of semidilute polymer solutions have been studied extensively,1-3 and much is known. The scaling theory, especially, has been very successful.1,2 The predictions of the scaling theory about various physical quantities as a function of polymer concentration, \( c \), have been confirmed experimentally.1,3 For example, in the case of a good solvent, the correlation length, \( \xi \), behaves as \( \xi \sim c^{-1/4} \); the radius of gyration, \( R_G \), behaves as \( R_G^2/N \sim c^{1/4} \), where \( N \) is the degree of polymerization; and the osmotic pressure, \( \Pi \), behaves as \( \Pi \sim c^{6/4} \). The scaling \( R_G^2/N \sim c^{1/4} \) has also been observed in Monte Carlo simulations.4

Although the bulk properties of semidilute polymer solutions have been studied well, the interfacial properties of a semidilute polymer solution are less well-known. For example, the density profiles near a hard wall are difficult to examine experimentally. When a polymer solution is near a hard wall, it is thought that the polymer concentration is depleted in the proximity of the wall and the thickness of the depleted layer is on the order of the correlation length, \( \xi \). For semidilute polymer solutions in a good solvent, de Gennes predicts that the polymer concentration rises in a power law fashion as \( c(z) \sim (z/\xi)^m \), where \( z \) is the distance away from the wall and \( m = 5/3 \).5 By arguing that the bulk osmotic pressure, \( \Pi \), should be proportional to the first-layer concentration \( c(z=1) \), de Gennes predicts that, in a lattice model, the concentration in the first layer near the wall behaves as \( c(z=1) \sim \xi^{c/4} \). Though interfacial properties are technologically important, detailed study of polymer solutions near a wall, especially the determination of the concentration profiles, is experimentally difficult. Polymers near or at a surface or polymers between two walls have been a topic of extensive Monte Carlo simulations6-10 and mean-field calculations.11,12 References 6 and 7 dealt with the adsorption of polymers in a dilute solution near an attractive wall. Reference 8 studied two-dimensional concentrated polymer solutions between two walls and compared the osmotic pressure to the first-layer segment density near the wall. References 9 and 10 studied polymer melts between two planes. References 11 and 12 studied the adsorption of polymers between two walls with adsorbed polymers. Mean-field calculations may work well for more concentrated polymer solutions or polymer solutions near the \( \Theta \) temperature. For dilute and semidilute athermal polymer solutions, Monte Carlo simulations are more representative since the scaling \( R_G^2/N \sim c^{1/4} \) has indeed been found.4 The purpose of the present paper is therefore to use the Monte Carlo simulations to study semidilute polymer solutions near a hard wall and to give a detailed account for the density profiles. Because of the availability of the force balance measurements between two colloidal surfaces, it is important to have a detailed knowledge of the segment density profiles near a wall in order to understand the forces between two walls. The detailed knowledge of the segment density profiles near a wall is essential in understanding the forces between two surfaces. We find that the segment density profiles near a hard wall can be fitted remarkably well to the form of \( 1 - e^{-m/\xi} \) for which we have provided a derivation using an argument similar to Weibull's probability of failure in materials. The value of the resultant exponent \( m \) agrees with the scaling prediction of de Gennes.2,4 The parameter \( \xi \) turns out to be the bulk correlation length, and the scaling of \( \xi \) with segment density is in good agreement with the experiment of Daoud et al.1 Our results suggest that \( 1 - e^{-m/\xi} \) should be a general form for monotonically varying density profiles near an interface where \( f(z) \) is a function of \( z \), bearing the details of the spatial density correlation, which may differ from system to system. In the present case, \( f(z) = (z/\xi)^m \).

In the remainder of this paper, section II describes the model. Section III contains the results. Section IV gives the derivation for the segment density profiles, and section V, the conclusion.

II. Model

We consider an \( N_x \times N_y \times N_z \) cubic lattice as illustrated in Figure 1, in which there are \( M \) polymer chains each with \( N \) segments, represented by the full circles in Figure 1. For polymers in an athermal solution, we assume there is no interaction between the segments except volume exclusion, which is taken into account by allowing no more than one segment to occupy one lattice site. There are two hard walls on the top at \( z = 0 \) and at the bottom at \( z = N_z + 1 \), as shown in Figure 1. By hard wall we mean the wall is impenetrable for the polymers. In the \( x \) and \( y \) directions, we use periodic boundary conditions. Polymers of \( N \) segments are generated (polymerized) as follows.14 We first randomly choose an unoccupied polymer chain with segments and then place it in an unoccupied lattice site. When two occupied sites are adjacent in the same polymer chain, we allow the two segments to occupy adjacent lattice sites in order to preserve volume exclusion. When two occupied sites are adjacent in separate polymer chains, we allow the two segments to occupy adjacent lattice sites in order to preserve volume exclusion.
site to locate the first segment of a chain. Once the $i$th segment is located, the $(i+1)$th segment is then placed at random at one of the unoccupied neighboring sites of the $i$th segment. If all the neighboring sites of the $i$th segment have already been occupied and $i < N$, the partial configuration is then discarded and a new chain is generated. Using this procedure, one can generate chains of a fixed number ($N$) of segments. Polymerization continues until the desired number of chains is reached.

Once the polymerization is done, the chains begin to move. Three types of movement are considered in the simulation. The first type of motion is the Brownian motion, namely, the polymer chains move as a whole in a random fashion as illustrated in Figure 2a. The second type of motion is polymer wiggle; specifically, a segment in a chain flips, as illustrated in Figure 2b. The third type of motion is reptation; that is, either end of a chain moves randomly to an adjacent unoccupied site and drags the rest of the chain along a tube that is shaped by its body as illustrated in Figure 2c. Reptation is especially important when the density is high because the first two types of motions cannot effectively move the polymers. The motion of a polymer chain may be hindered by the presence of other polymers and/or by itself (that is, the motion of one part of a polymer chain can be hindered by another part of the chain). In general, each type of motion may be associated with a different time constant. Thus, in the simulation, each type of motion should be attempted with a different frequency. However, for convenience, we choose the same attempt frequency for all movements. That is, in each Monte Carlo step, the Brownian motion and the reptation of each chain and the flipping of each segment are attempted once.

In all the simulations, for a given $N$, we choose $N_x$, $N_y$, and $N_z$ such that they are all at least 8 times larger than the radius of gyration, $R_G$, to ensure that the obtained $R_G$ is not affected by the boundary conditions of the Monte Carlo cell. In each run, we discard 2000–6000 Monte Carlo steps since the initial configurations are generated at random and are not the equilibrium configurations. The results are the average over 5000–10000 Monte Carlo steps. For a given initial concentration $\phi_0 = MN/N_xN_yN_z$, we perform 2–4 independent runs.

### III. Results

An athermal solution corresponds to the case that the $\chi$ parameter in the Flory–Huggins language is zero. We first show in Figure 3 the double-logarithmic plot of the radius of gyration, $R_G$, of polymers with degree of polymerization $N$ versus $N$ in the dilute regime where $R_G$ is defined as

$$R_G^2 = \frac{1}{2N^2} \sum_{i=1}^{N} \sum_{j>i} |\vec{r}_i - \vec{r}_j|^2$$

in which $\vec{r}_i$ is the position of the $i$th segment of a chain. The slope in Figure 3 is 0.6, which agrees with Flory's number $\nu$, which is 0.6 for athermal polymer solutions, and is also within the numerical error of the self-avoiding random walks, which is 0.59.
Figure 4. $R_G^2/N$ vs $\phi$ for $N = 40$ (\triangle) and for $N = 100$ (\bullet) where $R_G$ and $N$ are as defined in Figure 3 and $\phi$ is the bulk segment density.

One may define the segment density, $\phi$, as the average occupancy of a lattice site by a segment. The segment density, $\phi$, is related to the weight concentration, $c$, as $c = m\phi/\alpha^2$ where $m$ is the molecular weight of a segment and $\alpha$ is the segment length (lattice constant in the model). Throughout this text, we will use $\phi$ rather than $c$ for convenience. Notice that the segment we refer to in the model may be different from an actual repeating unit in a polymer, which is normally fat and short than real polymers whose degree of polymerization is several times larger than $N$.

As one increases the segment density, at some point one passes from the dilute regime, where chains are well separated, to the semidilute regime, where chains overlap. An estimate of the crossover segment density, $\phi^*$, from the dilute solution to the semidilute solution may be made by

$$\phi^* = N/(4\pi/3)R_G^3$$

(2)

where $N$ is the number of segments in a chain or the degree of polymerization and $R_G$ is the radius of gyration of the chains, respectively. One can calculate $\phi^*$ readily from Figure 3. For example, when $N = 40$, $R_G = 3.8$, and therefore, $\phi^* = 0.2$; when $N = 100$, $R_G = 8.3$, and $\phi^* = 0.095$.

$R_G$ vs $\phi$. Because of the overlapping of chains, a semidilute solution is very different from a dilute solution. For instance, for a given $N$, the radius of gyration, $R_G$, is independent of the segment density in dilute solutions but has $\phi$ dependence in the semidilute regime:

$$R_G^2/N \sim \phi^{-1/4}$$

We show $R_G^2/N$ versus the segment density, $\phi$, in a double-logarithmic plot in Figure 4 where full circles represent $N = 100$ and triangles represent $N = 40$. In both cases, $R_G$ remains constant at low segment densities. At higher segment densities the two sets of data fall on one line with a slope $-0.23$, which is within the numerical error bars of the value $-1/4$ predicted by the scaling theory. It should be mentioned here that the exponent $-0.23$ was determined solely from the data points without fitting it to any functional form, which is different from ref 4 where a similar scaling is obtained by comparing a line of a given slope to a few data points. The conventional wisdom is that one must have long polymers (large $N$) in order to have a wider semidilute density region for the scaling analysis. However, in the present paper, we show that we were able to capture the scaling of $R_G^2/N$ accurately without using a large value of $N$ by combining two sets of data of relatively small $N$ ($N = 40$ and 100) to obtain a fairly wide density range for the scaling analysis as shown in Figure 4. This is made possible by the fact that various physical quantities such as $R_G^2/N$, the correlation length $\xi$, and the osmotic pressure $\Pi$ depend solely on the segment density $\phi$ and do not depend on $N$ in the semidilute regime. Therefore, data points of different values of $N$ fall on one curve in the semidilute regime as we have shown in Figure 4. Thus, the combination of two sets of data of small $N$ still allows the accurate determination of the scaling behavior. Notice that $R_G$ changes from dilute-solution behavior to semidilute-solution behavior at about the estimated crossover segment density, $\phi^*$, which is 0.095 for $N = 100$ and 0.2 for $N = 40$, as indicated by arrows in Figure 4. In the following, we will focus on the density profiles near a wall in the semidilute regime where $R_G^2/N$ shows the $\phi$ dependence.

Density Profiles. Typical density profiles in the semidilute regime are shown in Figure 5. Curve (a) is for $N = 40$ in a $35 \times 35 \times 50$ lattice with the bulk segment density $\phi \sim 0.23$, and curve (b) is for $N = 100$ in a $50 \times 50 \times 70$ lattice with the bulk segment density $\phi \sim 0.15$. The segment density is indeed smaller near the walls and rises monotonically toward the bulk value. The thickness of the depletion layer is on the order of the correlation length, as evidenced by the wider depletion layers in curve (b) where the correlation length, $\xi$, is larger than that in curve (a), as described in more detail below. A closer look at the density profiles near the wall shows density profiles $\phi(z)$ versus $z$ in a double-logarithmic plot for $N = 100$ in Figure 6, where $z$ is the distance away from the wall and $\phi(z)$ is the segment density at distance $z$. The extrapolated slope at small $z$ is (a) 1.23 for $\phi = 1.35$, (b) 1.27 for $\phi = 0.107$, and (c) 1.41 for $\phi = 0.0925$, where $\phi$ is the bulk density. The extrapolated slope decreases with increasing bulk segment density and does not agree with the value $\xi/\phi$ predicted by the scaling theory. The reason for the disagreement is that even with $N = 100$ the correlation length is still not large enough. In order to have the correct extrapolated slope at small $z$, one should have $z/\xi \ll 1$. Therefore, instead of extrapolating the exponent directly from the segment density profiles at small $z$, we use the following scaling form for the segment density profiles

$$\phi(z) = \phi(1 - e^{-z/\xi})$$

(3)

where $\phi$ is the bulk segment density and $\xi$ is the correlation length. The physical meaning of this profile will be discussed later. This scaling function gives the right behavior both at small $z$ and at large $z$. At small $z/\xi$,
density profiles in the dilute regime. Although the seg-
theory of de Gennes. We have also studied the segment
density profiles are more complicated in the dilute

Figure 6. Close-up of the segment density profiles for $N =
100$ near the wall (a) $\phi = 0.135$, (b) $\phi = 0.107$, and (c) $\phi =
0.0925$, where $\phi$ is the bulk segment density.

Figure 7. In $\ln [1 - \phi(z)/\phi]$ vs in $z$. The fitted values for
the exponent $m$ and the correlation length $\xi$ are (a) $m = 1.64$
and $\xi = 2.3$ for $\phi = 0.135$, (b) $m = 1.61$ and $\xi = 2.8$ for $\phi =
0.107$, (c) $m = 1.68$ and $\xi = 3.2$ for $\phi = 0.0925$, and (d) $m = 1.63$
and $\xi = 5.9$ for $\phi = 0.0167$.

$\phi(z)$ increases in a power law fashion with $z$: $\phi(z) \sim (z/\xi)^m$.
At $z/\xi \gg 1$, $\phi(z)$ gives the bulk density $\phi$. We fit the
three density profiles shown in Figure 6 to the above form,
and the results are shown in Figure 7. One can see that
the fit is extremely good. From the lines in Figure 7, we
extract the segment $m$, which is the slope of the lines,
and the correlation length $\xi$, which is $e^{\gamma_0}/m$, where $\gamma_0$ is
the intercept of the lines with the $y$-axis: (a) $m = 1.64$
and $\xi = 2.3$ for $\phi = 0.135$; (b) $m = 1.61$ and $\xi = 2.8$ for $\phi =
0.107$; and (c) $m = 1.68$ and $\xi = 3.2$ for $\phi = 0.0925$. The extracted values of both $m$ and $\xi$ are very reasonable:
(1) the values for $m$ are in very good agreement with the
value $5/3$ predicted by the scaling theory and (2) the values for $\xi$ show the right trend for decrease with increasing
bulk concentration.

Exponent $m$. Throughout the whole semidilute den-
sity range that we have simulated (up to $\phi = 0.16$ for $N =
100$ and $\phi = 0.32$ for $N = 40$), the scaling function, eq 3, fits the segment density profiles remarkably well. For
the exponent $m$, we always obtain values around 1.6 (rang-
ing from 1.55 to 1.7), in good agreement with the scaling
theory of de Gennes. We have also studied the segment
density profiles in the dilute regime. Although the seg-
ment density profiles are more complicated in the dilute

regime, we also get a very good fit if we use only the portion of the density profiles that are near the wall. An
example is shown in curve (d) in Figure 7, where we obtain
$m = 1.63$ and $\xi = 5.9$. Thus, the segment density near
the wall is proportional to $(\ln \xi)^{5/3}$ in both dilute and semidilute solutions, except that $\phi(z)$ increases monotonically
in semidilute solutions but undergoes a maximum before reaching the bulk density value in dilute solutions.
A more detailed account of the density profiles in the
dilute regime will be published in a separate paper.

Correlation Length $\xi$. We show the extracted values of $\xi$ versus the bulk segment density, $\phi$, in a double-logarithmic plot in Figure 8 where full circles and triangles represent $N = 100$ and $N = 40$, respectively. (1) $\xi$ is inde-
pendent of the segment density at low segment den-
sities. Notice that the values of $\xi$ at low segment den-
sities are approximately equal to the values of the radii of
gyration, $R_G \sim 6.3$ for $N = 100$ and $\sim 0.6$ for $N = 40$, which is in agreement with the notion that in the dilute regime the polymers are well separated and the corre-
lation length is equal to the radius of gyration of the chains.
(2) When the segment density reaches the crossover den-
sity, $\phi^*$, the two sets of data fall on one line with a slope
$\sim 0.75$, in agreement with the scaling prediction that the
correlation length, $\xi$, in the semidilute regime depends
only on the segment density and behaves as $\xi \sim \phi^{-3/4}$.
The estimated values of $\phi^*$ for $N = 100$ and for $N = 40$
are indicated by arrows in Figure 8. Again, the accurate
determination of the exponent of $\xi$ with relatively small
values of $N$ is made possible by the combination of two
sets of data of different values of $N$ that fall on the same
curve in the semidilute regime where the correlation length,
$\xi$, depends only on $\phi$ and does not depend on $N$, as we
have argued above. The effect of $N$ is to change the value of the crossover segment density, $\phi^*$. In view of the
remarkable result for the correlation length, $\xi$, obtained from the segment density profiles near a wall, this may
turn out to be an easier way of calculating the correlation
length. Normally, the correlation length is obtained from
calculating the density-density correlation function, which
is very time-consuming in Monte Carlo sim-
ulations.

$\dot{\phi}$ vs $\phi$. In Figure 9, we plot $\dot{\phi}$ versus $\phi$ where $\dot{\phi}$ is
the segment density at $z = 1$ and $\phi$ is the bulk segment
density, as represented by the plateau in Figures 5 and 6,
for the semidilute regime. Full circles represent $N =
100$, and triangles represent $N = 40$. Again, the esti-
mated crossover segment density, $\phi^* = 0.085$ for $N =
100$ and $\phi^* = 0.2$ for $N = 40$, are indicated by arrows.
One can see that, above the crossover segment densities,
The two sets of data fall on one line with a slope \( \sim 2.2 \), indicating that the behavior of the first-layer segment density is indeed similar to that of the bulk osmotic pressure, \( \Pi \), which behaves as \( \Pi \sim \phi^{9/4} \). As with \( R_G^2 / N \) and \( \xi \), the accurate determination of the exponent of \( \phi_1 \) is due to the combination of two sets of data of different values of \( N \), which fall on the same curve in the semidilute regime, where \( \phi_1 \) depends only on \( \phi \) and does not depend on \( N \).

IV. Discussion

We have shown that the segment density profiles of polymer solutions near a hard wall can be fitted to the form of eq 3 very well. The resultant exponent \( m \) is in agreement with the scaling prediction of de Gennes.\(^{2,6} \) The parameter \( \xi \) turns out to be the bulk density–density correlation length and is in excellent agreement with the experiment of Daoud et al.\(^1 \) This suggests that eq 3 is not merely a fitting functional form but has some deeper physical meaning. Below, we present an argument similar to Weibull’s for the probability of failure in materials.\(^{13} \)

Since \( \phi(z) \) is the segment density at \( z \), \( P(z) = \phi(z) / \phi \) can be viewed as the relative probability of finding a segment at position \( z \) to that of finding a segment in the bulk. Given \( n \) segments, the relative probability of finding one of the \( n \) segments at position \( z \) is \( P_n(z) \). The relative probability that none of the \( n \) segments are at position \( z \) is thus \( 1 - P_n(z) \), which is expected to be

\[
1 - P_n(z) = (1 - P(z))^n \quad (4)
\]

Since \( P(z) \) and \( P_n(z) \) should have the same functional form, we have

\[
P(z) = \frac{\phi(z)}{\phi} = 1 - e^{f(z)} \quad (5)
\]

where \( f(z) \) is a function of \( z \). The negative sign in the exponents of eqs 5 and 6 is used to ensure that both \( P(z) \) and \( P_n(z) \) are finite when \( f(z) \) is such that

\[
f(z) \to 0 \text{ as } z \to 0 \text{ since } P(0) = 0 \quad (7)
\]

and

\[
f(z) \to \infty \text{ as } z \to \infty \text{ since } P(\infty) = 1 \quad (8)
\]

To satisfy eqs 7 and 8, \( f(z) \) can be any increasing function of \( z \). The form of \( f(z) \) may vary from system to system depending on the detail of the spatial density–density correlation. In the present case, we choose \( f(z) \) to be \( (z/\xi)^m \) to take into account the power law segment–segment correlation in a polymer solution. We believe that the form of eq 5 is a general one for monotonically varying density profiles. In many systems, the interfacial density profiles are known to decay exponentially into the bulk except that the form of \( f(z) \) may be different for different systems.

V. Conclusion

In summary, we have studied semidilute polymer solutions near a hard wall extensively. In the Monte Carlo simulations, the semidilute regime was identified using the \( \phi \) dependence of the radius of gyration: \( R_G^2 / N \sim \phi^{9/4} \). In the semidilute regime, the segment density is depleted near the wall, and the thickness of the depletion layer is on the order of the correlation length. We have determined the segment density profile near a hard wall to have the form: \( \phi(z) = \phi(1 - e^{-(z/\xi)^m}) \) [eq 3]. This form fits remarkably well with the Monte Carlo simulations and was derived using an argument similar to Weibull’s for the failure of materials. We found (1) the value of \( m \) to be from 1.55 to 1.7 and (2) \( \xi \) to be the bulk correlation length in that \( \xi \) equals \( R_G \) and remains constant in the dilute regime and behaves as \( \xi \sim \phi^{-0.75} \) in the semidilute regime, which is in agreement with the experiment and also with the scaling theory. For \( z/\xi \ll 1 \), our profile [eq 3] agrees with de Gennes’ scaling prediction: \( \phi(z) \sim (z/\xi)^m \) with \( m \approx 5/3 \).

The first-layer segment density near a wall, \( \phi_1 \), was shown from the simulations to behave as \( \phi_1 \sim \phi^{9/4} \), which indicates that the \( \phi \) dependence of \( \phi_1 \) in the semidilute regime is the same as that of the osmotic pressure, which is known to behave as \( \Pi \sim \phi^{9/4} \).
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ABSTRACT: The stiffness of oriented, flexible-chain polymers is discussed. This paper elaborates on a previously introduced theory for the development of the axial Young's modulus with the draw ratio of flexible macromolecules. Here, the model is applied to uniaxially oriented poly(ethylene terephthalate), poly(oxyethylene), isotactic polypropylene, and poly(p-xylylene). Special attention is devoted to the prediction of the limits, set by the molecular weight, to the maximum Young's modulus that can be achieved through tensile drawing.

Introduction

In a previous paper, a simple theory was presented for the development of the axial Young's modulus with a draw ratio of flexible-chain molecules. The model is based on the assumption that orientational drawing of flexible polymers proceeds in an affine fashion; its applicability is therefore limited to experimental conditions favoring affine deformation, such as relatively low drawing temperatures. In the model, the partially oriented polymer is considered to be comprised of only two types of elastic elements: "helix" elements, which are perfectly oriented in the direction of the draw, and "coil" elements, which are unoriented. Tensile drawing is understood to increase the fraction, \( f_h \), of helix elements at the expense of the fraction of coil elements, \( 1 - f_h \). The two elements are characterized by their respective moduli: \( E_h \), the theoretical axial chain modulus, and \( E_u \), the modulus of the unoriented material in which, strictly speaking, \( f_h = 0 \). The rationale for this simple two-state approach, which was previously employed by Hermans and Fraser, finds its origin in the recognition that the stiffness of most oriented polymers is extremely anisotropic and that the off-axis modulus is essentially independent of the test direction over a wide range of angles (Ward et al.).

Following Ward et al., the model assumes a uniform stress distribution in the helix and coil elements. On the basis of these assumptions, the Young's modulus of a flexible polymer that is drawn to a draw ratio, \( \lambda \), is given by the equation

\[
E = \left( E_u^{-1} - \left[ \frac{3\lambda^3}{2(\lambda^3 - 1)} \right] \left[ 1 - (\lambda^2 - 1)^{1/2} \tan^{-1} [ (\lambda^2 - 1)^{1/2} ] \right] - \frac{1}{2} \right) (E_u^{-1} - E_h^{-1})^{-1} \tag{1}
\]

which for \( \lambda \geq 5 \) to good approximation reduces to

\[
E = \left( E_u^{-1} + (E_u^{-1} - E_h^{-1}) \left( \frac{3\pi}{4} \right) \lambda^{-1/2} \right)^{-1} \tag{2}
\]

It is of interest to note that a plot of \( E^{-1} \) vs \( \lambda^{-3/2} \), at sufficiently high values of \( \lambda \), is predicted to yield a straight line with slope \((E_u^{-1} - E_h^{-1})(3\pi/4)\) and an intercept at \( \lambda^{-3/2} = 0 \) of \( E_u^{-1} \) (the reciprocal theoretical modulus). This implies that the model is particularly well-suited to predict theoretical axial moduli of flexible-chain polymers.

Equations 1 and 2 do not contain any molecular weight dependent variables or parameters. Thus the model predicts, in agreement with numerous experimental observations, that the Young's modulus depends uniquely on the absolute draw ratio, provided that deformation proceeded in a (near) affine mode. The molecular weight, or rather chain length, does set an upper limit, however, to the average maximum ratio, \( \lambda_{\text{max.net}} \), to which a molecular network can be elongated. The latter quantity to a good approximation (for values of \( \lambda > 2 \)) is given by

\[
\lambda_{\text{max.net}} = (3)^{1/2}(l_p/l)(n/C_w)^{1/2} \tag{3}
\]

Here \( n \) is the number of chain segments, having a length \( l \) and a projected length \( l_p \) in the chain direction and \( C_w \) is the characteristic ratio. The prefactor \((3)^{1/2} \), which was not considered in ref 1, stems from network considerations. This maximum draw ratio directly trans-