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Abstract

This paper compares several time series methods for short-run forecasting of Euro-wide in2a-
tion and real activity using data from 1982 to 1997. Forecasts are constructed from univariate
autoregressions, vector autoregressions, single equation models that include Euro-wide and US
aggregates, and large-model methods in which forecasts are based on estimates of common
dynamic factors. Aggregate Euro-wide forecasts are constructed from models that utilize only
aggregate Euro-wide variables and by aggregating country-speci&c models. The results suggest
that forecasts constructed by aggregating the country-speci&c models are more accurate than fore-
casts constructed using the aggregate data. c© 2002 Elsevier Science B.V. All rights reserved.

JEL classi2cation: C32; C53; F47
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1. Introduction

The challenge of forecasting aggregate European economic performance is gaining
increasing importance. Euro-area in2ation forecasts are needed to e;ectively implement
the European Central Bank’s targets for in2ation of the Euro. European integration also
means that political and business decisions increasingly depend on aggregate European
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real economic activity, so it is also of increasing interest to consider the problem of
forecasting real activity measures for the Euro area as a whole. Forecasting Euro-area
aggregates is largely a new area and there is considerable uncertainty about the best
econometric procedures to approach this task.

This paper investigates several time series methods for forecasting four Euro-area
wide aggregate variables: real GDP, industrial production, price in2ation, and the un-
employment rate. We consider two empirical questions arising from this problem. First,
is it better to build aggregate Euro-area wide forecasting models for these variables, or
are there gains from aggregating country-speci&c forecasts for the component country
variables? Second, are there gains from using information from additional predictors
beyond simple univariate time series forecasts, and if so, how large are these gains
and how are they best achieved?

These questions are attacked by applying an array of forecasting models to data on
the eleven countries originally in the EMU, over the period 1982–1997, at both the
monthly and quarterly level (the data set is discussed in detail in Section 2). We focus
on short-run forecasts at the one-, two- and four-quarter horizons. Using these data, we
consider forecasts constructed at the country level and, alternatively, at the aggregate
EU level. Comparable forecasting models are constructed for each country, and the
resulting forecasts are aggregated to the Euro-area level. This permits a comparison of
models and forecasts based on di;erent information sets and constructed at di;erent
levels of aggregation.

Five sets of forecasting models are considered: autoregressions; vector autoregres-
sions (VARs); a model in which the Euro-area aggregate is used at the country level
as a predictor for the country-speci&c variable; one in which the comparable aggregate
for the United States is used as a predictor; and a large-model forecasting framework
in which forecasts are based on estimates of common dynamic factors. The &rst four
of these methods are conventional.

The &fth approach, forecasting using estimated common factors, is motivated by
postulating that there are common sources for co-movements across the Euro area
and that these co-movements are useful for forecasting both at the country and at
the aggregate level. One way to model these co-movements is as arising from one
or more common dynamic factors (Geweke, 1977; Sargent and Sims, 1977). Recent
advances in the theory of dynamic factor models have shown that, under suitable
technical conditions, it is possible to estimate the dynamic factors consistently in an
approximate dynamic factor model when the time series and cross-sectional dimen-
sions are large (Forni et al., 2000; Stock and Watson, 1998). If the data are gen-
erated by an approximate dynamic factor model, then factors estimated by princi-
pal components can also be used for eHcient forecasting under quite general condi-
tions (Stock and Watson, 1998). Recent empirical applications of these and related
methods include forecasting US in2ation (Stock and Watson, 1999) and construct-
ing coincident and leading indexes for the Euro area (Forni et al., 1999. (Additional
references to this growing literature are contained in Stock and Watson, 1998 and
Forni et al., 1999, 2000.)

Although the main focus of this paper is on comparing forecasting models, our
&ndings might be of interest to macroeconomists more generally. We have two principal
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conclusions. First, there typically are gains from forecasting these series at the country
level, then pooling the forecasts, relative to forecasting at the aggregate level; the
coeHcient restrictions that would permit direct modeling of the aggregates are strongly
rejected, and the pooled forecasts are more accurate than forecasts constructed using
the aggregate series. This suggests that structural macroeconometric modeling of the
Euro area is appropriately done at the country-speci&c level, rather than directly at
the aggregate level. For example, this apparent failure of the aggregation restrictions
complicates the interpretation of models of Euro-wide in2ation dynamics estimated at
the aggregate level, cf. Gali et al. (2001).

Second, our simulated out-of-sample forecast experiment provides little evidence that
forecasts from multivariate models are more accurate than forecasts from univariate
models. Looking across variables and forecast horizons, the most accurate forecasts
are produced by pooling country-speci&c univariate autoregressions, a method called
“autoregressive components” by Fair and Shiller (1990). If we restrict attention to mul-
tivariate models, the forecasts based on estimated factors appear to be somewhat more
accurate than the other methods. There are several possible reasons for the comparative
success of the autoregressive components forecasts. One is that our sample covers a
period of great economic change in Europe, and consequent instability of the multivari-
ate relations could make simple autoregressions more reliable. Another is that our short
sample (short because of data limitations) favors forecasting models with very few pa-
rameters. Our &ndings do not imply that there are not important multivariate relations
in these data, just that it is diHcult to exploit them pro&tably for real time forecasting.

The remainder of the paper is organized as follows. The data are discussed in
Section 2, and the estimators and forecasting models are described in Section 3. Results
are presented in Sections 4 and 5 concludes.

2. The Euro-area data

2.1. Country level data

The data are monthly national macroeconomic series for the 11 Euro-area countries.
(Greece, which joined the EMU in 2001, is not included.) The data are taken from
the OECD main economic indicators, monthly, for the period 1982:1–1997:8. There
are approximately 50 variables for each country. These 50 variables typically include
industrial production and sales (disaggregated by main sectors); new orders in the
manufacturing sector; employment, unemployment, hours worked and unit labor costs;
consumer, producer, and wholesale prices (disaggregated by type of goods); several
monetary aggregates (M1,M2,M3), savings and credit to the economy; short-term and
long-term interest rates, and a share price index; the e;ective exchange rate and the
exchange rate with the US dollar; several components of the balance of payments; and
some miscellaneous additional series.

Not all variables are available for the full span for all countries using the same series
de&nitions and construction methods. An alternative approach would have been to adopt
a completely harmonized data set with a balanced panel. However the coverage and
span of a balanced panel of harmonized series is small, so instead we will use a richer
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and signi&cantly longer data set. One cost of using this expanded data set is handling
missing observations, an issue returned to below.

The data were preprocessed in four stages prior to use in the forecasting exercise.
First, the data were inspected visually for indications of major series rede&nitions or
other inconsistencies. Discrepancies that could not be reconciled resulted in the series
being dropped.

Second, the series were transformed to account for stochastic or deterministic trends.
In general, logarithms were taken of all nonnegative series that were not already in rates
or percentage units. Generally the same transformation, including degree of di;erencing,
was applied to a group of series, and the series transformation was the same across
countries. For example, real quantity variables (industrial production, sales, etc.) were
generally transformed to &rst log di;erences (growth rates). Two sets of transformations
were considered for prices, wages, and interest rates. In the &rst, prices and wages were
transformed to rates of in2ation (&rst di;erences of logs) and interest rates were left
in levels. In the second, prices and wages were transformed to changes in rates of
in2ation (second di;erences of logs) and interest rates appear as changes. The &rst of
these transformations will be referred to as the I(1) case for prices, and the second
will be referred to as the I(2) case for prices. The I(2) case provided the most accurate
forecasts of price in2ation and this will serve as our baseline model. Results for the
I(1) case will be summarized as a robustness check on our main results.

Third, the series were seasonally adjusted. Some of the OECD series are season-
ally adjusted and some are not. The seasonal adjustment is sporadic and some of the
series that are reported as seasonally adjusted in fact have pronounced and statisti-
cally signi&cant seasonal components. We therefore passed all the series through a
two-step seasonal adjustment procedure, whether or not they were reported as being
seasonally adjusted. First, the transformed monthly series (as discussed in the preceding
paragraph) was regressed against 11 monthly indicator variables. Second, if the HAC
F-test on these 11 coeHcients was signi&cant at the 10% level, the transformed series
was seasonally adjusted using Wallis (1974) linear approximation to X-11 ARIMA.

Fourth, the transformed seasonally adjusted series were screened for large outliers
(outliers exceeding 6 times the interquartile range). These were presumed to be coding
errors or to result from an anomaly, and each outlying observation was recoded as
missing data.

Forecasts are reported below both from the models estimated using monthly data
and from the models estimated using quarterly data. Since GDP is only available
quarterly, monthly forecasts are not presented for this variable. The quarterly data
were constructed as the average of the monthly data in the relevant quarter, after the
&rst three of the four stages outlined above. For example, the quarterly growth rate of
IP was constructed as the growth rate of the average of the monthly seasonally adjusted
values of IP for 3 months in the quarter. Subsequent to this quarterly transformation,
the quarterly series were passed through the fourth preprocessing screen and outliers
exceeding four interquartile ranges were replaced by missing values.

This resulted in a total of 580 monthly series, and 562 quarterly series, being avail-
able for at least some of the sample; this will be referred to as the nonbalanced panel.
Of these, 253 monthly series, and 401 quarterly series, were available for the full
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sample with no missing data, and these constitute the balanced panel subset of the
data. The balanced panel is larger for quarterly than monthly data because fewer of
the quarterly series contained large outliers. Speci&cs, including data de&nitions and
transformation codes, are listed in Appendix A. 1

2.2. Euro-area aggregate data

This forecasting exercise also uses data on Euro-area aggregates. Unfortunately, the
oHcial harmonized series for the Euro area, e.g. the HICP, are available only since
1993 and thus have too short a span to be useful for forecasting experiments. We
therefore constructed our own Euro-area aggregate series for GDP, industrial produc-
tion, consumer price in2ation, and the unemployment rate. Quarterly data for GDP
over the entire sample period were not available for Belgium, Ireland, Luxembourg
and Portugal so our GDP aggregate excludes these countries.

The Euro-area aggregates were constructed as the weighted average of the (trans-
formed) country level data for all 11 countries. Various weighting schemes were tried,
including weighting by the relative share of each country’s GDP in the Euro-area aggre-
gate, quarter by quarter; a version of this with monthly interpolation; and a &xed-weight
scheme using each country’s share of nominal GDP for 1997, measured in DM at ex-
change rates averaged over 1997. Preliminary analysis showed that all the three methods
yielded similar aggregate series, and forecast model comparisons were insensitive to
the aggregation method used. For simplicity, the results reported here use the &xed
weight method based on the 1997 GDP shares.

The aggregates were computed as the share-weighted average of the transformed,
seasonally adjusted series. That is, aggregate IP growth is the weighted average of
individual country IP growth, aggregate in2ation is the weighted average of coun-
try in2ation, and similarly for GDP growth. The aggregate unemployment rate is the
weighted average of the country unemployment rates. For IP, GDP and prices this
corresponds to aggregation by geometric weighted averaging.

The resulting series on GDP, IP growth rates, in2ation and unemployment changes
are quite similar to the oHcial harmonized series for the short span over which both
series are available. For the purpose of the forecasting exercise reported here, there
are three related advantages to using our constructed series. First, our aggregated se-
ries is consistently constructed over the entire sample period, so that any instabilities
uncovered in our analysis re2ect something other than changes in aggregation method.
Instability associated with aggregation could be particularly severe for GDP because
of the missing data mentioned above. Second, our aggregation method yields aggre-
gates that are time-invariant linear combinations of the country-speci&c variables (after
transformation). This linear aggregation simpli&es the econometric testing problem for
comparing alternative forecasting methods. Third, linear aggregation makes that it is
straightforward to pool the country-speci&c forecasts to form a forecast of the aggre-
gate. Such exact aggregation is more diHcult using the oHcial harmonized series, as
construction of these series evidently includes some degree of temporal smoothing.

1 This is available from the authors at www.wws.princeton.edu/∼mwatson.

http://www.wws.princeton.edu/~mwatson
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3. Forecasting methods

3.1. Forecasting framework and horizons

For each series to be forecasted, several models are constructed. Each model has a
similar structure. Forecasts are made at forecast horizons of one, two, and four quarters
for the quarterly data and at 3, 6 and 12 months for the monthly data. All models are
speci&ed and estimated as a linear projection of a h-step ahead variable, yht+h onto
t-dated predictors, which at a minimum include lagged transformed values yt of the
variable of interest. Speci&cally, the forecasting models all have the form

yht+h = � + �(L)yt + 
(L)′Zt + �ht+h; (1)

where �(L) is a scalar lag polynomial, 
(L) is a vector lag polynomial, � is a con-
stant, and Zt is a vector of predictor variables. (For notational ease, we suppress the
dependence of �; �(L), and 
(L) on the forecast horizon h.)

The “h-step ahead projection” approach re2ected in (1) contrasts with the textbook
approach of estimating a one-step ahead model, then iterating that model forward to
obtain h-step ahead predictions. There are two main advantages of the h-step ahead
projection approach. First, it eliminates the need for estimating additional equations
for simultaneously forecasting Zt , e.g. by a VAR. Second, it can reduce the potential
impact of speci&cation error in the one-step ahead model (including the equations for
Zt) by using the same horizon for estimation as for forecasting.

Implementation of (1) requires making a decision about how to model the order
of integration of the dependent variable. In the base case, the logarithm of IP, the
logarithm of GDP, and the unemployment rate were all treated as I(1), so that yt ,
respectively, is the growth rate of IP, the rate of growth of GDP, and the &rst di;erence
of the unemployment rate. The base case modeled the logarithm of prices as I(2), so
that yt denotes the &rst di;erence of price in2ation. As a sensitivity check, the analysis
was repeated with a transformation in which log prices were modeled as I(1) (the “I(1)
prices” case).

The dependent variable in (1), yht+h was chosen to focus on forecasting problems
that we take to be of particular interest. Speci&cally, in the case of quarterly in2ation,
at the one quarter horizon we are interested in forecasting the quarter-upon-quarter rate
of in2ation. At the two quarter horizon, we are interested in forecasting the average
in2ation rate over the next two quarters, that is, the percentage increase in prices over
two quarters. For GDP, we are similarly interested in forecasting either the one-, two-
or four-quarter growth of the quarterly index. For the unemployment rate, our interest
focuses on the future level of the unemployment rate.

The particulars of the construction of yht+h depend on whether the series is modeled
as I(1) or I(2) and whether the model is estimated with quarterly or monthly data. First
consider the case of quarterly data, so t denotes quarters. In the I(1) case (i.e. yt is
quarterly GDP or IP growth, the quarterly rate of in2ation, or the quarterly change in
the rate of unemployment), yht+h=

∑t+h
s=t+1 ys. Thus, yht+h represents growth in the series

between time periods t and t+h. In the I(2) price case, yht+h=
∑t+h

t+1 Rps−hRpt and
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yt = R2pt where pt is the logarithm of the price index. For the monthly models (so
t denotes months), yht+h is constructed to correspond to its quarterly counterpart. For
example, consider IP forecasts at the 6 month horizon, and let IP = (IPt + IPt−1 +
IPt−2)=3, where IP is the monthly seasonally adjusted index of industrial production.
Then y6

t+6 = ln(IPt+6=IPt), the rate of change in the quarterly series between months t
and t + 6.

The various forecasting models considered di;er in their choice of Zt . All the meth-
ods entail some model selection choices, in particular the number of autoregressive
lags and the number of lags of predictor variables Zt to include in (1). A standard ap-
proach to this problem is to employ data-dependent lag selection using an information
criterion. However the sample size here is short and this would entail estimating some
models with quite low degrees of freedom, yielding results that would be diHcult to
interpret. For the results reported here, we therefore &x the number of autoregressive
lags and the number of predictor variables a priori and do not use data-dependent
model selection. In all quarterly models, two lags of yt were used (that is, lags 0 and
1 of yt appeared in the right-hand side of (1)). In all monthly models, three lags are
used (that is, lags 0–2 of yt appeared in the right-hand side of (1)).

3.2. Forecasting methods: Country-speci2c forecasts

Autoregressive benchmark forecast: The autoregressive forecast is a univariate fore-
cast based on (3.1) excluding Zt .

VAR forecasts: VAR forecasts were constructed using three-variable VARs. Fore-
casts for industrial production, price in2ation and the unemployment rate were con-
structed using IP–CPI–Unemployment rate VARs. When GDP data were available,
GDP forecasts were constructed from a GDP–CPI–Unemployment rate VAR. In all
cases the variables were transformed as described in the last section. The multistep
forecasts di;er from the usual VAR procedure, in that they are computed by the mul-
tistep projection method (1) in which the coeHcients of (1) are estimated directly by
OLS; this contrasts with the usual method in which the coeHcients in (1) would be
computed from the coeHcients estimated in a one-step ahead VAR and iterating the
VAR forward h periods. The quarterly VARs included two lags and the monthly VARs
used three lags.
AR with EU aggregates: For these forecasts, Zt is the value of the Euro-area aggre-

gate of the speci&c series being forecast. For example, for forecast of IP growth, Zt is
the Euro-area aggregate IP growth series (two lags of Zt were used for the quarterly
forecasts and three lags for the monthly forecasts).
AR with US variables: For these forecasts, Zt is the value of the US aggregate

variable that corresponds to the variable being forecast. For example, for forecasts of
European IP growth, Zt is US IP growth; for forecasts of European CPI in2ation, Zt is
US CPI in2ation. In the I(1) speci&cations, US in2ation is treated as I(1), in the I(2)
speci&cations, as I(2). Two lags of Zt were used for the quarterly forecasts and three
lags were used for the monthly forecasts.
Principal components forecasts: These forecasts are based on setting Zt to be the

principal components from a large number of I(0) candidate predictor time series.
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Stock and Watson (1998) show that, if these data can be described by an approximate
dynamic factor model, then under certain conditions the space spanned by the latent
factors can be estimated consistently (as the cross section and time series dimension
increase) by the principal components of the covariance matrix of the predictor time
series. Accordingly, we will refer to the principal components as the estimated factors.
Stock and Watson (1998) also provide conditions under which these estimated factors
can be used to construct asymptotically eHcient forecasts by a second stage forecasting
regression in which the estimated factors are the predictors. The dynamic factor model
interpretation of the principal components forecasts is brie2y reviewed in Appendix A.

Here, two sets of principal components are used to construct two alternative sets of
forecasts. The &rst set consists of country-speci&c principal components of the standard-
ized country-speci&c series; these will be referred to as the country-speci&c estimated
factors. For example, the principal components for Italy were constructed using the
collection of time series pertaining to the Italian economy, each transformed to have
mean zero and unit variance. The second set of principal components was computed for
the Euro area as a whole by stacking the standardized data for each individual country;
these will be referred to as the Euro-wide estimated factors. In all cases, missing data
in the nonbalanced panel were handled by computing the principal components using
the EM algorithm, as detailed in Stock and Watson (1998).

These two sets of principal components were used to create three forecasting models
for each country: one includes the country speci&c factors, one included the Euro fac-
tors, and one included both sets of factors. For the country-speci&c forecasting model, Zt
consists a set of country-speci&c factors and for the Euro-area PC forecasting model, Zt
consists of a set of factors from the pooled Euro-area data. For the combined CS=Euro
PC forecasting model, Zt consists of both country-speci&c and Euro-area factors. In all
cases, two lags of the variable being forecast was included in the regression for the
quarterly speci&cations and three lags were used for the monthly models. Two factors
were used in the benchmark quarterly I(2) price speci&cation and four factors were
included in the monthly model. More discussion of these choices is provided below.

3.3. Forecasting methods: Forecasts of Euro-area aggregates

The Euro-area aggregates were forecast in two ways: by pooling country-speci&c
forecasts, and by directly forecasting the aggregate variables using other aggregate
variables.

The pooled country speci&c forecasts were computed as a weighted average of the
individual country-speci&c forecasts, using the same &xed 1997 real GDP share weights
as were used to construct the Euro-wide aggregate series. For example, the pooled
AR forecast of two-quarter IP growth is the weighted average of the 11 individual
country-speci&c AR forecasts of two-quarter IP growth.

The other approach is to forecast directly the aggregate series at the Euro-wide
level. This entails applying the forecasting methods described in the previous sec-
tion to the Euro aggregates, with the following modi&cations and clari&cations. The
AR forecasts of the aggregate were computed using two lags of the aggregate
being forecast. The VAR forecasts were computed using three-variable VARs
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identical to the country-speci&c speci&cations, but with the Euro aggregates replacing
the country-speci&c series. The aggregate PC forecasts were computed using Euro-wide
factors; two lags of the aggregate being forecast was included in the quarterly models
and three lags were included in the monthly models. The number of Euro-wide factors
was determined by Bai and Ng (2002) selection criteria. Two factors were used in the
benchmark quarterly I(2) price model, three factors in the quarterly I(1) price model
and four factors in the monthly I(2) price model. 2

From a theoretical perspective, pooling the country-speci&c forecasts should produce
lower mean squared forecast errors than directly forecasting the aggregates, provided
that the country-speci&c models are time invariant, that they are correctly speci&ed, that
the model parameters di;er across countries, that there are no data irregularities, and
that there are enough observations (the theoretical results being asymptotic); see e.g.
Lutkepohl (1987). Whether these assumptions are useful approximations in practice,
and thus whether pooled country forecasts or direct forecasts of the aggregates actually
work better, is an empirical question.

3.4. Model comparison methods

Full sample comparisons: The models are compared over the full sample using
several conventional test statistics. These include the F-test of the restriction that Zt
does not enter (1). Also reported are F-tests of the restriction that the coeHcients of
the country-speci&c models are equal; under this restriction, there is no information
loss by aggregation (the linear models aggregate to an aggregate model with the same
coeHcients) and the pooled forecasts would simply be an overparameterized version
of the forecasts of the aggregates using Euro-wide data. For these comparisons, all
models were estimated over the full dataset (adjusted for initial conditions).
Simulated out of sample comparisons: A simulated out of sample forecasting ex-

periment was also performed. For this exercise, all statistical calculations were done
using a fully recursive, or simulated out of sample, methodology. This includes all
model estimation, standardization of the data, calculation of the estimated factors, etc.
At each date in the simulated out of sample period, the factors were recomputed, mod-
els re-estimated, etc. The simulated out of sample forecast periods are 1993:I–1997:II
(quarterly) and 1993:1–1997:8 (monthly). All forecast-based statistics, and all discus-
sion of forecast performance below refer to these simulated out of sample forecasts
over the simulated out of sample period.

The forecasting performance of the various models were examined by comparing the
simulated out of sample mean squared forecast error of a candidate forecast, relative
to the mean squared forecast error of the benchmark AR forecast.

2 Bai and Ng (2002) propose several criteria that provide consistent estimators of the number of factors.
We computed their ICP1; ICP2 and ICP3 criteria using the pooled balanced panel for each of the dates in
our out-of-sample period. The number of factors (2 for quarterly I(2), 3 for quarterly I(1) and 4 for quarterly
I(2)) correspond to the modal values of the estimated number of factors over the out-of-sample period.
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4. Empirical results

4.1. Quarterly models with I(2) prices

Results for the models of the Euro-wide aggregates for the base case (quarterly
data, prices modeled as I(2), factors computed using the nonbalanced panel) are given
in Table 1. Table 2 provides a summary of the relative performance of the various
methods in the simulated out-of-sample forecast period, and results for the individual
countries are given in an unpublished appendix. 3

Panel A of Table 1 presents results based on the full-sample regressions. The top
section of the table shows p-values for exclusion tests for Zt in the various speci-
&cations, and the bottom section shows p-values for equality of coeHcients in the
country-speci&c models. Panel B of Table 1 presents detailed results for the simulated
out-of-sample forecasting experiment for each of the three forecast horizons. The top
section of each panel presents the root mean square forecast error (RMSFE) of the
univariate autoregression over the out-of-sample period, and the implied RMSFE com-
puted from the full-sample autoregression. The next section presents the mean square
forecast error of each of the models over the out-of-sample period relative to the mean
square forecast error for the univariate autoregression

Panel A of Table 2 summarizes the results in Table 1, by presenting binary com-
parisons of the RMSFE of each of the forecasting methods over the out-of-sample
period. For each of the 12 forecasts (four variables, three horizons), the panel shows
the fraction of forecasts in which the method corresponding to a given row was more
accurate than the method corresponding to a given column. Panel B contains a similar
summary, but now for the 120 country-speci&c forecasts (seven countries with four
variables, four countries with three variables, all with three horizons).

These tables suggest seven conclusions.
First, looking across all variables and horizons, none of the multivariate methods

consistently outperform the univariate autoregression. This result holds for the fore-
casts of the Euro aggregates and the country-speci&c variables. For example, from
panel B of Table 2, the VAR provided more accurate forecasts than the univariate AR
model in only 33% of the country-speci&c forecasts. Similar results hold for the other
multivariate forecasts.

Second, aggregating the country-speci&c forecasts provides more accurate forecasts
than the forecasts based on models for the Euro aggregates. From panel A of Table 2,
in 83% of the cases, the aggregated AR models were more accurate that the AR model
constructed for the Euro aggregate. Similar results hold for the VAR, the factor model
(PC-Euro) and the model that incorporates the US variable (AR + US). These results
are consistent with the in-sample tests for coeHcient equality shown in the bottom of
panel A of Table 1, which shows that the aggregation restriction is strongly rejected
for all of the models except one.

Third, the multivariate models provided more accurate forecasts for the unemploy-
ment rate. From panel B of Table 1, the best performing multivariate models are the

3 This is available from the authors at www.wws.princeton.edu/∼mwatson.

http://www.wws.princeton.edu/~mwatson
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aggregated factor models and the aggregated VAR. For the unemployment rate, these
models dominate the univariate autoregression and the other models for each of forecast
horizons considered.

Fourth, a general feature of these results is that the full-sample statistics and simu-
lated out-of-sample forecasting comparisons often give con2icting conclusions. This is
true both for the forecasts of the aggregate and for the individual country forecasts.
One possible explanation for this discrepancy is that the coeHcients in the predictive
relationships change over the course of the sample; indeed, this would be expected
given the move towards European integration over this period. Another explanation
is that the simulated out of sample forecast period simply is too short to make sharp
inferences because of sampling uncertainty, as is suggested by the large standard errors
on the relative MSEs.

Fifth, there is no compelling evidence that using the counterpart US series helps to
forecast the European variables. At the Euro-aggregate level, the US series is signi&cant
in the in-sample regressions only for IP growth Table 2 indicates that it provides more
accurate forecasts than a univariate autoregression in far fewer than half the cases.

Sixth, panel B of Table 1 shows that the multivariate models perform particularly
poorly for predicting GDP growth rates. The &rst two rows of the table suggest part
of the explanation: evidently GDP was much less volatile in the out-of-sample period
that in the earlier part of the sample. The multivariate models do not perform poorly
relative to their historical performance; instead, the univariate autoregression performs
much better than it had in past. The out-of-sample RMSFE of univariate autoregression
is roughly one half of its in-sample value.

Seventh, looking across all series and horizons the best performing Euro-aggregate
forecast method is the aggregated (or pooled) univariate autoregression. Evidently these
pooled forecasts provide a rigorous benchmark for the other forecasting methods.

Finally, all of these conclusions must be tempered by the paucity of informa-
tion in the simulated out-of-sample experiment. For each series, there are only 17
one-quarter ahead forecasts, eight nonoverlapping two-quarter ahead forecasts and only
four nonoverlapping four-quarter ahead forecasts. This means that there is considerable
uncertainty in the relative forecasting ability of the di;erent methods.

4.2. Results from alternative models

Because it is unclear a priori whether log prices should be treated as I(1) or I(2),
as a sensitivity check, the analysis was repeated treating log prices as I(1) and interest
rates as I(0). The results are summarized in Table 3. This change in speci&cation
changes the estimated factors, both country speci&c and Euro wide, and also changes
the base autoregressive speci&cation for in2ation. The table indicates that the major
conclusions from the benchmark model continue to hold for this speci&cation: the
aggregated (pooled) forecasts are generally more accurate than the forecasts constructed
from models using only the Euro aggregates and the aggregated AR model continues
to o;er the best overall performance.

Results for monthly I(2) data are summarized in Table 4. Here too, the major results
of the quarterly data remain evident. However, in the monthly data the multivariate
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Table 1
Results for quarterly Euro-wide aggregates

A. Full sample regression results

Alternative model CPI in2ation Unemployment rate Industrial production Real GDP

P-Values for F-tests of univariate AR models versus alternative models
AR + US 0.41 0.18 0.01 0.53
VAR 0.04 0.00 0.02 0.00
PC-Euro 0.52 0.01 0.73 0.00

P-Values for tests of equality of country-speci2c models
AR + US 0.00 0.00 0.00 0.00
VAR 0.30 0.00 0.00 0.00
PC-Euro 0.00 0.00 0.00 0.00

B. Results for simulated out of sample forecasts
B.1. One-quarter forecast horizon

CPI in2ation Unemployment rate Industrial production Real GDP

In-sample AR RMSFE 0.0023 0.0785 0.0091 0.0070
Out-sample AR RMSFE 0.0016 0.0929 0.0083 0.0033

MSFE relative to AR model
AR 1.00 1.00 1.00 1.00
AR + US 1.24 1.15 1.07 1.93
VAR 1.26 0.86 0.92 2.27
PC-Euro 1.95 0.79 1.06 1.38
Agg − AR 0.92 0.81 0.97 0.94
Agg − VAR 1.10 0.55 1.03 2.21
Agg − AR + Eu 1.03 0.97 0.98 1.05
Agg − AR + US 0.96 0.96 1.02 1.99
Agg − PC-CS 1.04 0.52 1.03 1.58
Agg − PC-Eu 1.64 0.53 1.04 1.23
Agg − PC-C&E 1.58 0.48 1.09 2.27

B.2. Two-quarter forecast horizon

CPI in2ation Unemployment rate Industrial production Real GDP

In-sample AR RMSFE 0.0047 0.1786 0.0141 0.0102
Out-sample AR RMSFE 0.0025 0.2185 0.0164 0.0053

MSFE relative to AR model
AR 1.00 1.00 1.00 1.00
AR + US 1.33 1.33 1.00 2.50
VAR 1.99 0.93 0.93 4.25
PC-Euro 2.43 0.94 1.09 1.39
Agg − AR 1.03 0.77 0.85 0.91
Agg − VAR 0.72 0.53 0.80 3.96
Agg − AR + Eu 1.28 1.02 0.96 0.99
Agg − AR + US 1.13 0.92 0.84 2.48
Agg − PC-CS 0.94 0.53 0.89 3.54
Agg − PC-Eu 1.85 0.62 1.02 1.30
Agg − PC-C&E 1.57 0.56 1.00 3.21



M. Marcellino et al. / European Economic Review 47 (2003) 1–18 13

Table 1 (Continued )
B.3. Four-quarter forecast horizon

CPI in2ation Unemployment rate Industrial production Real GDP

In-sample AR RMSFE 0.0098 0.4343 0.0266 0.0153
Out-sample AR RMSFE 0.0052 0.6016 0.0371 0.0091

MSFE relative to AR model
AR 1.00 1.00 1.00 1.00
AR + US 1.43 1.78 0.97 1.79
VAR 4.26 1.18 1.07 6.16
PC-Euro 1.76 1.11 1.13 2.91
Agg − AR 0.90 0.60 0.70 1.09
Agg − VAR 1.13 0.51 0.62 4.48
Agg − AR + Eu 1.37 0.97 1.06 1.72
Agg − AR + US 0.99 0.76 0.73 1.74
Agg − PC-CS 0.57 0.47 0.82 3.98
Agg − PC-Eu 1.20 0.70 1.01 2.78
Agg − PC-C&E 0.93 0.63 1.19 4.71

Note: The models labeled AR, AR + US, VAR and PC-Euro were constructed with the EU-Aggregates.
Models prefaced with “Agg−” are the pooled country-speci&c models. AR is the univariate autoregression,
AR + US includes the US aggregate, VAR is vector autoregression, AR + EU includes the EU aggregate,
PC-Euro includes factors estimated from the pooled EU dataset, PC-CS includes factors estimated from the
country speci&c datasets, and PC-C&E includes both sets of factors.

models appear to perform somewhat better. In particular the aggregated VAR model
performs better than the aggregated AR model in more that half the cases, and the
AR + US model performs better than the AR model in country-speci&c forecasts.

Finally, as an additional check we constructed the factor models for the EU-aggregates
using the balanced panel of data series (401 series versus the 562 series in the un-
balanced panel). The resulting forecasts were very close to the nonbalanced forecasts,
and the forecast summaries are very similar to the results reported in Tables 1 and 2.

5. Discussion and conclusions

Macroeconometric analysis of time series data as short as these, with as many
missing observations as these, and with series de&nitions which vary from country to
country poses special challenges. Still, some interesting conclusions emerge from this
analysis.

As was discussed in the introduction, some of these &ndings have relevance for
empirical macroeconometrics beyond the speci&c European forecasting problems con-
sidered here. The &nding that, in many cases, pooling country-speci&c forecasts out-
performs directly modeling the Euro-area aggregates suggests that, even if interest is in
aggregate measures of Euro-area economic performance, country-speci&c details matter.
This is consistent with the very di;erent political and economic situations of these 11
countries over this period, and over time this might change as the economies of these
countries become more closely integrated.
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Looking across series and forecast horizons, no multivariate model beat the pooled
univariate autoregressions. The pooled univariate autoregression therefore provides a
powerful benchmark for future forecast comparisons.

Within the multivariate methods, factor models, either based on country speci&c
or Euro-wide factors, regularly outperform VARs at the country level based both on
full-sample F statistics and on simulated out of sample forecast comparisons. This
suggests that conventional small-scale macroeconometric VAR models, and associated
VAR policy analysis exercises, could miss important information contained in a large
number of variables excluded from the VAR.
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Appendix A. Dynamic factor models and principal components forecasts

This appendix brie2y reviews the link between the principal components forecasts
and dynamic factor models. This material draws on Stock and Watson (1998).

Let Xt be a N -dimensional multiple time series of variable, observed for t=1; : : : ; T .
Suppose that Xt has an approximate linear dynamic factor representation with Ur common
dynamic factors ft :

Xit = �i(L)ft + eit (A.1)

for i=1; : : : ; N , where et =(e1t ; : : : ; eNt)′ is a N ×1 vector of idiosyncratic disturbances
with limited cross-sectional and temporal dependence, and �i(L) are lag polynomials in
nonnegative powers of L; see for example Geweke (1977), Sargent and Sims (1977),
and Forni et al. (1999, 2000). If �i(L) have &nite orders of at most q, (A.1) can be
rewritten as

Xt = �Ft + et ; (A.2)

where Ft = (f′
t ; : : : ; f

′
t−q)

′ is r × 1, where r6 (1 + q) Ur, the ith row of � in (A.2) is
(�i0; : : : ; �iq).

Stock and Watson (1998) show, under this &nite lag assumption and some additional
technical assumptions (restrictions on moments and nonstationarity), the column space
spanned by the dynamic factors ft can be estimated consistently by the principal
components of the T × T covariance matrix of the X ’s. The principal component
estimator is computationally convenient, even for very large N . Importantly, it can be
generalized to handle data irregularities such as missing observations using the EM
algorithm.
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The consistency of the estimated factors implies that they can be used to construct
eHcient forecasts for a single time series variable. Speci&cally, suppose one is interested
in forecasting the scalar time series yt+1 using the predictors in Xt and suppose that
yt+1 has the factor structure

yt+1 = 
(L)ft + �(L)yt + �t+1; (A.3)

where E(�t+1 | {f�; X�; y�}t�=−∞) = 0 (The di;erent time subscripts used for y and
X emphasize the forecasting relationship.) If {ft}; 
(L), and �(L) were known, the
minimum mean square error forecast of yT+1 would be 
(L)fT + �(L)yT . It is shown
in Stock and Watson (1998) that, if 
(L) and �(L) have &nite orders, then forecasts
that are asymptotically eHcient to &rst order can be obtained from OLS estimation of
(A.3) with the estimated factors replacing the true factors.
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