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Incomplete information games, local interaction games, and random matching games are all special cases of a general class of interaction games [22]. In this chapter, we use this equivalence to present a unified treatment of arguments generating uniqueness in games with strategic complementarities by introducing heterogeneity in these different settings. We also report on the relationship between local and global heterogeneity, on the role of strategic multipliers, and on purification in the three types of interaction game.

\section{Introduction}

In an incomplete information game, players are uncertain about the environment that they are in. We can represent their uncertainty by saying that each player is one of a large set of possible types, and the type profile for all players is drawn...
from some distribution. In random matching games, a large population of players are interacting; which player is randomly matched with which other player is determined by a random draw. In a local interaction game, a large number of players are located either physically or socially in a network of relations with other players; a player’s payoff depends on his own actions and the actions of players who are close to him in the network. These three classes of games share the feature that each player/type of a player will want to choose an action that is a best response to a distribution of his opponents’ actions. In the incomplete information case, one type of one player is uncertain which type(s) of his (known) opponent(s) he is facing. In the random matching case, each player is uncertain which opponent he is facing. In the local interaction case, each player is facing a distribution of actions by nearby players. In fact, all these classes of games can be shown to be special cases of a class of interaction games [22]. This equivalence throws new light on old problems by drawing out the analogies between different categories of models and suggesting new directions in which to take the analysis.1

By highlighting the common elements in the structure of the arguments, it allows us to identify the essential elements in the arguments.

In this chapter, we focus on one particular set of issues and see how they translate across different types of interaction games. Complete interaction games with strategic complementarities often have multiple equilibria. Introducing heterogeneity often reduces the amount of multiplicity. A simple intuition for why this might be the case comes from thinking about a symmetric payoff game with continuous actions. In this case, we can look for (symmetric) equilibria by looking at the best response function of the game. In a game with strategic complementarities, this best response function will be increasing. The set of equilibria will correspond to the set of points where the best response function \( b() \) crosses the 45° line, as illustrated in figure 1.

Now suppose that we introduce heterogeneity of some kind, so that a player is no longer sure that his opponent is choosing the same action, but instead has a diffuse belief over his opponents’ actions. This will tend to smooth out the best response function, perhaps generating uniqueness. Such heterogeneity can be generated by incomplete information, local interaction, or random matching. Various papers in the literature generate uniqueness by adding heterogeneity, including (1) for incomplete information, the global games analysis of Carlsson and van Damme [6] and Morris and Shin [24, 28], quantal response equilibria of McKelvey and Palfrey [16] and the arms race game of Baliga and Sjöström [3]; and (2) for random matching, Herrendorf, Valentinyi, and Waldmann [15]. We will describe a formal model that will translate naturally from incomplete information to random matching to local interaction settings where we can see how

---

1For example, the results in Morris [20] were obtained by translating results about approximate common knowledge in incomplete information games into a local interaction setting: the local interaction analogue of almost common knowledge events is cohesive neighborhoods, where all players have most of their neighbors within the neighborhood.

---
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provide a sufficient condition for uniqueness that naturally embeds both cases. We do this in section 4.

Another theme explored here is the idea of strategic multipliers (section 5). Cooper and John [8] noted that, in games with strategic complementarities, it is useful to distinguish two mechanisms by which an increased desirability of an action translates into higher equilibrium actions. First, given the actions of one's opponents, each player has a private incentive to increase his own action. Second, each player anticipates that others will also raise their actions, giving rise to a multiplier effect. Versions of this effect are labelled the social multiplier in the local interaction literature (see, e.g., Glasser and Scheinkman [12]). In an incomplete information context, Morris and Shin [24, sec. 3] have noted how private information about the desirability of raising one's action has less impact than equally informative public information. Intuitively, public information tells you not only that it is desirable for you to raise your action, but also that others will be doing so. There is a publicity multiplier that is the analogue of the social multiplier in the local interaction literature. In the case where small heterogeneity generates uniqueness (e.g., the global games case), it is also useful to distinguish a third mechanism by which an increased desirability of an action translates into higher equilibrium actions. The strategic multiplier of Cooper and John [8] is a comparative statics concept applied to a particular equilibrium. It is an intra-equilibrium notion, identifying how a complete information Nash equilibrium varies as a payoff parameter favoring higher actions increases. In global games, we also identify a point at which there is a jump from one equilibrium to another of the complete information game. This inter-equilibrium effect will locally be much larger than the intra-equilibrium effect and is useful to distinguish them. Of course, this combination of effects arises in local interaction and random matching games, as well as in incomplete information games.

A final issue that we touch on is the purification of mixed strategy equilibria (in section 6). The classical interpretation of mixed strategies is that players are deliberately randomizing. The Bayesian interpretation of mixed strategies says that players do not deliberately randomize; rather, a player's mixed strategy represents other players' uncertainty about that player's pure strategy. Harsanyi [13] showed that for any mixed strategy equilibrium of a complete information game, if we added a small amount of independent payoff shocks to each player's payoffs, the induced incomplete information game would have a pure strategy equilibrium that converged—in average behavior—to the original mixed strategy equilibrium as noise goes to zero. In his 1950 thesis (reprinted in Nash [32]), Nash gave a large population analogue of the Bayesian view of mixed strategies: in a large population, each player may follow a pure strategy but will have a non-degenerate distribution over the play of his opponent. Average play in the population will correspond to a mixed strategy of the underlying game. Of course, in the interaction game interpretation, these arguments are one and the same.

Another class of games in which heterogeneity generates uniqueness is dynamic games. If a large number of players are unable to adjust their behavior at identical times, they will similarly face non-degenerate beliefs about the population's play, again leading to uniqueness (e.g., Matsui and Matsumaya [17]). Morris [21], Frankel, and Pauzner [10], and Burdzy, Frankel, and Pauzner [5]. However, the connection of such games to interaction games is not direct. We will also discuss a (slightly contrived) dynamic interpretation of interaction games that may help understand the relation to the dynamic uniqueness results, by analogy.

Our main purpose in this chapter is to relate some existing work by ourselves and others in a way that sheds light on both the original results and the relationship between different classes of interaction games. In our survey of the theory and applications of global games, Morris and Shin [26], a section called "Related Models: Local Heterogeneity and Uniqueness" touched on the issues raised in this chapter. This chapter can thus be seen as a detailed elaboration of the argument there. The main results reported here are straightforward applications of the type of argument used in Frankel, Morris, and Pauzner [11]. Ul [33] discussed a class of games with correlated quantal responses, noting how global games and McKelvey and Palfrey's [16] quantal response equilibria could be understood as special cases of the same class of games, with different correlation assumptions. That paper introduced the very valuable parameterization of global games using the correlation described in section 2. The relation between global games and Harsanyi's [13] purification result was the subject of appendix B of Carlson and van Damme [6].

2 Binary Action Leading Example

In this section, we first introduce a simple binary action example with a random matching interpretation. Then we discuss alternative—nonequilibrium—local interaction, and dynamic—interpretations. We also note how the correlation structure of players' types could be related back to properties of private and public signals. We also discuss the origins of this example and its relationship to the literature.

2.1 Example

Consider the following random matching game. Two players are randomly chosen from a population. Each player i is characterized by a payoff parameter \( x_i \). The payoffs from their interaction are given by:

\[ P_{ij} = x_i x_j \]
We assume that the payoff parameter is normally distributed in the population with mean \( y \) and standard deviation \( \sigma \). However, the draws from the population are not independent: two players are more likely to be chosen to interact if they have similar payoff parameters. Thus, \( x_1 \) and \( x_2 \) are jointly normally distributed with correlation coefficient \( \rho \) (and each has mean \( y \) and standard deviation \( \sigma \)). A pure strategy in this game is a mapping \( s: \mathbb{R} \to \{0,1\} \).

This is a private values game in which a player knows the payoff to action 1. In this sense, there is no fundamental uncertainty. The only type of uncertainty facing a player is the strategic uncertainty over the opponent’s action, which in turn is attributable to the uncertainty over the opponent’s payoff parameter. When \( x_i \) is either very high (greater than one) or very low (less than zero), player \( i \) has a dominant action. Thus, strategic uncertainty is relevant for player \( i \) only when \( x_i \) lies between zero and one.

As a first step to solving this game, let us first look for equilibria in switching strategies in which there is a threshold value \( \tilde{x} \) below which a player chooses action 0, but above which he takes action 1. Since the game is symmetric, we need not look for equilibria where this threshold value \( \tilde{x} \) is common to both players.

The expected payoff to player 1 from taking action 0 when his own payoff parameter is \( x_1 \) is given by

\[
\Pr(\tilde{x} < \tilde{x}|x_1) .
\]

His payoff to action 1 is \( x_1 \) itself, and so action 1 is preferred when

\[
x_1 - \Pr(\tilde{x} < \tilde{x}|x_1) > 0.
\]

Action 0 is preferred if this inequality is reversed. At any switching point \( \tilde{x} \), a player is indifferent between the two actions, so that

\[
\tilde{x} = \Pr(\tilde{x} < \tilde{x}|\tilde{x}) = 0.
\]

How many solutions are there of this equation? If there is more than one solution, then we can construct more than one switching equilibrium. The question boils down to how sensitive the conditional probability (\( \Pr(\tilde{x} < \tilde{x}|\tilde{x}) \)) is with respect to shifts in the switching point \( \tilde{x} \). If this probability were invariant to shifts in \( \tilde{x} \), then (1) would imply that \( \tilde{x} = c \) for some constant \( c \), and we would have a unique solution for \( \tilde{x} \).
Thus,
\[ u(x, \bar{x}) = x - \Phi \left( \frac{\bar{x} - \rho x - (1 - \rho) y}{\sigma \sqrt{1 - \rho^2}} \right). \]

Observe that
\[ U(x) = u(x, \bar{x}) = x - \Phi \left( \frac{(1 - \rho)(x - y)}{\sigma \sqrt{1 - \rho^2}} \right). \]

If \( U(\bar{x}) = 0 \), then there is an equilibrium of this game where each player chooses action 0 if his signal is below \( x \) and chooses action 1 if his signal is above \( \bar{x} \). If we let \( x \) and \( \bar{x} \) be the smallest and largest solutions to the equation \( U(x) = 0 \), then action 1 is rationalizable for player \( i \) if and only if \( x_i \geq \bar{x} \) and action 0 is rationalizable if and only if \( x_i \leq x \).

Thus, there is a unique rationalizable action for (almost) all types if the equation \( U(x) = 0 \) has a unique solution. Observe that \( U(x) \to -\infty \) as \( x \to -\infty \) and \( U(x) \to -\infty \) as \( x \to \infty \). So, a sufficient condition for the equation to have a unique solution is that \( U'(x) > 0 \) for all \( x \). But if \( U'(x) < 0 \) for some \( x \) and \( y \), then for some other value of \( y \), \( U(x) = 0 \) will have multiple solutions. So, there is a unique rationalizable action for (almost) all types and for all \( y \) if and only if the equation \( U'(x) \geq 0 \) for all \( x \).

\[ U'(x) = 1 - \frac{1 - \rho}{\sigma \sqrt{1 - \rho^2}} \Phi \left( \frac{(1 - \rho)(x - y)}{\sigma \sqrt{1 - \rho^2}} \right) \]

Thus for uniqueness, we must have
\[ 1 - \frac{1 - \rho}{\sigma \sqrt{1 + \rho^2}} \geq 0. \]

Re-writing, this gives
\[ \sigma^2 \geq \frac{1}{2 \pi} \frac{(1 - \rho)(1 + \rho)}{1 - \rho^2}. \]  \( \text{(5)} \)

We will refer to this as the uniqueness condition. There is a unique equilibrium either if there is sufficient variance of players’ private values or if those private values are sufficiently closely (but not perfectly) correlated.\(^3\)

\(^3\)If private values are perfectly correlated (\( \rho = 1 \)), there will be multiple equilibrii whenever the players in a match have a (constant) private value between 0 and 1.

2.2 Alternative Interpretations of the Example

2.2.1 An Incomplete Information Interpretation. Let there be two players who will interact with each other for sure. But each player \( i = 1, 2 \) is unsure of the other player’s private value (or type) \( x \). Suppose that their private values are ex post symmetrically and normally distributed. Then the prior distribution over their private values/types is characterized by the unconditional mean \( y \), the unconditional variance \( \sigma^2 \) and the correlation coefficient \( \rho \). The uniqueness result says that if condition (5) is satisfied, there will be a unique equilibrium where each player chooses action 1 only if his type is above some threshold. Note that if \( \rho \) were identically equal to one, in other words, players’ types were perfectly correlated so that there was complete information, there would be multiple equilibrii whenever the players’ common type was between 0 and 1.

2.2.2 A Local Interaction Interpretation. Let a continuum of players be situated on the real line. Let the density of players be normal with mean \( y \) and variance \( \sigma^2 \). Thus players are concentrated around a location \( y \), with a few players out at the tails. Suppose that a player’s private value \( x \) is identically equal to his location. If players interacted equally with the whole population, that is, there was uniform interaction, then a player would be equally concerned about the actions of all players at the population, and he would weigh the action of players at a given location by the mass of players at that location. But we would like to capture the possibility that a player is more likely to interact with players of a similar type himself—a feature of many real interaction structures. This can be captured by letting the weights he puts on his neighbors’ actions also depend on how close they are to him. If we assume that his weights are generated by the conditional density of the bivariate normal with common mean \( y \), variance \( \sigma^2 \) and correlation coefficient \( \rho \) based on his own location \( x \), then the analysis of this problem is identical to the random matching model above. The uniqueness result says that if condition (5) is satisfied, there will be a unique equilibrium where each player chooses action 1 only if he is located to the right of some point. Note that if \( \rho \) were identically equal to one, that is, players interacted only with players at the same location, there would be multiple equilibrii for all players located between 0 and 1.

2.2.3 A Dynamic Interpretation. Let a continuum of players live for one instant. We write \( x \) for a player who lives at date \( x \). Let players’ birthdates be normally distributed with mean \( y \) and variance \( \sigma^2 \). Thus players are concentrated around date \( y \), with a few players out at the tails. A player’s private value \( x \) is identically equal to the date at which he lives, so action 1 is becoming deterministically more desirable through time. In particular, there is a date beyond which action 1 is dominant.

A player’s payoff depends on his own action, his payoff parameter, and the actions of others at different dates, both in the past and in the future. The
fact that payoffs depend on actions of as yet unborn individuals is somewhat unconventional, but provided that the actions in the future can be anticipated (as will be the case here) institutions such as securities markets will enable players living today to consume today.

If players interacted equally with the whole population, in other words, there was uniform interaction, then a player would be equally concerned about the actions of all players at all dates. But we would like to capture the possibility that a player is more concerned about the actions of players choosing at around the same time. This can be captured by letting the weights he puts on his neighbors' actions also depend on how close in time they live to him. If we assume that his weights are generated by the conditional density of the bivariate normal with common mean \( y \), variance \( \sigma^2 \), and correlation coefficient \( \rho \), then the analysis of this problem is identical to the random matching model above. The uniqueness result says that if condition (5) is satisfied, there will be a unique equilibrium where each player chooses action 1 only if he lives after some cutoff date. Note that if \( \phi \) were identically equal to one, that is players interacted only with players with whom they interacted simultaneously, there would be multiple equilibria for all players living between dates 0 and 1.

2.3 INTERPRETING THE CORRELATION FROM COMMON AND IDIOSYNCRATIC COMPONENTS

In the incomplete information interpretation of the above example, one very natural reason why private values are correlated is that there is a common and an idiosyncratic component in their private valuations. In particular, suppose that the distribution of private values \( x_i \) is derived in the following way. An unknown \( \theta \) is normal with mean \( y \) and precision \( \alpha \). Each \( x_i = \theta + \epsilon_i \), where each \( \epsilon_i \) is independently normally distributed with mean 0 and precision \( \beta \). This setting is equivalent to the setting studied above, where we set

\[
\sigma^2 = 1 + \frac{1}{\alpha} + \frac{1}{\beta},
\]

\[
\rho = \frac{\beta}{\alpha + \beta}.
\]

Observe that with this reinterpretation, condition (5) becomes:

\[
\frac{1}{\alpha} + \frac{1}{\beta} \geq 1 + \frac{1}{2\pi} \left( \frac{\alpha}{\alpha + 2\beta} \right)
\]

or

\[
\frac{\alpha^2 \beta}{(\alpha + \beta)(\alpha + 2\beta)} \leq 2\pi.
\]

This reparameterization can also be applied to the random matching, local interaction, and dynamic interpretations discussed above.

Equation (6) nicely points to the two kinds of uniqueness arguments (correlated and independent heterogeneity) alluded to in the introduction. Note that condition (6) is satisfied either if \( \alpha \) is sufficiently large and \( \beta < 2\pi \), or if \( \beta \) is sufficiently large for any given \( \alpha \). In the former case, as \( \alpha \to \infty \), players' types are independent and the requirement that \( \beta < 2\pi \), implies that there must be a minimum amount of heterogeneity to get uniqueness. But in the latter case, as \( \beta \to \infty \), the variance of private values is reduced, which is bad according to condition (5). But the increased correlation more than compensates.

2.4 BACKGROUND AND RELATED LITERATURE

Let us start with incomplete information. The above example was discussed in Carlsson and van Damme [6] (appendix B), with the common and idiosyncratic components interpretation of section 2.3. Morris and Shin [24] used a special case of this example to illustrate the connection between different types of interaction games. Note that in the interpretation of section 2.3, the prior mean \( y \) is a public signal of the common component \( \theta \), while private value \( x_i \) is a private signal of \( \theta \). In Morris and Shin [24, 25], we have examined the contrasting roles of public and private signals in common value global games in which players care only about the value of \( \theta \). In the appendix, we briefly contrast the private value global games analyzed in this chapter with common value global games (which is the case more generally studied in the literature).

Ul [33] was the first to combine the global games analysis with the very useful parameterization in terms of the correlation of players' signals. In the normal case that has been much analyzed, this is a very fruitful way of understanding what is driving various uniqueness results. Ul used his global games with correlated private values to explain the connection between global game uniqueness results (where small noise is required for uniqueness) and quantal response equilibria (where large noise is required for uniqueness).

A number of papers have examined how sufficient independent heterogeneity gives rise to uniqueness in incomplete information games. McKevey and Palfrey [16] introduced the idea of quantal response equilibria as a way of analyzing experimental results on games, exploiting existing discrete choice models employed in econometrics. They assumed that each player has a payoff shock with a logistic distribution. They noted that if the shocks were sufficiently large, a player will simply have a uniform distribution over his opponent's actions, and thus will have a unique best response. Thus uniqueness is a consequence of sufficiently large heterogeneity. Myatt and Wallace [31] consider a two-player two-action coordination game with independent normal payoff shocks. Their prime focus is on what happens with small shocks with an evolutionary dynamic. However, they also note that uniqueness also arises automatically, even

---

4There is a more detailed discussion of this condition in the appendix.
without the evolutionary dynamic, if the heterogeneity is sufficiently large. Baliga and Sjöström [3] analyze a two-player two-action coordination game with independent heterogeneous payoffs, and give a necessary and sufficient condition for uniqueness.\(^5\)

Herrendorf, Valentini, and Waldmann [15] give a random matching argument showing that sufficient heterogeneity implies uniqueness. Their argument is embedded in a dynamic model that is not directly comparable; however, the underlying logic is very close to the uniqueness result in the random matching interpretation of the model described here.\(^6\) Ciccone and Costain [7] have criticized the argument of Herrendorf, Valentini, and Waldmann [15] on the grounds that sufficient heterogeneity incidentally implies that a high proportion of the population has a dominant strategy to play one action, or the other. Their critique applies equally well to other interpretations of the model. Note, however, that when local heterogeneity generates uniqueness, the same criticism is not valid.

In a local interaction setting, a number of papers have shown that local interaction allows the risk dominant action to spread contagiously by best response dynamics alone (e.g., Blume [4] and Ellison [9]). These arguments have been used to show fast convergence to the risk dominant outcome in evolutionary settings. Small variations on the original contagion arguments can be used to establish that a small amount of heterogeneity can pin down equilibrium, even without dynamic/evolutionary considerations (see Morris [22]). The local interaction interpretation of the above example is a continuum population formalization of such arguments (for this, consider the case where \(\alpha \to 0\)).

In the dynamic interpretation of the above example, we assumed that each individual lived for an instant but cared about the actions of people making choices at different (but—in the correlated case—nearly) times. We also assumed that payoffs depended on the time at which you were choosing. This introduced correlated heterogeneity: each player with a given payoff parameter understood that he was interacting with players with different payoff parameters. A number of related ways of introducing correlated heterogeneity have been employed in the literature. Closest to the story we just told, Adsera and Ray [2] assume that a player’s payoff depends on his own current action and lagged actions of others; for technological reasons. Morris [21] and Alou and Brunnermeier [1] assume that players have asynchronous timing devices, so that while their payoffs may depend on contemporaneous actions, they care about actions of others choosing at (slightly) different clock times. Matsui and Matsuyama [17], Frankel and Pauzner [10], and Burczyn, Franke, and Pauzner [5] assume that players’ payoffs depend on contemporaneous actions, but each player can only occasionally revise his action choice. Thus his payoff depends on his action choice and the actions of others at (slightly) different real times. All these dynamic models have other significant differences from the dynamic interpretation we offered of the above example. However, highly but not perfectly correlated heterogeneity is playing an analogous role.

3 A MORE GENERAL MODEL

We will build on the insights from the leading example to identify a set of conditions that are jointly sufficient for uniqueness of equilibrium. The main theme is that uniqueness follows from the insensitivity of strategic uncertainty with respect to shifts in a player’s own type.

In general, shifts in strategic uncertainty flow from shifts in the conditional density over my opponent’s types as my own type changes. However, the very simple nature of the payoffs in the leading example meant we needed only to keep track of one summary statistic of this conditional density over the opponent’s type—namely the probability that my opponent’s type is lower than my own. With more general payoffs, strategic uncertainty will depend on the whole density, and so when we attempt to define the notion of the insensitivity of strategic uncertainty with respect to one’s own type, the condition must be sufficiently restrictive so that it applies to the whole of the conditional density. Denoting by \(F_i(x_i|x_t)\) the conditional c.d.f. of \(x_i\) given \(x_t\), the key property used in our argument is that there exists \(\delta > 0\) such that for all \(x_t\) and all \(\Delta\),

\[
\frac{d}{dx_i} F_i(x_t + \Delta|x_t) \leq \delta.
\]

(7)

This is a strong requirement, since \(\delta\) has to satisfy this inequality for all \(x_t\) and \(\Delta\). We dub this the condition of uniformly bounded marginals on differences. However, we will show that many standard formulations of strategic uncertainty accommodate special cases where this condition holds.

We will develop the general model in terms of a random matching problem, and show later how the same framework can be given alternative interpretations. A match consists of a player in role 1 and a player in role 2. Let \(x_t \in \mathbb{R}\) be the payoff relevant type of the player in role 1. Let \(f \in \mathbb{D}(\mathbb{R})\) be a probability density over possible pairs of payoff relevant types. The action set \(A\) of each player is a subset of the closed unit interval that contains 0 and 1. That is, \([0, 1] \subseteq A \subseteq [0, 1]\). The choice of 0 and 1 is not important per se, but our argument depends on the action set being bounded and closed.

Let \(a_t(x_t, \Gamma, x)\) be a player’s payoff if he has role 1, he chooses action \(a_t\), his belief about his opponent’s action is \(\Gamma\), and his payoff relevant type is \(x\). We assume that \(a_t\) is continuous in \(a_t\). The action distribution \(\Gamma\) is a c.d.f. on \(A\).

\(^5\)Baliga and Sjöström’s [3] sufficient condition applies to a two-player two-action coordination game with independent private values, and thus corresponds to the model of this section in the case where \(\rho = 0\). They consider a case where there is only one "dominance region" and a slightly different parameterization of payoffs. However, adapted to the setting of this chapter, their uniqueness condition reduces to (5)—with \(\rho = 0\)—in the special case of the normal distribution. We are grateful to Sandeep Baliga for helping us clarify the relation.

\(^6\)In a private communication, Valentini has suggested that the underlying logic of their paper is well captured by the above example in the special case where \(\alpha \to \infty\).
where $\Gamma(a)$ is the probability that the action is less than $a$. A strategy for players in role $i$ is a mapping $s_i : \mathbb{R} \to A$. Write

$$\hat{\Gamma}_i(s_i, x_i)$$

for a role $i$ player's induced belief over his opponent's actions when he has observed signal $x_i$, and believes his opponent is following strategy $s_i$. Thus

$$\hat{\Gamma}_i(s_i, x_i)[a] = \int_{s_i} f(x_j | x_i) I_{s_j(j) \leq a}(x_j) \, dx_j,$$

where

$$I_{s_j(j) \leq a}(x_j) = \begin{cases} 1, & \text{if } s_j(x_j) \leq a \\ 0, & \text{if } s_j(x_j) > a \end{cases}.$$

Now a player's payoff if he chooses action $a_i$, his opponents follow strategy $s_j$, and his payoff relevant type is $x_i$, is

$$u_i(a_i, \hat{\Gamma}(s_j, x_j), x_i).$$

A strategy profile is a pair $s = (s_1, s_2)$. Now $s$ is a population equilibrium if and only if

$$s_i(x_i) \in \arg \max_{a_i \in A} u_i(a_i, \hat{\Gamma}(s_j, x_j), x_i)$$

for all $i$ and $x_i$.

### 3.1 Special Properties of the Payoff Function

There are two important special cases to bear in mind. We say that $u_i$ has the average action property if there exists $u_i^*: A^2 \times \mathbb{R} \to \mathbb{R}$ such that

$$u_i(a_i, \Gamma, x_i) = u_i^*(a_i, \int_{a_j \in A} a_jd\Gamma(a_j), x_i).$$

In this case, a player cares only about the expected action of his opponents. We say that $u_i$ has the average utility property if there exists $u_i^*: A^2 \times \mathbb{R} \to \mathbb{R}$ such that

$$u_i(a_i, \Gamma, x) = \int_{a_j \in A} u_i^*(a_i, a_j, x) \, d\Gamma(a_j).$$

In this case, there is a utility associated with each possible action of the opponent; thus $u_i^*(a_i, a_j, x)$ is a player's utility if he chooses action $a_i$, his opponent chooses action $a_j$, and his payoff relevant type is $x_i$. Now $u_i(a_i, \Gamma, x_i)$ is just the expected value of $u_i^*(a_i, a_j, x_i)$ if $a_i$ is drawn according to $\Gamma$.

In some very special cases, a game may satisfy both the average action property and the average utility property. For example, if there exist $g_i : A \times \mathbb{R} \to A$, $h_i : A \times \mathbb{R} \to \mathbb{R}$ such that

$$u_i(a_i, \Gamma, x_i) = g_i(a_i, x_i) \int_{a_j \in A} a_jd\Gamma(a_j) + h_i(a_i, x_i),$$

then $u_i$ has the average action property, by setting

$$u_i^*(a_i, a_j, x_i) = g_i(a_i, x_i)a_j + h_i(a_i, x_i)$$

and $u_i$ also has the average utility property by setting

$$u_i^*(a_i, a_j, x_i) = g_i(a_i, x_i)a_j + h_i(a_i, x_i).$$

In the random matching interpretation, it is natural to assume the average utility property; this is simply the standard expected utility assumption for this interpretation. On the other hand, if the average utility property fails, the model still makes sense. The decision maker just has non-expected utility preferences over the opponent's actions.

We will see that the average utility property may be less compelling in other interpretations.

### 3.2 Alternative Interpretations of the General Model

#### 3.2.1 An Incomplete Information Interpretation

Now let there be two players, 1 and 2. Each player $i$ has a type $x_i; f(\cdot)$ is the probability distribution over players' possible types; $u_i(a_i, \Gamma, x_i)$ is player $i$'s payoff if he chooses action $a_i$, his belief about his opponent's action is $\Gamma$ and his payoff relevant type is $x_i$. If the average utility property is satisfied, we have a standard game of incomplete information, where $u_i^*(a_i, a_j, x_i)$ is player $i$'s payoff if he chooses action $a_i$, his opponent chooses action $a_j$, and his payoff relevant type is $x_i$.

#### 3.2.2 A Local Interaction Interpretation

Now let there be two roles, 1 and 2. Players in role 1 are connected to players in role 2, and vice-versa, in an interaction network. Thus we have a bipartite graph with two continua of vertices. Each player in each role has a payoff relevant type $x_i$. We assign a weight to each connection and we normalize the sum of weights to 1. Thus $f \in \Delta(\mathbb{R}^2)$ is now a weighting function for the interaction graph. A player's utility depends on the weighted distribution of opponents' actions.

While we will maintain the "roles" assumption in the analysis that follows, all the results go through unchanged if we allow there to be only one role and, therefore, drop the bipartite graph assumption.
In this interpretation, the average action property is more natural. It is a maintained assumption, for example, in the analysis of Glasser and Scheinkman [12].

3.3 ASSUMPTIONS

We will be concerned with the following properties of the payoff functions:

A1 Strategic Complementarities: \( u_i(a_i, \Gamma, x_i) - u_i(a'_i, \Gamma, x_i) \geq u_i(a_i, \Gamma', x_i) - u_i(a'_i, \Gamma', x_i) \) if \( a_i \geq a'_i \) and \( \Gamma \) dominates \( \Gamma' \) in the sense of first degree stochastic dominance.

A2 Limit Dominance I: There exist \( \delta \) and \( \Gamma \) such that \( u_i(0, \Gamma, x_i) > u_i(0, \Gamma', x_i) \) for all \( a_i > 0 \), \( \Gamma \), and \( x_i \leq \bar{x}_i \); and \( u_i(1, \Gamma, x_i) > u_i(a_i, \Gamma, x_i) \) for all \( a_i > 0 \), \( \Gamma \), and \( x_i \geq \bar{x}_i \).

A3 State Monotonicity: \( u_i(a_i, \Gamma, x_i) - u_i(a_i', \Gamma, x_i) \) is increasing in \( x_i \) if \( a_i \geq a'_i \).

A4 Uniformly Positive (\( \delta \)) Sensitivity to the State: There exists \( \delta \) such that \( a_i > a_i' \) and \( x \geq x' \):

\[
[a(a, \Gamma, x) - u(a', \Gamma, x') - u(a, \Gamma, x') - u(a', \Gamma, x')] \geq \delta (a - a') (x - x').
\]

A5 Uniformly Bounded (\( \kappa \)) Sensitivity to Opponents' Actions: There exists \( \kappa \) such that if

\[
[u(a, \Gamma, x) - u(a', \Gamma, x)] - [u(a, \Gamma', x) - u(a', \Gamma', x)] \leq \kappa (a - a') (\Gamma - \Gamma').
\]

where \( \Gamma = \sup_{a \in A} (\Gamma(a) - \Gamma'(a)) \).

Note that A4 thus implies A3.

We will be concerned with the following properties of the probability distribution (or weighting function) \( f \). We assume throughout that \( f \) is a non-atomic density. We write \( f_1(x | x_i) \) for the conditional density over \( x_j \) given \( x_i \) and \( \hat{F}_1(x_i | x_i) \) for the corresponding c.d.f.

A6 Limit Dominance II: \( f \) has support including \( [\bar{x}_i, 2] \).

A7 Stochastically Ordered Marginals: \( F_1(x_i | x_i) \) is increasing in \( x_i \), for all \( x_i \).

A8 Uniformly Bounded (\( \delta \)) Marginals on Differences: there is \( \delta > 0 \) such that for all \( x \) and \( \Delta \),

\[
\frac{d}{dx} F_1(x_i + \Delta | x_i) \leq \delta.
\]

3.4 EXAMPLES

3.4.1 The Binary Action Example Revisited. The binary action example of section 3.1 satisfies all the assumptions of the general model. In particular, one can check that \( A_1 \) is satisfied with \( \delta = 1 \) (and this is the highest value such that \( A_4 \) holds); \( A_5 \) is satisfied with \( \kappa = 1 \) (and this is the lowest value such that \( A_5 \) holds); and

\[
\delta = \sqrt{\frac{1 - \rho}{2\pi \sigma^2 (1 + \rho)}}
\]

and this is the lowest value such that \( A_8 \) holds). To show the last claim, note that arguments in section 2 show that

\[
F_1(x_i + \Delta | x_i) = \Phi\left(\frac{\Delta + (1 - \rho)(x - y)}{\sigma \sqrt{1 - \rho^2}}\right)
\]

so that

\[
\frac{d}{dx} F_1(x_i + \Delta | x_i) = \frac{(1 - \rho)}{\sigma \sqrt{1 - \rho^2}} \Phi\left(\frac{\Delta + (1 - \rho)(x - y)}{\sigma \sqrt{1 - \rho^2}}\right)
\]

\[
\leq \frac{(1 - \rho)}{\sigma \sqrt{1 - \rho^2}} \frac{1}{2\pi \sigma^2 (1 + \rho)} = \frac{1 - \rho}{2\pi \sigma^2 (1 + \rho)}.
\]

3.4.2 The Smooth Symmetric Case. A smooth example in the spirit of Cooper and John [8] will be used in a number of the results that follow. Let there be a continuum of actions \( A = [0, 1] \); symmetric payoffs (i.e., no roles); and the average action property. Thus \( u^*(a, a, x) \) will be any player's payoff if he takes action \( a \), the average action of his opponents is \( x \), and his payoff relevant type is \( x \). Assume that \( u^* \) is twice differentiable and strictly concave in \( a \) ((\( \partial^2 u^* / \partial a^2 \)) < 0). The latter assumption implies that each player has a continuous best response to his opponents' average action.

In the setting, the above assumptions translate as follows:

A1: \( (\partial^2 u^* / \partial a^2 \partial a) > 0 \).

A2: \( (\partial^2 u^* / \partial a^2 \partial x) > 0 \).

A3: \( (\partial^2 u^* / \partial a^2 x) > 0 \).

A4: \( (\partial^2 u^* / \partial a^2 x) > 0 \).

A5: \( (\partial^2 u^* / \partial a^2 x) > 0 \).
FIGURE 2. Complete information equilibria.

Note that in this setting, if we write \( b(\bar{a}, x) \) for a player’s best response if the average action of his opponents is \( \bar{a} \) and he is type \( x \), then \( b \) is well-defined and is strictly increasing in \( \bar{a} \) at any interior solution. The set of equilibria in the case of complete information (common knowledge of a common private value \( x \)) will look as in figure 2.

4 UNIQUENESS

4.1 UNIQUENESS FROM PAYOFFS ALONE

We first note that there are conditions ensuring uniqueness in interaction games with strategic complementarities that do not exploit any properties of the interaction structure. Consider the smooth example discussed in the section 3.4.2 but assume only A1 from the assumptions described in section 3.3. Note that the slope of the best response function \( b \) will be:

\[
\frac{db}{d\bar{a}} = \frac{\partial^2 b}{\partial x^2} \frac{\partial x^*}{\partial \bar{a}^*}.
\]

A sufficient condition for uniqueness in the complete information game is that \((db)/(d\bar{a}) < 1\), that is,

\[
\frac{\partial^2 b}{\partial x^2} \frac{\partial x^*}{\partial \bar{a}^*} < 1.
\]

This will also be a sufficient condition for uniqueness in the interaction game for any \( f \). Glaser and Scheinkman \[12\] have noted this sufficient condition for uniqueness (they call it marginal social influence) in a related interaction game (they have discrete types). Cooper and John \[8\] pointed out that a similar condition was sufficient with uniform interaction.

4.2 UNIQUENESS FROM HETERGENEITY: A UNIFIED RESULT

Often, there is multiplicity in the underlying complete information game. Adding heterogeneity sometimes removes that multiplicity. As we discussed in the introduction, two alternative approaches in the literature involve (1) global heterogeneity (where a minimum amount of heterogeneity is required) and (2) local heterogeneity (where a maximum amount of heterogeneity is sometimes required). Here we give a unified treatment to clarify the relationship.

Proposition 4.1. If A1 through A8 are satisfied, with \( \delta \kappa < \kappa \) (where \( \kappa, \bar{\kappa}, \text{and} \delta \) are defined in A4, A5, and A8, respectively), then the interaction game has a unique strategy profile surviving iterated deletion of strictly dominated strategies.

Thus for any given \( \bar{\kappa} \) and \( \kappa \), there will be uniqueness if \( \delta \) is low enough, that is, if players’ beliefs about how other players’ types differ from their own are not too sensitive to their own type. The sufficient condition of the proposition is tight: recall (from section 3.4.1) that in the binary action example of section 2, we had \( \bar{\kappa} = \kappa = 1 \) and

\[
\delta = \frac{1 - \rho}{\sqrt{2\pi\sigma^2(1 + \rho)}}.
\]

Thus, the requirement that \( \delta \kappa < \kappa \) is equivalent (up to the inequality) to the tight uniqueness condition (5) for the example.

This proposition is a variant of Theorem 1 of Frankel, Morris, and Pauzner \[11\]. We will sketch the argument and then highlight the small differences required for this setting. The proposition follows from two lemmas.

Lemma 4.1. If A1 (strategic complementarities), A3 (state monotonicity) and A7 (stochastically ordered marginals) are satisfied, then the interaction game has a largest and smallest pure strategy profile \( (\bar{s} \) and \( s) \) satisfying iterated deletion of dominated strategies. Moreover, these strategy profiles are monotonic and are equilibria of the interaction game.

This is a consequence of standard arguments concerning supermodular games, following Vives \[34\] and Milgrom and Roberts \[19\].

Lemma 4.2. If A1 through A8 are satisfied, with \( \delta \kappa < \kappa, \text{and} \delta \) and \( s \) are monotonic equilibria of the interaction game with \( \bar{s} \geq s \), then \( \bar{s} = s \).
Proposition 4.1 follows immediately from these two lemmas, since lemma 4.2 establishes that the largest and smallest strategy profiles surviving iterated deletion in lemma 4.2 must be the same.

Before jumping into the formal proofs, it is illuminating to sketch the outlines of the argument using figure 3.

For the purpose of this illustration, let us take the extreme case in which the strategic uncertainty is invariant with respect to a player’s type in the sense that the conditional distribution $F_i(x_t + \Delta_x | x_t)$ is invariant to $i$’s type $x_t$.

Suppose, for the sake of argument, $\hat{s} \neq \check{s}$ (see fig. 3). Now, consider a new strategy $s^*$ which is derived from $\hat{s}$ by translating it to the left so that two conditions are satisfied. First, $s^*$ lies on or above $\check{s}$ for all $x$. Second, there is some point $\hat{x}_1$ at which $s^* = \hat{s}$. Let $z$ be the size of the translation (see fig. 3). We can always accomplish such a translation since the action set is bounded, and the limit dominance condition ensures that both $\check{s}$ and $\hat{s}$ hit the top and bottom of the action set. Let

$$\hat{a}_1$$

be the optimal action of player 1 when his own type is $\hat{x}_1$, when he believes that his opponent is playing according to $s^*$. Since $s^* \geq \check{s}$, strategic complementarity implies that

$$\hat{a}_1 \geq \check{s}(\hat{x}_1).$$

(8)

Meanwhile, our working hypothesis that the strategic uncertainty is invariant to shifts in $x$ means that the beliefs around $\hat{x}_1$ are identical to the beliefs around $\check{x}_1 + z$. If the opponent follows $s^*$, then the strategic uncertainty is identical at $\check{x}_1$ and $\check{x}_1 + z$. The only difference then is the higher payoff parameter at $\check{x}_1 + z$.

By state monotonicity, we have

$$\check{s} (\hat{x}_1 + z) > \check{a}_1.$$

(9)

From (8) and (9), we have $\check{s} (\hat{x}_1 + z) > \check{s} (\hat{x}_1)$. But figure 3 tells us that they were constructed to be equal to each other. Hence, we have a contradiction. This tells us that our initial hypothesis that $\check{s} \neq \hat{s}$ cannot be valid. We must have $\check{s} = \hat{s}$ instead.

In the informal argument just sketched, we made heavy use of the invariance of strategic uncertainty with respect to type. The full argument has to allow for the fact that the strategic uncertainty can shift, but not shift too much.

The proof for lemma 4.2 proceeds as follows. Suppose that $\check{s} \neq \hat{s}$. Then translate $\hat{s}$ to the left until each player’s strategy in the translated profile lies above his strategy under $\check{s}$, but such that the translated strategy just touches $\check{s}$ for some player at some point. Let $z$ be the amount of the translation, let player 1 (w.l.o.g.) with type $\check{x}_1$ be taking $\hat{a}_1$ at the point where the strategies touch.

Write $s^*$ for the translated strategy profile. Thus

$$s^*_i (x_i) = \check{s}_i (x_i + z)$$

for all $i$ and $x_i$, and

$$\check{s}_1 (\check{x}_1) = s^*_1 (\check{x}_1).$$

Write

$$\Delta_1 (a_1, a'_1, \Gamma_i, x_i) = u_1 (a_1, \Gamma_i, x_i) - u_1 (a'_1, \Gamma_i, x_i).$$

Since $s^*_2$ lies above $\check{s}_2$, A1 implies that if $a_1 > \hat{a}_1$, then

$$\Delta_1 (a_1, \check{a}_1, \Gamma_1 (s^*_2, \check{x}_1), \check{x}_1) \geq \Delta_1 (a_1, \hat{a}_1, \Gamma_1 (\check{s}_2, \check{x}_1), \check{x}_1).$$

(10)

By A8, and since $s^*_2$ is simply a translation of $\check{s}_2$, we have

$$d (\Gamma_1 (s^*_2, \check{x}_1), \Gamma_1 (s_2, \check{x}_1 + z)) \leq \delta z.$$
Finally, observe that if \(a_1 > \bar{a}_1\), then by A4,
\[
\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 + z \right), \bar{x}_1 + z \right) \geq \Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 + z \right), \bar{x}_1 \right) + g(a_1 - \bar{a}_1) z .
\]
(12)

Now (10), (11), and (12) together imply (for all \(a_1 > \bar{a}_1\))
\[
\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 + z \right), \bar{x}_1 + z \right) \geq \Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 \right), \bar{x}_1 \right) + g(a_1 - \bar{a}_1) z - \delta(a_1 - \bar{a}_1) \delta z \\
= \Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 \right), \bar{x}_1 \right) + (\bar{g} - \delta)(a_1 - \bar{a}_1) z .
\]
(13)

Now observe that if \(A\) is a discrete set, then there exists \(a_1 > \bar{a}_1\), such that
\[
\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 \right), \bar{x}_1 \right) = 0 .
\]
If this were not true, \(\bar{a}_1\) would be optimal against \(\bar{x}_2\) for types strictly greater than \(\bar{x}_1\), contradicting our construction. But now we must have
\[
\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 + z \right), \bar{x}_1 + z \right) > 0
\]
for some \(a_1 > \bar{a}_1\), contradicting our assumption that \(g\) is an equilibrium.

If \(A\) is continuous, then we must have
\[
\frac{\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 \right), \bar{x}_1 \right)}{a_1 - \bar{a}_1} \to 0
\]
as \(a_1 \downarrow \bar{a}_1\). This implies that
\[
\frac{\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 + z \right), \bar{x}_1 + z \right)}{a_1 - \bar{a}_1} = \frac{\Delta_1 \left( a_1, \bar{a}_1, \bar{\Gamma}_1 \left( \bar{x}_2, \bar{x}_1 \right), \bar{x}_1 \right)}{a_1 - \bar{a}_1} + \frac{(\bar{g} - \delta) z}{a_1 - \bar{a}_1}
\]
so that some sufficiently small \(a_1 > \bar{a}_1\) is a better response than \(\bar{a}_1\), again contradicting our assumption that \(g\) is an equilibrium.

As already noted, our argument follows that in Frankel, Morris, and Pauzner [11]. Two features of the current environment simplify the argument. First, with an incomplete information interpretation, we have a private value global game, where a player knows his own payoff function; in Frankel et al. [11], a player's type was a signal of a common type; as noise goes to zero, this distinction is not important but requires extra technical work. Second, here we assumed A7 (stochastically ordered marginals) and A8 (uniformly bounded marginals on differences), whereas Frankel et al. [11] assumed only that each player observed a noisy signal of a common type, and showed that A7 and A8 held in the limit as noise goes to zero, under more general assumptions. However, with our extra assumptions, proposition 4.1 offers two small improvements (using the same argument). First, there is a uniqueness result that can be applied away from the limit. Second, the above theorem applies to the more general class of interaction games, not just to average utility games. Of course, the latter assumption is standard and natural for the incomplete information interpretation.

The uniformly bounded marginal on differences condition is key to the uniqueness result. We now note how this condition is automatically satisfied in the two settings outlined in the introduction: when there is sufficiently large independent heterogeneity (the global heterogeneity case) and sufficiently small correlated heterogeneity (the local heterogeneity case).

### 4.2.1 Global Heterogeneity Sufficient Condition
Let
\[
f(x_1, x_2) = h \left( \frac{x_1 - y}{\sigma} \right) h \left( \frac{x_2 - y}{\sigma} \right)
\]
where \(h(\cdot)\) is a bounded density with zero mean (with c.d.f. \(H\)). Thus \(x_1\) and \(x_2\) are iid from a distribution with mean \(y\) and scaling parameter \(\sigma\). Observe that \(f\) automatically satisfies stochastically ordered marginals. Now
\[
F_i \left( x_i + \Delta | x_i \right) = H \left( \frac{x_i + \Delta - y}{\sigma} \right)
\]
and
\[
\frac{dF_i}{dx_i} \left( x_i + \Delta | x_i \right) = \frac{1}{\sigma} h \left( \frac{x_i + \Delta - y}{\sigma} \right)
\]
thus \(f\) has \(\delta\)-bounded marginals on differences if and only if
\[
\frac{1}{\sigma} h(\eta) \leq \delta
\]
for all \(\eta\), that is,
\[
\sigma \geq \sup_\eta \frac{h(\eta)}{\delta}
\]
Thus for any \(\delta\) and bounded \(h\), \(f\) satisfies \(\delta\)-bounded marginals on differences for sufficiently large \(\sigma\). Thus sufficient independent heterogeneity guarantees uniqueness.

### 4.2.2 Local Heterogeneity Sufficient Condition
Let
\[
f(x_1, x_2) = \int_{-\infty}^{\infty} g \left( \frac{x_1 - \theta}{\tau} \right) h \left( \frac{x_1 - \theta}{\sigma} \right) h \left( \frac{x_2 - \theta}{\sigma} \right) d\theta
\]
where \( h(\cdot) \) and \( g(\cdot) \) are densities with zero mean. Thus \( x_1 \) and \( x_2 \) can be thought of as conditionally independent signals of an unknown \( \theta \). Thus each player \( i \)'s payoff has a common term \( \theta \) and an idiosyncratic term \( x_i - \theta \) that player \( i \) cannot distinguish. This has the private value global game interpretation. The argument of Frankel, Morris, and Pauzner [11] shows that for sufficiently small \( \sigma \) and/or sufficiently large \( \tau \), this \( f \) will satisfy the \( \delta \)-bounded marginals on differences for any given \( \delta \).

5 MULTIPLIERS

We now discuss the strategic multipliers in this setting. We focus on the smooth symmetric case described in section 3.4.2, where \( b(\bar{a}, x) \) describes any player's best response if the average action of his opponents is \( \bar{a} \) and his type is \( x \). We will maintain assumptions A1 through A8 throughout this section.

5.1 COMPLETE INFORMATION ANALYSIS

Cooper and John [8] analyze essentially this model under the assumption that \( x \) is common across players and common knowledge, so that the players are involved in a symmetric complete information game. We define \( A^*(x) \) to be the set of Nash equilibrium actions of that complete information game, that is,

\[
A^*(x) \equiv \{ a : a = b(a, x) \}.
\]

Under our maintained assumptions, this set will typically look as plotted in figure 2. Now we can ask what happens as \( x \) is varied. Let \( \bar{a}(x) \) describe an equilibrium in the neighborhood of \( x \). Totally differentiating,

\[
\frac{\partial \bar{a}}{\partial x} = \frac{\partial b}{\partial a} \frac{\partial a}{\partial x} + \frac{\partial b}{\partial x}.
\]

Rearranging gives

\[
\frac{\partial \bar{a}}{\partial x} = \frac{\frac{\partial b}{\partial a}}{1 - \frac{\partial b}{\partial a}} \frac{\partial b}{\partial x}.
\]

At the largest or smallest equilibrium (and at any locally stable equilibrium) we have \( 0 < (\partial b)/(\partial a) < 1 \). Thus we have the following natural interpretation. The direct effect of changing \( x \) on a player's action is

\[
\frac{\partial b}{\partial x}.
\]

\[\text{But via the strategic complementarities, increasing } x \text{ will also increase your expectations of others' actions. Thus, there is a complete information multiplier}
\]

\[
\frac{1}{1 - \frac{\partial b}{\partial a}}.
\]

Thus the extra strategic effect (or intra-equilibrium effect) is

\[
\left[ \frac{\partial b}{\partial a} \right] \frac{\partial b}{\partial x}.
\]

Roughly speaking, this is Cooper and John's formalization of why small actions by, say, the government can have a large effect on outcomes. This multiplier exists whether there are multiple equilibria (and we examine the local comparative statics of stable equilibria) or there is a unique equilibrium (because \((\partial b)/(\partial a) < 1 \) everywhere).

5.2 ANALYSIS WITH LOCAL HETEROGENEITY

Now suppose that the population is heterogeneous. We will study an interaction game, with the local interaction interpretation, so \( f \) is the distribution of weights. Suppose that

\[
f(x_1, x_2) = \int_{\theta = -\infty}^{\infty} g\left( \frac{\theta - y}{\sigma} \right) h\left( \frac{x_1 - \theta}{\sigma} \right) h\left( \frac{x_2 - \theta}{\sigma} \right) d\theta.
\]

We noted in section 4.2.2 that as \( \sigma \to 0 \), the uniformly bounded marginals of differences condition is satisfied for arbitrarily small \( \delta \). Thus proposition 4.1 holds and there is a unique equilibrium. In fact, games with the average action property turn out to satisfy a limit uniqueness property studied in FMP: not only is there a unique equilibrium, but we can characterize the unique equilibrium independent of the shape of \( f \).\footnote{Morris and Shin [26] investigate this publicity multiplier in more detail.} In particular, for any \( x \), let \( \alpha^*(x) \) be the element in \( A^*(x) \) that maximizes the area between the best response function and the 45° line. Thus

\[
\alpha^*(x) = \arg \max_{a} \int_{a=0}^{a} (b'(a', x) - a') da'.
\]

Thus in the example depicted in figure 4, \( \alpha^*(x) \) would be equal to the smallest equilibrium, since area A in figure 4 is less than area B. At some point \( x^* \), these areas will be equal, and \( \alpha^*(\theta) \) will jump to the largest equilibrium (see fig. 5).\footnote{These limit uniqueness properties of expected action games were proved in early versions of Frankel, Morris, and Pauzner [11] using the sufficient conditions that are contained in the forthcoming version of the paper.}
A strategy in the interaction game parameterized by \( \sigma \) is a function \( s : \mathbb{R} \rightarrow \mathbb{R} \), where \( s(x) \) is the action chosen under that strategy by a player who observes signal \( x \). The arguments of Frankel, Morris, and Pauzner [11] imply that for each \( \sigma \) sufficiently small, there exists a unique strategy \( s_\sigma \) surviving iterated deletion of strictly dominated strategies; and as \( \sigma \to 0 \), \( s_\sigma(x) \to \alpha^*(x) \). Thus, for small \( \sigma \), \( s_\sigma \) will be shaped as in figure 6.

Now consider the sensitivity of a player's action in the unique equilibrium to his type \( x \). We will clearly have

\[
\frac{ds_\sigma}{dx} > 0
\]

always. If \( \sigma \) is small and \( \tilde{x} \) is not close to \( x^* \), then we will have

\[
\frac{ds_\sigma}{dx} \bigg|_{x=\tilde{x}} \approx \frac{\partial \hat{h}}{\partial x} \bigg|_{x=\tilde{x}, a=a^*(\tilde{x})}. 
\]

This effect consists of the direct effect and the intra-equilibrium strategic effect. But as \( \sigma \to 0 \),

\[
\frac{ds_\sigma}{dx} \bigg|_{x=x^*} \to \infty.
\]

In particular, it tends to \( \infty \) at the same rate as \( 1/\sigma \), that is, there exists a constant \( c \) such that

\[
\sigma \left( \frac{ds_\sigma}{dx} \bigg|_{x=x^*} \right) \to c.
\]

Thus there is an inter-equilibrium strategic effect that operates only in the neighborhood of \( x^* \) and is (locally) orders of magnitude larger than the complete information multiplier.

Formally, then, for any fixed \( \sigma \), we would define the three effects as follows:

Direct Effect \( D(\tilde{x}) = \frac{\partial h(s_\sigma(\tilde{x}), \tilde{x})}{\partial x} \)
Intra-Equilibrium Multiplier Effect $M_1(\hat{x}) = \left[ \frac{1}{1 - \partial D(x_i(\hat{x}), \hat{x}) \partial x_i} \right] \left( D(\hat{x}) - D(\hat{x}) \right)$

Inter-Equilibrium Multiplier Effect $M_2(\hat{x}) = \left[ \frac{\partial D(x_i(\hat{x}), \hat{x})}{\partial x_i} \right] \left( \frac{dx_i(\hat{x})}{dx} - M_1(\hat{x}) \right)$

This classification suggests a useful qualitative distinction between different kinds of strategic multiplier. It highlights the observation (emphasized by Michael Woodford in his discussion of Morris and Shin [29]) that the extensive sensitivity in the limit of a global game (i.e., for small $\sigma$) is closely related to the jumps between complete information equilibria that must occur if there is not common knowledge. In settings where there is a small amount of local heterogeneity, the local sensitivity is largest when heterogeneity is small.

6 PURIFICATION

Carlsson and van Damme used the binary action example presented in section 2 to illustrate the relation between purification and global games. Consider the model with common and idiosyncratic components of types in section 2.3. As the idiosyncratic component becomes small (we let $\beta \to 0$ for any fixed $\alpha$), the game has a unique equilibrium. But if $\alpha = \infty$, that there is no common component, then we have independent types for the players. If $\beta$ is low ($\beta \leq 2\pi$), there is a unique equilibrium in this case. But if $\beta$ is high, so that there is a small amount of independent idiosyncratic payoff shocks, then there are multiple equilibria. This corresponds exactly to the perturbation of Hassay [13], where he showed that mixed strategy equilibria can be “purified.” In particular, suppose that $\nu \in (0, 1)$ and common knowledge (i.e., $\alpha = \infty$). The underlying complete information game will then have a mixed strategy equilibrium as well as two pure strategy equilibria. For high $\beta$, there will be an equilibrium of the interaction game where most types play according to the pure strategy equilibrium. But there will also be an equilibrium where each player employs a cutoff strategy in such a way that the other player’s belief about his play is close to the mixed strategy equilibrium of the complete information game (and converges to it as $\beta \to \infty$). These results have important implications for social interactions. With heterogeneous populations interacting, we might expect to see mixed strategies re- flected in population behavior in this way. One implication is that behavior will be well correlated with player’s types, even though each player is close to indifferent between two actions.

7 CONCLUSION

We have described how global games can be given incomplete information, local interaction and random matching interpretations. We have provided a sufficient condition for heterogeneous interaction generating uniqueness in games with strategic complementarities. The sufficient condition requires that a player’s beliefs about how her opponent’s payoffs differ from her payoffs not be too sensitive to the level of her payoffs. This sufficient condition is tight and contains as special cases the local heterogeneity arguments of global games and various global heterogeneity arguments with independent interaction. We also saw how strategic multipliers and purification can be interpreted across different interaction settings.

APPENDIX: PRIVATE VERSUS COMMON VALUE GLOBAL GAMES

The analysis of this chapter concerned a private value global game. The literature on global games focuses on common value global games. With small noise (or local heterogeneity) the distinction is unimportant, but it becomes important when there is significant heterogeneity. In this appendix, we describe a simple example that embeds both cases and explore in somewhat more detail the uniqueness condition that emerges.

Consider the following two-player, two-action game.

<table>
<thead>
<tr>
<th>Player 1</th>
<th>0</th>
<th>1</th>
<th>0, $\theta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$\theta_1$, 0</td>
<td>$\theta_1$, $\theta_2$</td>
<td></td>
</tr>
</tbody>
</table>

Let $\theta$ be normally distributed with mean $y$ and precision $\alpha$; $y$ is common knowledge and can be interpreted as a public signal about $\theta$; each player i observes a noisy signal of $\theta$, $x_i = \theta + \varepsilon_i$, where $\varepsilon_1$ and $\varepsilon_2$ are iid normal with mean 0 and precision $\beta$. Finally, $\theta_i = q\theta + (1 - q)x_i$ (although $\theta_i$ is not observed at the time of the action choice).

If $y = 0$, we have the private values model of Carlson and van Damme [6] (appendix B) and section 2 with the common/idiosyncratic components interpretation. If $q = 1$, we have the common values model of Morris and Shin [24, 25], where each player observes a noisy signal of a common payoff parameter.\footnote{Morris and Shin [25] analyzed the two-player case discussed here. When that paper was incorporated into Morris and Shin [24], a continuum player case was discussed, but it was noted that equilibrium characterization is identical. Morris and Shin [23, 26], Helweg [14], and Meta [18] also discuss public and private normal signals in (common value) global games with a variety of other payoff functions.}

\footnote{An early version of Helweg [14] looked at purification in common value global games.}
Carlsson and van Damme [6] noted, the private and common value models will behave in very similar ways if $\beta$ is large relative to $\alpha$. We will see below that they behave very differently if $\alpha$ is large relative to $\beta$.

For completeness, we again summarize the argument generating the uniqueness condition for any $q \in [0, 1]$, again paralleling well known arguments.

Player 1 will believe that $x_2$ is distributed normally with mean

$$\frac{\alpha y + \beta x_1}{\alpha + \beta}$$

and precision

$$\frac{\beta (\alpha + \beta)}{\alpha + 2\beta}.$$

If he believes his opponent is choosing action 0 if and only if $x_2 \leq \tilde{x}$, then his expected payoff to action 0 is

$$\Phi \left( \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \tilde{x} - \frac{\alpha y + \beta x_1}{\alpha + \beta} \right) \right);$$

and his expected payoff to action 1 is

$$q \left( \frac{\alpha y + \beta x_1}{\alpha + \beta} \right) + (1-q) x_1 = \left( \frac{\alpha y}{\alpha + \beta} \right) y + \left( 1 - \frac{\alpha y}{\alpha + \beta} \right) x_1.$$

Thus, the gain to choosing action 1 rather than action 0 when he has observed signal $x$ and thinks his opponent is following a switching strategy with cutoff $\tilde{x}$ is

$$u(x, \tilde{x}) = \left( \frac{\alpha y}{\alpha + \beta} \right) y + \left( 1 - \frac{\alpha y}{\alpha + \beta} \right) x - \Phi \left( \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \tilde{x} - \frac{\alpha y + \beta x_1}{\alpha + \beta} \right) \right).$$

Observe that

$$U(x) = u(x, \tilde{x})$$

$$= \left( \frac{\alpha y}{\alpha + \beta} \right) y + \left( 1 - \frac{\alpha y}{\alpha + \beta} \right) x - \Phi \left( \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( x - \frac{\alpha y + \beta x_1}{\alpha + \beta} \right) \right)$$

$$= \left( \frac{\alpha y}{\alpha + \beta} \right) y + \left( 1 - \frac{\alpha y}{\alpha + \beta} \right) x - \Phi \left( \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \frac{\alpha y + \beta x_1}{\alpha + \beta} \right) (x - y) \right).$$

If $U(\tilde{x}) = 0$, then there is an equilibrium of this game where each player chooses action 0 if his signal is below $\tilde{x}$ and chooses action 1 if his signal is above $\tilde{x}$. If we let $\epsilon$ and $\bar{\epsilon}$ be the smallest and largest solutions to the equation $U(x) = 0$, then action 1 is rationalizable for player 1 if and only if $x_1 \geq \bar{\epsilon}$ and action 0 is rationalizable if and only if $x_1 \leq \epsilon$.

Thus, there is a unique rationalizable action for (almost) all types if and only if the equation $U(x) = 0$ has a unique solution. Observe that $U(x) \to -\infty$ as $x \to -\infty$ and $U(x) \to \infty$ as $x \to \infty$. So, a sufficient condition for the equation to have a unique solution is that $U'(x) \geq 0$ for all $x$. If $U'(x) < 0$ for some $y$, we could choose $y'$ such that $U(x') < 0$ and $U(x') = 0$ for some $x'$ (as argued in footnote 3). So, there is a unique rationalizable action for (almost) all types and for all $y$ if and only if the equation $U'(x) \geq 0$ for all $x$.

$$U'(x) = 1 - \frac{q\alpha}{\alpha + \beta} - \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \frac{\alpha}{\alpha + \beta} \right) \Phi \left( \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \frac{\alpha}{\alpha + \beta} \right) (x - y) \right).$$

Thus we must have

$$1 - \frac{q\alpha}{\alpha + \beta} - \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \frac{\alpha}{\alpha + \beta} \right) \frac{1}{\sqrt{2\pi}} \geq 0.$$

Rewriting, this gives

$$\gamma(\alpha, \beta, q) \leq 2\pi$$

where

$$\gamma(\alpha, \beta, q) = \left( \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \frac{\alpha}{\alpha + \beta} \right) \frac{1}{\sqrt{\alpha + \beta}} \right)^2$$

$$= \frac{\beta (\alpha + \beta)}{\alpha + 2\beta} \left( \frac{\alpha}{\alpha + \beta} \right)^2 \frac{1}{\alpha (1 - q) + \beta}.$$

So the necessary and sufficient condition for uniqueness is:

$$\frac{\alpha + \beta}{\alpha + 2\beta} \frac{\beta \alpha^2}{\alpha (1 - q) + \beta} \leq 2\pi.$$

In the pure common values case, where $q = 1$, this reduces to the condition of Morris and Shin [24, 25]:

$$\gamma(\alpha, 1) = \alpha + \beta \frac{\beta \alpha^2}{\alpha + 2\beta} \left( \frac{\alpha}{\beta} \right).$$

For any fixed $\alpha$, (16) will hold for all $\beta$ sufficiently large and fail for all $\beta$ sufficiently small. This result illustrates the equilibrium selection result of Carlsson and van Damme. More precisely, there is a unique rationalizable action if and only if

$$\beta \geq \frac{\alpha}{8\pi} \left( \alpha - 2\pi + 4\sqrt{\alpha - 2\pi} \right)^2. $$
For large $\alpha$, requiring that $\beta(\alpha, \beta, 1) \leq 2\pi$ is equivalent to requiring that $\beta \geq (\alpha^2)/(4\pi)$ (see fig. 7).

In the special case where $q = 0$, this reduces to the case analyzed in section 2 and we have

$$\beta(\alpha, 0, 0) = \frac{1}{\alpha + 2\beta} \left( \frac{\beta\alpha^2}{\alpha + \beta} \right).$$

Thus (16) is equivalent to (6) in the text. Recall that if we followed Ui [33] in reparameterizing the private values global game in terms of correlation and unconditional variance, we got the simple and easy to interpret uniqueness condition (5). But for comparison with the common value global game (where such a simple reparameterization is not available), we here analyze in more detail the uniqueness condition in terms of the precisions of public and private components.

Note that the cutoff values of uniqueness occur when

$$\frac{1}{\alpha + 2\beta} \left( \frac{\beta\alpha^2}{\alpha + \beta} \right) = 2\pi.$$

Re-arranging the equation, we get the quadratic

$$4\pi \beta^2 + \alpha (6\pi - \alpha) \beta + 2\pi \alpha^2 = 0.$$

This has two solutions,

$$\beta = \frac{\alpha}{8\pi} \left[ \alpha - 6\pi \pm \sqrt{(\alpha - 6\pi)^2 - 32\pi^2} \right].$$

There are three cases to consider.

1. If $\alpha \leq 2\pi \left( 3 - 2\sqrt{2} \right)$,
   the quadratic has real solutions, but both are negative; in this case, $\gamma(\alpha, \beta, 0) < 2\pi$ for all $\beta$.

2. If $2\pi \left( 3 - 2\sqrt{2} \right) < \alpha < 2\pi \left( 3 + 2\sqrt{2} \right)$,
   then the quadratic has no real solutions; again, $\gamma(\alpha, \beta, 0) < 2\pi$ for all $\beta$.

3. If $\alpha \geq 2\pi \left( 3 + 2\sqrt{2} \right)$, then the quadratic has two real solutions:

$$\beta(\alpha) = \frac{\alpha}{8\pi} \left[ \alpha - 6\pi - \sqrt{(\alpha - 6\pi)^2 - 32\pi^2} \right]$$

and $\bar{\beta}(\alpha) = \frac{\alpha}{8\pi} \left[ \alpha - 6\pi + \sqrt{(\alpha - 6\pi)^2 - 32\pi^2} \right]$;

in this case, $\gamma(\alpha, \beta, 0) \leq 2\pi$ for all $\beta \leq \beta(\alpha)$ and for all $\beta \geq \bar{\beta}(\alpha)$. But $\gamma(\alpha, \beta, 0) > 2\pi$ for all $\beta(\alpha) \leq \beta < \bar{\beta}(\alpha)$.

Observe that $2\pi \left( 3 + 2\sqrt{2} \right) \approx 36.6$ and

$$\beta \left( 2\pi \left( 3 + 2\sqrt{2} \right) \right) = \bar{\beta} \left( 2\pi \left( 3 + 2\sqrt{2} \right) \right) = \left( 4 + 3\sqrt{2} \right) \pi \approx 25.9.$$

Also observe

$$\beta(\alpha) = \frac{\alpha}{8\pi} \left[ \alpha - 6\pi - \sqrt{(\alpha - 6\pi)^2 - 32\pi^2} \right]$$

$$= \frac{\alpha}{8\pi} \sqrt{(\alpha - 6\pi)^2 - (\alpha - 6\pi)^2 - 32\pi^2}$$

$$= \frac{\alpha}{8\pi} \left[ (\alpha - 6\pi)^2 - (\alpha - 6\pi)^2 - 32\pi^2 \right]$$

$$= \frac{\alpha}{8\pi} \left[ 32\pi^2 \right].$$

So as $\alpha \to \infty$,

$$\beta(\alpha) \to 2\pi.$$

But also as $\alpha \to \infty$,

$$\frac{\beta(\alpha)}{\alpha^2} = \frac{1}{4\pi}.$$

To summarize, there is multiplicity if and only if $\alpha > 2\pi \left( 3 + 2\sqrt{2} \right)$ and $\beta(\alpha) \leq \beta \leq \bar{\beta}(\alpha)$ (see fig. 8).
What about the intermediate case, where $0 < q < 1$? While the corresponding equations are a little messier, this case behaves qualitatively like the private values case. In particular, fixing $q \in (0,1)$, we will have that for $\alpha$ sufficiently small, we have $\gamma(\alpha, \beta, q) < 2\pi$. For larger $\alpha$, we will have $\gamma(\alpha, \beta, q) \leq 2\pi$ as long as $\beta$ is either sufficiently small or sufficiently large. As $\alpha \to \infty$, we will get $\gamma(\alpha, \beta, q) \leq 2\pi$ as long as either

$$\beta \leq 2\pi (1 - q)^2$$

or

$$\beta \geq \frac{\alpha^2}{4\pi}.$$
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Perspectives on the Economy as an Evolving Complex System

Larry Samuelson

1 INTRODUCTION

Thinking of the economy as an evolving complex system entails two departures from the classical model of competitive equilibrium. First, equilibrium analysis, characterized by the absence of incentives to alter behavior, is replaced by evolutionary analysis, in which behavior persistently responds to past incentives to adjust current actions. Second, the competitive-equilibrium assumption of behavioral anonymity, in which agents’ preferences depend only on their own behavior and agents’ choice sets depend only on common market prices, is replaced by an assumption of behavioral interdependence that allows more personal links between agents’ preferences and sets of choices.

What are the advantages that have maintained equilibrium analyses as the primary analytical tool in economics? First, one might hope that the economy is “close enough” to an equilibrium “enough of the time” that equilibrium analysis provides a reasonable approximation of economic behavior. The economy itself may be a dynamic process that is never literally in equilibrium, but if one knows...