Electrohydrodynamic stability of a liquid column under cross fields: Application to continuous flow electrophoresis
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An infinite, conductive cylindrical column of electrolyte lying inside another electrolyte flattens when it is submitted to a transverse continuous electric field. This ‘‘ribbon’’ effect can be canceled by a second oscillatory field whose direction is perpendicular to both the column axis and to the first electric field. The linear stability of the equilibrium with respect to elliptic perturbations of the cross section is studied, and it is shown that the stability of the circular shape depends on the sign of a discriminating function of the conductivity and permittivity ratios. Possible applications of the results to continuous flow electrophoresis are discussed: Even for unstable situations the growth rate of disturbances is reduced by the application of a second field so that we expect the efficiency of the separation to be improved. © 1998 American Institute of Physics. [S1070-6631(98)01210-0]

I. INTRODUCTION

Electrohydrodynamic effects and flows\(^1\) are of central importance in many problems of colloidal hydrodynamics,\(^2\) especially for the separation of charged particles, as occurs during electrophoresis of colloids, proteins, DNA, cells and many other particles of biological interest.\(^3\)\-\(^9\) These flows may also play an important role in diverse biological processes, such as cell motility\(^10\) or the natural function of ‘‘biological motors.’’\(^11\) In the present article, we consider the electrohydrodynamic flows encountered in the preparative separation method called continuous flow electrophoresis (CFE).\(^5\)\-\(^9\) This method involves no interaction of the particles to be separated with a solid medium (e.g., as in gel electrophoresis or chromatography), so that it offers important potential advantages for the purification of fragile compounds, such as native proteins or cells.

The principle of the method can be summarized as follows: a laminar flow of an electrolyte is established in an elongated parallelepipedic chamber (Fig. 1). The flow direction is parallel to the chamber’s long axis, which is typically of the order of a few tens of centimeters. A stream of the solution, containing the sample to be separated, is continuously introduced in the chamber, close to the inlet of the supporting electrolyte. A continuous electric field is applied along the width of the chamber (generally by means of two electrodes separated from the separation chamber by non-permeable membranes), perpendicular to the flow direction. The components of the sample that have different electrophoretic mobilities move under the combined action of the flow and of their electrophoretic migration, and separate into different streams of purified products (Fig. 1).

These products are continuously collected in different channels at the end of the separation chamber. Both fluids are miscible, so surface tension is not important, and the residence time in the chamber is chosen low enough to avoid significant distortion of the sample stream by diffusion. Ideally, then, all streams of purified products should retain the initial (circular) cross section of the sample stream, and the final resolution of this separation process should depend on the width of this stream, on the differences in electrophoretic velocities, and the residence time in the chamber. However, several adverse effects tend to distort the laminar flow of the sample and products stream, thereby altering the resolution, and reducing these adverse effects is a key to practical applications of the separation method. Such effects are sedimentation, thermal convection and electro-osmosis.\(^5\)

Combined with the action of the Poiseuille flow profile established in the rectangular chamber, these adverse effects lead to a typical ‘‘crescent’’ shape of the filament cross section that prevents satisfactory separation. When these deformations are minimized by an optimization of the cell geometry and the experimental conditions (and perhaps the use of microgravity), an electrohydrodynamic distortion due to the difference of conductivity or permittivity between the two fluids remains. This effect, first discussed by Rhodes et al.\(^5\), leads to a flattening of the filament into a ribbon, that ultimately evolves towards the ‘‘crescent’’ shape. The flattening
direction depends on the sign of a discriminating function of the conductivity ratio $R = \mu_i/\mu_e$, and of the electric permittivity ratio $S = K_i/K_e$.

\[ D_f = R^2 + R + 1 - 3S, \]

where subscripts $i$ and $e$ denote the internal and external fluids, respectively. When $D_f > 0$, the filament tends to become a flat ribbon parallel to the electric field, while when $D_f < 0$, the ribbon is deformed in a direction perpendicular to the field. Rhodes et al. performed experiments using an AC field instead of a DC field (for low enough frequency, the electrohydrodynamic flattening follows the same laws) and obtained good agreement with their theory.

The control of this electrohydrodynamic distortion is of great importance to the possible application of CFE. Recently, Heller et al.\(^5\) have shown that the application of a second, oscillatory, electric field perpendicular to both the filament and to the first continuous field cancels this filament distortion, as each field leads to flattening in opposite directions, and we briefly recall their approach. Their experiment, closely inspired from that used in Ref. 5, was performed in a continuous flow electrophoresis apparatus, with a chamber $15 \times 6 \times 0.6$ cm (length-width-thickness). The thickness was deliberately chosen larger than in conventional CFE apparatus and the multiple collection ports at the outlet end of the chamber were replaced by a window which allows direct observation of the section of the sample stream. A DC field was imposed along the width of the chamber using platinum electrodes and two dialysis membranes. The (length×width) sides of the chamber were made of two metal plates, covered with a thin (3 $\mu$m) continuous dielectric layer on the side in contact with the separation chamber. These metal plates were connected to a high frequency AC power supply operating at 50 kHz. The dielectric layers act as capacitors, and their impedance at 50 kHz is negligible as compared with that of the electrolyte solution, which allows application of a uniform AC field along the thickness of the chamber. The impedance with respect to the DC field is very high, however, so that the metal plates do not perturb the DC field acting along the width of the chamber.

When a sample stream with a conductivity higher than that of the separation buffer was introduced into the chamber, in the presence of the sole DC field, the sample filament distorted into a ribbon aligned parallel to the DC field (flattening in the opposite direction was observed for a sample less conductive than the electrolyte). This deformation was reduced when the AC field perpendicular to the DC field was applied and the sample stream width decreased with increasing AC field strength, until a circular shape was recovered. This optimal correction of sample filament shape occurred when the amplitude of the (sinusoidal) AC field was $\sqrt{2}$ times that of the DC field (within experimental error). When the AC field was increased beyond this value, the sample stream deformed in the other direction (i.e., along the thickness of the chamber). (For more details, see Ref. 8.)

In the present paper, we analyze theoretically the processes at play in this new experimental approach. In particular, we discuss the stability of the obtained equilibrium with respect to small elliptical perturbations of the cross section. We show that the circular cross section of the filament is stable when a new discriminating function $D_{f2} = (R-1)D_f$ is positive:

\[ D_{f2} = (R-1)(R^2 + R + 1 - 3S) > 0. \]

In the unstable case ($D_{f2} < 0$), the efficiency of the separation process remains, however, substantially enhanced with respect to the single-field method developed by Rhodes et al.,\(^5\) as the elliptical perturbations have to develop from an unstable equilibrium state, instead of simply evolving from a nonequilibrium initial configuration. So the basic, circular, filament configuration is in some sense more "stable." A brief account of these theoretical results was given in Ref. 8 without the derivation from hydrodynamics that is supplied here.

In Sec. II, we recall the original single electric field results obtained by Rhodes et al.\(^5\) for a circular filament, and we emphasize simple physical interpretations of the flattening effect based on a qualitative analysis of the forces applied on both sides of the interface. The forces are direct consequences of the appearance of free charges localized at the interface because of the conductivity contrast, and also of charge polarization associated with the permittivity contrast. Both electrical effects are therefore proportional to the square of the applied field. We show, as in our previous paper,\(^6\) that the combination of two orthogonal electric fields $E_x = E_0$ and $E_y = E_1 \cos(\omega t)$ allows the electrohydrodynamic distortion to be canceled, provided that:

\[ E_1 = v2E_0, \]

i.e., the mean square amplitude of the oscillatory field must be equal to the amplitude of the constant field (recall that the electrohydrodynamic effect is a quadratic function of the applied field). In Sec. III, these calculations are generalized to the two-field problem in the case of a slightly elliptic section. We show that this problem can be reduced to the flow calculations of Sec. II, with a modified stress distribution at the interface. The stability of the circular cross section is governed by the sign of the function $D_{F2}$. We then discuss in Sec. IV the applicability of these calculations to CFE. In general, the stability condition is not achieved in the usual experimental conditions, but even in the unstable case the efficiency of the separation remains enhanced by the application of the second field.
uniform electric field (imposed at infinity) directed in the
x-direction, \( \mathbf{E} = E_0 \hat{\mathbf{e}}_x \), which is transverse to the flow
direction. For completeness, we first recall and follow the argu-
ment developed by Rhodes et al.\(^5\) The two-dimensional flow
\( \mathbf{u}(r, \theta) = (u_r, u_\theta) \) induced by electrohydrodynamics is calcu-
lated in order to predict the evolution of the cross sectional
shape which leads to the flattening. We present a qualitative
discussion of the physics involved in the simplest case \( S = 1 \) and
\( R = \mu_\text{i}/\mu_\text{e} > 1 \) (filament lying inside a lower con-
ductivity fluid, but with the same permittivity), and then de-
velop the calculations in the general case \( R \neq 1 \) and \( S \neq 1 \).

A. A qualitative discussion of the case \( S=1 \) and \( R>1 \)

When the field \( E_0 \) is applied to the system, electric cur-
cents are induced both inside the cylindrical inclusion \( j^{(i)}_x = \mu_\text{i} E_x \), and in the external medium \( j^{(e)}_x = \mu_\text{e} E_x \). As \( \mu_\text{i} \neq \mu_\text{e} \),
the component of \( j \) normal to the interface is discontinuous
and on a very short time scale surface charges accumulate at
the interface. These surface charges, sketched in Fig. 2(b),
induce an extra “depolarizing” field inside the inclusion in
addition to an external dipole field, both fields allowing the
system to recover the continuity of the normal electric cur-
rent. However, the system will be now mechanically out of
equilibrium, as the original electric field induces forces on
these interfacial charges. Thus a distortion, or a “flattening”
effect, is to be expected [see Fig. 2(b)]. The intensity of this
effect is governed by a balance between the viscous hydro-
dynamic stresses and the electrical stresses transmitted to
the liquid. In the case \( R>1 \), one would therefore expect a flat-
tening of the section in the x-direction (i.e., parallel to the
field). The same argument developed for the opposite case
(\( R<1 \)) would lead to a transverse flattening in the y-
direction (i.e., perpendicular to the field).

In fact the actual physical situation is more complicated,
as the charge distribution also experiences its own induced
field. In addition, \( S \neq 1 \) in general, and other forces associ-
ated with the permittivity contrast appear (polarization
charges). Therefore the exact calculation of the flattening
effect requires the use of the general formalism of elec-
magnetism for dielectric, conductive media\(^1,12\) (i.e., calculation
of the Maxwell stresses).

B. Electric field and electric potential

The calculation of the field associated with the presence
of the cylindrical column is a classical problem of electro-
magnetism. One has to solve the Laplace equation for the
potential \( V(r, \theta) \):

\[
\Delta V = 0, \tag{4}
\]

combined with the boundary conditions \( V = -E_0 x \) at infinity
and the continuity of the normal electric current and the tan-
gential component of the electric field at the interface \( r = a \).
Symmetry arguments suggest a solution of the form
\( V = f(r) \cos(\theta) \), and denoting the external and internal solu-
tions, respectively, \( V_\text{e}^0 \) and \( V_\text{i}^0 \) (the superscript indicates that
these potentials will serve later as the base state in the per-
turbation calculations developed in Sec. III), we find:

---

**II. SINGLE FIELD AND TWO-FIELD PROBLEMS ON A
CIRCULAR SECTION**

The geometry of the problem is shown in Fig. 2(a). For
simplicity, we neglect any three-dimensional effects (i.e.,
axial variations) and consider an idealized geometry in two
dimensions: an infinite circular cylinder of electrolyte (con-
ductivity \( \mu_\text{i} \), electrical permittivity \( K_\text{i} \), radius \( a \)), is sur-
rounded by another electrolyte (conductivity \( \mu_\text{e} \), electrical
permittivity \( K_\text{e} \)), which extends to infinity. Both fluids are
supposed to be initially at rest. We neglect any effects of
interfacial tension and the possible diffusion of one fluid into
the other. This system is suddenly submitted to an external

---

**FIG. 2. (a) The application of a constant, uniform field on a cylindrical fluid
inclusion would generate electric currents in both media that in turn induce
a free charge distribution (b) at the interface (the case \( \mu_\text{i} \geq \mu_\text{e} \) is suggested
here). This charge distribution is submitted to stresses of electrical origin
that should tend to flatten the fluid inclusion. (c) and (d): After removing an
isotropic contribution, the previous stress distribution can be decomposed in
two different elongation distributions (normal and shear components).**
\[ V_0^0 = (aE_0) \left[ -\frac{1}{a} \left( \frac{R-1}{R+1} \frac{a}{r} \right) \cos \theta \right] \text{ for } r > a, \]  
\[ V_0^0 = (aE_0) \left( \frac{2}{R+1} \frac{r}{a} \cos \theta \right) \text{ for } r < a, \]

where \( R \) and \( S \) designate, respectively, the conductivity ratio \( R = \mu_1 / \mu_2 \) and the permittivity ratio \( S = K_1 / K_2 \). The radial and angular components of the associated electric fields are

\[ (E_r)_r = E_0 \left[ 1 + \left( \frac{R-1}{R+1} \frac{a^2}{r^2} \right) \cos \theta \right] \text{ for } r > a, \]  
\[ (E_\theta)_r = E_0 \left[ -1 + \left( \frac{R-1}{R+1} \frac{a^2}{r^2} \right) \sin \theta \right] \]  

and

\[ (E_r)_i = 2 \frac{R-1}{R+1} E_0 \cos \theta \text{ for } r < a, \]  
\[ (E_\theta)_i = - \frac{2}{R+1} E_0 \sin \theta \]  

The external potential is simply that of a dipole combined with the applied uniform field, while the internal field is uniform:

\[ (E_x)_i = \frac{2}{R+1} E_0. \]  

As usual, the external dipole field and the internal depolarizing field can be understood as the electric field induced by two distributions of surface charges localized at the interface: (1) the free charges \( q_s \) equal to the discontinuity of the normal component of the electric displacement field \( D = K \mathbf{E} \) and (2) the induced dipolar charges associated with the contrast in permittivity. It is important to note that because of the conductivity contrast, the free charge distribution is non-zero:

\[ q_s = K_e (E_r)_r - K_i (E_r)_r = 2K_e \left\{ R - \frac{S}{R+1} \right\} E_0 \cos \theta. \]  

Physically, the dynamics of the interface analyzed by Rhodes et al.\(^5\) corresponds to forces of electrical origin acting on these free charges, which in turn exert stresses that drive the fluid motion. As explained above, this description is strictly true only in the case \( S = 1 \), which is in fact the situation most often encountered. When \( S \neq 1 \), the electrical forces exerted at the interface will be also partly of dipolar origin.

### C. Flow calculation: Equations of motion

As assumed by Rhodes et al.\(^5\) the flow is governed by Stokes equations

\[ \nabla \cdot \mathbf{u} = 0, \]  
\[ \text{i.e., } \partial \sigma_{ij} / \partial x_j = 0, \]  

in which the components of the stress tensor \( \sigma \) read:

\[ \sigma_{ij} = (\sigma^e)_{ij} + (\sigma^p)_{ij}, \]  

where \((\sigma^e)_{ij}\) and \((\sigma^p)_{ij}\) designate, respectively, the Newtonian (viscous) part of the stress tensor and the electric stress tensor. Also, \( \mathbf{u}(r, \theta) \) designates the fluid velocity, \( p \) is the thermodynamic pressure, \( \eta \) is the viscosity (it is necessary to distinguish in general between the internal \( \eta_i \) and external \( \eta_e \) viscosities); we note that the effective pressure field that combines the usual pressure and terms of electrical origin is \( p + K (E^2 / 8 \pi) \), neglecting compressibility effects.\(^5\) These equations express the "equilibrium" between viscous stresses and stresses of electrical origin. By combining them with the incompressibility condition \( \nabla \cdot \mathbf{u} = 0 \) and the irrotationality of the electric field, one can show that in the absence of free charges in the bulk of the liquid, the flow obeys the following equations:

\[ \nabla \cdot \mathbf{u} = 0, \]  
\[ \eta \nabla^2 \mathbf{u} = - \nabla p. \]  

Electrical effects are confined to the interface and appear in the boundary conditions. The problem thus reduces to the calculation of a classical Stokes flow (without any electrical effects) induced by forces localized at the interface. These forces are deduced from the continuity conditions, which for the (circular) base state are written at the interface \( r = a \). Using the notation \( [G] = G_e - G_i \), these conditions are

\[ [\mathbf{u}] = \mathbf{u}^{(e)} - \mathbf{u}^{(i)} = 0, \]  
\[ [(\sigma^e)_{rr}] + [(\sigma^p)_{rr}] = 0, \]  
\[ [(\sigma^e)_{r\theta}] + [(\sigma^p)_{r\theta}] = 0. \]  

Using cylindrical coordinates, the stress equilibrium equation yields:

\[ -[p] + \left[ 2\mu \frac{\partial u_r}{\partial r} \right] + \sigma_r = 0, \]  
\[ \left[ \mu \left( \frac{1}{r} \frac{\partial u_r}{\partial \theta} + \frac{\partial u_\theta}{\partial r} \right) \right] + \sigma_\theta = 0 \]

in which the electrical surface forces can be put in the form:

\[ \sigma_r = \frac{K}{8 \pi} \left( E_r^2 - E_\theta^2 \right) = \sigma_0 + \sigma_n \cos(2 \theta), \]  
\[ \sigma_\theta = \frac{K}{4 \pi} E_\theta E_r = \sigma_s \sin(2 \theta), \]

with

\[ \sigma_0 = \frac{K_e E_0^2}{4 \pi} \frac{R-1}{R+1}, \]  
\[ \sigma_n = \frac{K_e E_0^2}{4 \pi} \frac{R^2 - 2S}{(R+1)^2}. \]
\[ \sigma_i = -\frac{K_r E_0^2}{2\pi} \frac{R-S}{(R+1)^2}. \] (13e)

These normal and tangential surface forces are sketched in Figs. 2(c) and 2(d) (after removing the isotropic contribution \( \sigma_0 \)) based on the angular dependences (13). One can deduce from this figure that a flattening effect generally occurs and the sign of this effect depends on a competition between the normal and transverse stresses. In the case \( S = 1 \), both effects are proportional to \( R - 1 \), that is to the surface charge density and act in the same direction. Thus the flattening direction can be deduced without calculation of the flow: when \( R > 1 \), the circular section will evolve to a ribbon shape in the \( x \)-direction while for \( R < 1 \), the ribbon will be parallel to \( y \). In the general case \( (S \neq 1) \), one has to calculate the flow field in order to determine the evolution of the shape.

**D. Flow calculation: The stream function method**

The method used by Rhodes et al.\(^5\) involves a stream function \( \psi(r, \theta) \) defined as:

\[ u_r = -\frac{1}{r} \frac{\partial \psi}{\partial \theta}, \quad u_\theta = \frac{\partial \psi}{\partial r}. \] (14)

The incompressibility condition (10a) is automatically satisfied, and Eq. (10b) implies that \( \psi(r, \theta) \) satisfies the biharmonic equation:

\[ \Delta^2 \psi = 0. \] (15)

The symmetries involved in this problem and the \( \theta \) dependence of the interfacial stresses [Eqs. (13)] suggest solutions \( \psi(r, \theta) = f(r) \sin(2\theta) \). Assuming in addition that the velocity vanishes at infinity, and remains regular at \( r = 0 \), leads to the solutions:

\[ \psi_r(r, \theta) = \left( \frac{a^2}{r} + B \right) \sin(2\theta) \quad \text{for} \quad r > a, \] (16a)

\[ \psi_t(r, \theta) = \left( \frac{r^2}{a^2} + D \frac{r^2}{a^2} \right) \sin(2\theta) \quad \text{for} \quad r < a. \] (16b)

Following Rhodes et al.\(^5\) the four integration constants \( A, B, C \) and \( D \) are obtained by writing the continuity conditions (11a) and (12), after calculating from (16a) and (16b) the fields \( u(r, \theta) \), \( \sigma^r(r, \theta) \) and \( p(r, \theta) \) [this last one by integrating Eq. (10b)]. We refer to their paper for more details, and give here the final equations satisfied by \( A, B, C \) and \( D \):

\[ 0 = A + B - C - D, \] (17a)

\[ 0 = A + C + 2D, \] (17b)

\[ a^2 \sigma_r + (\eta_c + \eta_i)(12A + 4B) = 0, \] (17c)

\[ a^2 \sigma_n + (\eta_c + \eta_i)(12A + 8B) = 0. \] (17d)

For \( A \) and \( B \) one obtains

\[ A = \frac{a}{3} \frac{\sigma_n - 2\sigma_t}{4(\eta_c + \eta_i)}, \quad B = \frac{a}{4} \frac{\sigma_t - \sigma_n}{(\eta_c + \eta_i)}. \] (17e)

One can then deduce the radial component of the velocity calculated at the interface \( (r = a) \):

\[ u_r(r = a, \theta) = \frac{a}{6(\eta_c + \eta_i)} (2\sigma_n - \sigma_t) \cos(2\theta) \] (18a)

with

\[ 2\sigma_n - \sigma_t = \frac{K_r E_0^2 (R^2 + R + 1 - 3S)}{2\pi (R+1)^2} = \frac{K_r E_0^2}{2\pi (R+1)^2} D_f. \] (18b)

As expected, a flattening of the filament section occurs, the direction of which depends on the sign of the discriminating function \( D_f = R^2 + R + 1 - 3S \); when \( D_f > 0 \), the filament tends to become a flat ribbon parallel to the electric field, while when \( D_f < 0 \), the ribbon is perpendicular to the field.

**E. Case of an oscillatory field**

As discussed by Rhodes et al., these results not only hold for a constant field but also for an oscillatory applied field \( E_z = E_0 \cos(\omega t) \), provided that the frequency is not too high compared to the typical rate associated with the charge relaxation (typically \( \omega < 10^6 \) Hz). The surface charges may then be treated within a quasi-static approximation, so that the electric potentials are

\[ V_0^e(r, \theta) = -E_0 \left( r - \frac{R - 1}{R+1} \frac{a^2}{\pi} \right) \cos(\omega t) \cos \theta \quad \text{for} \quad r > a, \] (19a)

\[ V_1^e(r, \theta) = -\frac{2rE_0}{R+1} \cos(\omega t) \cos \theta \quad \text{for} \quad r < a. \] (19b)

Rhodes et al. also suggested replacing \( E_0^2 \) by the mean square value \( (E_z^2) = (E_0^2)/2 \) in (18b). Actually, this substitution should be considered carefully because the “true” stress equilibrium condition at the interface involves time-dependent terms varying as \( \cos(\omega t) \) and \( \cos(2\omega t) \) in addition to the mean square values of the stresses. These terms would induce, in turn, time-dependent flows superposed on the expected mean flow. However, as usual in problems involving oscillatory boundary conditions,\(^13\) these flows should remain confined near the interface in a boundary layer of typical thickness \( \lambda = (\eta/\rho_0)^{1/2} \). For the usual experimental conditions, \( \eta \approx 1 \) cP, \( \rho_0 \approx 1 \) g/cm\(^3\) and \( \omega \approx 10^3 - 10^5 \) Hz, so that \( \lambda \) is of the order 1–10 \( \mu \)m and thus this effect has a negligible impact in the “macroscopic” dynamics of the interface. However, for very low frequencies, this boundary layer effect would have to be reconsidered.

**F. Flattening cancellation with a second field**

In the case of a constant field \( E_z = E_0 \), a possible method for control of the ribbon flattening effect has been suggested and tested experimentally by Heller et al.\(^8\) The experimental method consists of applying a second oscillatory electric field in the transverse direction, \( E_y = E_1 \cos(\omega_t) \), in order that the flattening induced by the two transverse fields compensate each other. The influence of the two-component field
studied here can easily be obtained by a simple extension of Rhodes et al.’s calculations (see Ref. 8) or by the following symmetry argument.

Since the electrical stresses are quadratic with respect to the field, \( u_s(r=a) \) must be a quadratic function of \( E_0 \) and \( E_1 \). The cross term \( E_0 E_1 \) must vanish because it is not compatible with the symmetries of the problem (not invariant by changing the sign of \( E_1 \)). Moreover, these possible cross terms are proportional to \( \cos(\omega t) \), so that they vanish when averaged over a cycle. Finally, the two other quadratic terms involving \( E_0 \) and \( E_1 \) must reduce to the results of Rhodes et al. when one of the fields vanishes. The only possibility that remains is

\[
    u_s(r=a) = \frac{a}{12\pi} \frac{K_e}{\eta_c + \eta_d} \left( E_0^2 - \frac{E_1^2}{2} \right) \frac{D_F}{(R+1)^2} \cos(2\theta). \tag{20}
\]

The sign change for \( E_1 \) results from the fact that \( \cos(2\theta) \) has to be replaced by \( \cos(2(\theta - \pi/2)) \). For \( E_1 = \sqrt{2}E_0 \), the interface distortion is canceled and the circular cross section becomes an equilibrium shape of the interface. An experimental check of (20) was carried by Heller et al.,

The cancellation of flattening can also be directly predicted from Eqs. (12) and (13), by calculating the new electrical stress distribution applied at the interface:

\[
    \sigma_r = 2\sigma_0 + \sigma_n \cos(2\theta) + \sigma_s \cos\left(2\left(\theta - \frac{\pi}{2}\right)\right) = 2\sigma_0, \tag{21a}
\]

\[
    \sigma_\theta = \sigma_\theta + \sigma_s \sin\left(\theta - \frac{\pi}{2}\right) = 0. \tag{21b}
\]

For \( E_1 = \sqrt{2}E_0 \), the electrical forces reduce to an isotropic contribution, hence only affect the pressure jump across the interface, and thus no flattening should occur. It is, however, necessary to note that the internal pressure will differ from the external one, by a factor:

\[
    [p] = p_e - p_i = 2\sigma_0 = \frac{K_e E_0^2 R - 1}{2\pi R + 1}. \tag{22}
\]

This modification to the pressure field will be important in the two-dimensional stability of the circular section discussed in the next section and for future calculations of possible three-dimensional instabilities.

III. TWO FIELD PROBLEM ON A PERTURBED CIRCULAR SECTION

We now discuss the stability of the equilibrium obtained in the case \( E_1 = \sqrt{2}E_0 \) with respect to weak elliptical perturbations of the interface. As we shall see, the circular cross section can in fact be unstable with respect to small perturbations of the perimeter, and a flattening of the column can occur even with the two cross electric fields, but the time dependent shape changes occur on a comparatively long time scale. We begin with a simple qualitative argument explaining the mechanism of this instability in the case \( S=1 \), and we develop the exact calculation for the general case in the following sections. We should emphasize that in a time-averaged sense the effect of the two fields (one steady and the other time periodic) is to produce a base state with zero fluid velocity but with nonzero steady components of electrical stresses.

A. Instability under cross fields: A simple argument in the case \( S=1 \)

The mechanism of the expected instability is suggested in Fig. 3. If two cross fields \( E_x = E_0 \) and \( E_y = E_1 \cos(\omega t) \) are applied to a circular inclusion, both fields will induce surface charges, but with different azimuthal distributions sketched in Figs. 3(a) and 3(b). Charges associated with \( E_0 \) are predominantly located near \( \theta = 0 \) and \( \theta = \pi \), while those induced by \( E_1 \) are near \( \theta = \pm \pi/2 \). As explained above, each charge distribution induces surface stresses that tend to induce two opposing shape changes. The equilibrium between these two effects is established for \( E_1 = \sqrt{2}E_0 \).

If we suppose now that instead of being circular, the perimeter of the inclusion is initially slightly flattened, say in the \( x \)-direction [see Figs. 3(c) and 3(d)], the curvature of the surface will be larger near \( \theta = 0 \) and \( \theta = \pi \) than near \( \theta = \pm \pi/2 \). We therefore expect that the electric fields will be larger near \( \theta = 0 \) and \( \theta = \pi \), and that the first charge distribution (associated with \( E_0 \)) will be amplified compared to the second one (associated with \( E_1 \)). As a result, the distortion (flattening) induced by \( E_0 \) is expected to increase slightly and so exceed the distortion induced by \( E_1 \). The initial flattening perturbation of the circular cross section

\[
    \sigma_r = 2\sigma_0 + \sigma_n \cos(2\theta) + \sigma_s \cos\left(2\left(\theta - \frac{\pi}{2}\right)\right) = 2\sigma_0, \tag{21a}
\]

\[
    \sigma_\theta = \sigma_\theta + \sigma_s \sin\left(\theta - \frac{\pi}{2}\right) = 0. \tag{21b}
\]

\[
    [p] = p_e - p_i = 2\sigma_0 = \frac{K_e E_0^2 R - 1}{2\pi R + 1}. \tag{22}
\]
should therefore be amplified by a slight residual electrohydrodynamical flow. Intuitively, this argument is valid for \( R > 1 \), as well as for \( R < 1 \), and one might therefore expect that the circular cross section should be always unstable when \( S = 1 \), except of course for the trivial case \( R = 1 \).

Just as for the qualitative discussion of flattening with a single applied electric field discussed in Sec. II, the physical situation becomes more complicated when \( S \neq 1 \) because of the dipolar effects. As the single field flattening can be significantly affected by a permittivity contrast, we expect that stable equilibria exist for given values of \( R \) and \( S \). We therefore present an exact calculation of the stability problem in the general case.

### B. Electrical potentials for an elliptical cross section

Consistent with the azimuthal form of the electrical stresses acting at the interface [Eqs. (13)], we consider a slightly elliptical section described by the equation (see Fig. 4):

\[
r = a[1 + e(t)\xi(\theta)] = a[1 + e(t)\cos(2\theta)],
\]

in which the ‘’eccentricity’’ \( e \) is a small parameter that measures small departures from the circular shape. At first order in \( e \), the application of the field \( E_0 \) leads to the appearance of the inner and outer electric potentials given by:

\[
V_i = V_i^0(r, \theta) + eV_e(r, \theta) \quad \text{for } r < a,
\]

\[
V_e = V_e^0(r, \theta) + eV_e(r, \theta) \quad \text{for } r > a,
\]

where \( V_i^0 \) and \( V_e^0 \) are the zeroth order potentials inside and outside, respectively, calculated in Sec. II B for a circular inclusion, while \( V_i(r, \theta) \) and \( V_e(r, \theta) \) are the perturbations (calculated at order \( e \)) induced by the slight ellipticity of the cross section. \( V_i \) and \( V_e \) are calculated using the Laplace equation \( \Delta V = 0 \), with the conditions that \( V_e \) is uniform at infinity and \( V_i \) is regular at \( r = 0 \). In addition, the interface conditions are obtained by performing a Taylor series expansion about \( r = a \):

\[
v_e + a\zeta \frac{\partial V_e^0}{\partial r} = v_i + a\zeta \frac{\partial V_i^0}{\partial r} \quad \text{at } r = a,
\]

where

\[
\mu_e \left[ \frac{\partial v_e}{\partial r} + a\zeta \frac{\partial^2 V_e^0}{\partial r^2} - \frac{\zeta'}{a} \frac{\partial V_e^0}{\partial \theta} \right] = \mu_i \left[ \frac{\partial v_i}{\partial r} - \frac{\zeta'}{a} \frac{\partial V_i^0}{\partial \theta} \right] \quad \text{at } r = a,
\]

(25b)

where \( \zeta' = \partial \zeta / \partial \theta \). The first condition (25a) ensures the continuity of the tangential component of the electric field, while the second condition (25b) expresses the continuity of the normal component of the electric current. Both conditions are written at order \( e \), the trivial condition at order \( e^0 \) being subtracted (the calculation at order \( e^0 \) leads to the ‘’unperturbed’’ base potential given in Sec. II B). The symmetries of the problem suggest solutions of the form \( f(r)\cos(\theta) + g(r)\cos(3\theta) \). After some calculations (see Appendix A) these solutions can be written as

\[
v_e = aE_0 \frac{R - 1}{(R + 1)^2} \left[ (R - 1) \frac{a^2}{r^2} \cos \theta \right.
\]

\[
+ (R + 1) \frac{a^3}{r^3} \cos(3\theta) \biggr], \quad \text{(26a)}
\]

\[
v_i = -2aE_0 \frac{R - 1}{(R + 1)^2} \frac{r}{a^2} \cos \theta
\]

(26b)

for the perturbation of the electric potential, and

\[
(\delta E_r)_e = eE_0 \frac{R - 1}{(R + 1)^2} \left[ (R - 1) \frac{a^2}{r^2} \cos \theta \right.
\]

\[
+ 3(R + 1) \frac{a^4}{r^4} \cos(3\theta) \biggr], \quad \text{(26c)}
\]

\[
(\delta E_\theta)_e = eE_0 \frac{R - 1}{(R + 1)^2} \left[ (R - 1) \frac{a^2}{r^2} \sin \theta \right.
\]

\[
+ 3(R + 1) \frac{a^4}{r^4} \cos(3\theta) \biggr], \quad \text{(26d)}
\]

\[
(\delta E_r)_i = 2eE_0 \frac{R - 1}{(R + 1)^2} \cos \theta,
\]

(26e)

\[
(\delta E_\theta)_i = -2eE_0 \frac{R - 1}{(R + 1)^2} \sin \theta
\]

(26f)

for the perturbations of the electric field. We note that the inner potential \( V_i = V_i^0 + eV_e \) still remains associated with a uniform electric field inside the inclusion, which could be expected because of the ellipsoidal shape of the interface.

The potential associated with the second oscillatory field could now be deduced very easily from that calculated for the first field. It is only necessary to replace \( E_0 \) with \( E_1 \cos(\omega t) \), \( e \) with \( -e \), and \( \theta \) with \( \theta - (\pi/2) \) in Eqs. (5) for the base potential and (26) for the perturbation. It will be simpler, however, in the next sections, to apply these symmetries to the electrical stresses rather than to the field, keeping in mind that the cross product terms (involving \( E_0 \) and \( E_1 \)) vanish when averaged in time.
C. Electrical stresses on an elliptical cross section and induced hydrodynamic flow

The instantaneous hydrodynamic flow induced by the slight ellipticity of the cross section can be treated in the same spirit. One considers a velocity field \( \mathbf{u}(r, \theta) \) and a pressure field given by:

\[
\mathbf{u}(r, \theta) = \mathbf{0} + \delta \mathbf{u}(r, \theta), \tag{27a}
\]

\[
p(r, \theta) = p^0(r, \theta) + \delta p(r, \theta), \tag{27b}
\]

in which we have distinguished an equilibrium base state (zero velocity, but nonuniform pressure field as \( p^0 \neq p^0(r, \theta) \)), and two perturbation fields \( \delta \mathbf{u}(r, \theta) \) and \( \delta p(r, \theta) \) of order \( \epsilon \).

These perturbation fields should again satisfy Stokes equation and the incompressibility condition in the bulk of both fluids:

\[
\nabla \cdot \delta \mathbf{u} = 0, \quad \eta \nabla^2 \delta \mathbf{u} = -\nabla \delta p. \tag{28}
\]

Just as for the electric potential calculations, at first order in \( \epsilon \), the true ‘jump’ conditions that should be written at the interface \( r = a(1 + \epsilon \xi) \) can be written at \( r = a \):

\[
[\delta \mathbf{u}]|_{r=a} = \delta \mathbf{u}_a - \delta \mathbf{u}_r = 0, \tag{29a}
\]

\[
[\delta \sigma_{rr}^{el}]|_{r=a} + \delta \sigma_{rr}^T = 0, \tag{29b}
\]

\[
[\delta \sigma_{r\theta}^{el}]|_{r=a} + \delta \sigma_{r\theta}^T = 0, \tag{29c}
\]

where \( \delta \sigma_{ij}^T \) designates the total Newtonian viscous stresses and \( \delta \sigma_{ij}^T, \delta \sigma_{r\theta}^T \) are the perturbation stresses, which are all of electrical origin, including one term which enters owing to the base state having a (electrically produced) pressure jump across the interface. These stresses may be rewritten using a Taylor series about \( r = a \) as

\[
\delta T_r = [\delta \sigma_{rr}^{el}]|_{r=a} + a \epsilon \xi \left( \frac{\partial \sigma_{rr}^{el}(0)}{\partial r} \right)|_{r=a} - \epsilon \xi \left( \frac{\partial \sigma_{rr}^{el}(0)}{\partial \theta} \right)|_{r=a}, \tag{30a}
\]

\[
\delta T_\theta = [\delta \sigma_{r\theta}^{el}]|_{r=a} + a \epsilon \xi \left( \frac{\partial \sigma_{r\theta}^{el}(0)}{\partial r} \right)|_{r=a} - \epsilon \xi \left( \frac{\partial \sigma_{r\theta}^{el}(0)}{\partial \theta} \right)|_{r=a}, \tag{30b}
\]

in which \( \sigma_{ij}^{el}(0) \) designates the electrical stress associated with the base electric fields (calculated for the circular section), while \( \delta \sigma_{ij}^{el} \) designates the variation in electrical stresses induced by the perturbation of the field associated with the ellipticity. These stresses are

\[
\sigma_{rr}^{el}(0) = \frac{K}{8 \pi} (E_r^2 - E_\theta^2) = -\sigma_{r\theta}^{el}(0), \tag{31a}
\]

\[
\sigma_{r\theta}^{el}(0) = \frac{K}{4 \pi} E_r E_\theta, \tag{31b}
\]

and

\[
\delta \sigma_{rr}^{el} = \frac{K}{4 \pi} (E_r \delta E_r - E_\theta \delta E_\theta), \tag{32a}
\]

\[
\delta \sigma_{r\theta}^{el} = \frac{K}{4 \pi} (E_r \delta E_\theta + E_\theta \delta E_r), \tag{32b}
\]

where here \( E_r = -\partial V/\partial r \) and \( E_\theta = -(1/r) \partial V/\partial \theta \) are the components of the base state electric field, while \( \delta E_r = -\partial \varphi/\partial r \) and \( \delta E_\theta = -(1/r) \partial \varphi/\partial \theta \) are the perturbation fields. The last term \( [p^0] \) in Eq. (30b) represents the redistribution of the pressure stresses in the azimuthal direction due to the local inclination of the true normal to the surface \( r = a \).

Using the expression of the potential calculated in Secs. II B and III B, we have calculated each term for the constant field \( E_0 \). As the cross terms \( E_0 E_1 \cos(\omega t) \) vanish upon time averaging, we have then simply added to the result the averaged contribution arising from the second oscillatory field \( E_1 \cos(\omega t) \) deduced from the \( E_0 \) field by symmetry arguments. More precisely, any stresses can be calculated by the transformations: \( E_0^2 \rightarrow E_1^2/2 = E_0^2 \), \( \epsilon \rightarrow -\epsilon \), \( \theta \rightarrow \theta - \pi/2 \). After some calculations (see Appendix B), the effective electrical stresses are found to be

\[
\delta T_r = (\delta \sigma_{rr}) \cos (2 \theta), \tag{33a}
\]

\[
\delta T_\theta = (\delta \sigma_{r\theta}) \sin (2 \theta), \tag{33b}
\]

with

\[
\delta \sigma_{rr} = \epsilon \frac{K E_0^2}{(R+1)^3} (R^2 + 1 - 2S), \tag{34a}
\]

\[
\delta \sigma_{r\theta} = -2\epsilon \frac{K E_0^2}{(R+1)^3} (R^2 + 1 - 3S). \tag{34b}
\]

D. Flow calculation: Stability of the equilibrium

In order to evaluate the stability we again have, as in Sec. II, to solve a Stokes flow problem induced by surface stress distributions exhibiting the azimuthal dependence \( \cos(2 \theta) \) and \( \sin(2 \theta) \). The solution can be obtained without any more calculations, by simply using Eq. (18a) that relates the interface radial velocity to the effective electrical stress distribution. The radial velocity calculated at \( r = a \) is simply given by

\[
\delta u_r = \frac{a}{6(\mu_r + \mu_i)} (2\delta \sigma_{rr} - \delta \sigma_{r\theta}) \cos (2 \theta) \tag{35a}
\]

with

\[
2\delta \sigma_{rr} - \delta \sigma_{r\theta} = \epsilon \frac{2KE_0^2}{(R+1)^3} (R^2 + 1 - 3S). \tag{35b}
\]

These results may be expressed as an evolution equation for the degree of ellipticity:

\[
\frac{d \epsilon}{dt} = \frac{\epsilon}{\tau_0} \frac{R - 1}{(R+1)^3} (R^2 + 1 - 3S), \tag{36a}
\]

in which \( \tau_0 \) is a typical time scale given by

\[
\tau_0 = 3\pi \frac{\mu_r + \mu_i}{KE_0^2}. \tag{36b}
\]

As discussed in the Introduction, we observe that the flattening stability of the circular cross section under cross electric fields depends on the new discriminating function.
Eq. ~turbations have to grow from an~ment comes from the fact that in the two-field case, the per-
order of magnitude by the use of cross fields. This improve-
0.12, i.e., the filament deformation rate is reduced by an
\[ D_f = (R - 1)D_f = (R - 1)(R^2 + R + 1 - 3S) \]
introduced in Eq. (2). For \( D_f > 0 \), the circular cross section is unstable, while for \( D_f < 0 \), the circular shape is stable.

IV. DISCUSSION

We present in Fig. 5 the stability diagram in the \((R,S)\) plane. Two stable ranges are observed and should be recom-
manded for improvements of separation by continuous flow
electrophoresis. Unfortunately, for the usual experimental
conditions \( S \) is close to 1, and, as described in Sec. III A the
circular filament is always unstable. It is, however, important
to note that even for the unstable configuration, the separa-
remains greatly improved by the use of a secondary
oscillatory field. This result may be verified by writing an
equivalent of Eq. (36a) for the single field case, deduced
from the results obtained in Sec. II:
\[ \left( \frac{d\epsilon}{dt} \right)_{\text{field}} = \frac{1}{4\tau_0} \frac{R^2 + R + 1 - 3S}{(R + 1)^2}. \]

The ratio of the two growth rates is given by
\[ \rho = \frac{\left( d\epsilon/dt \right)_{\text{field}}}{\left( d\epsilon/dt \right)_{\text{field}}} = \frac{R - 1}{R + 1} \epsilon_0, \]
where \( \epsilon_0 \) is taken to be an order of magnitude of the possible
flattening perturbations introduced at the chamber entrance
by experimental imperfections. For representative values \( R = 4 \) and \( \epsilon = 0.05 \), one obtains a ratio of growth rates about
0.12, i.e., the filament deformation rate is reduced by an
order of magnitude by the use of cross fields. This improve-
comes from the fact that in the two-field case, the per-
turbations have to grow from an (unstable) equilibrium state,
while in the single field case, the circular shape is an out-of-
equilibrium configuration.

V. CONCLUSION

In summary, we have investigated the electrohydrodyn-
amic flows induced by a single electric field or by two
mutually perpendicular electric fields on a conductive col-
umn of electrolyte lying inside another electrolyte. In the
single field case, the approach developed by Rhodes et al.\(^5\)
was summarized and we have given simple physical inter-
pretations of the flattening of the filament cross section,
which is due to electrical stresses that arise because of free
charges in the immediate vicinity of the interface.

Furthermore, we have discussed the stability of the equi-
librium obtained by the cross field technique proposed by
Heller et al.\(^8\) which provides a possible method for control of
the electrohydrodynamical distortions observed in free-
flow electrophoresis. We have shown that the equilibrium is
not always stable, and that the stability depends on the sign
of a discriminating function involving the permittivity \( (S) \)
and conductivity \( (R) \) ratios. For typical experimental conditions,
the stable regions in the \( RS \) plane are not attained, though
even in the unstable case, and by comparison with the single
field case, the growth rate of filament distortion is reduced by
the second electric field of optimized amplitude. The separa-
tion conditions are therefore expected to be improved by the
addition of the second oscillatory field.

Various directions could now be explored. From an ex-
pertmental point of view, the results obtained by Heller
et al.\(^8\) suggest a complete cancellation of the flattening effect
and do not seem to reveal the “flattening instability” studied
in Sec. III. This observation may be due to the range of flow
velocities of the carrying fluid (the imposed Poiseuille flow
in Fig. 1) studied in the experiment: the transit time of the
charged species is reduced when the velocity is increased
and the instability could require more time to be observed
(exponential growth from very small perturbations). In prac-
tical situations, however, a better separation is presumably
obtained when the flow rate is reduced in order to maximize
the deflection of the charged particles. One can therefore not
exclude the possible appearance of this instability in the fu-
ture development of such cross-field techniques. In such a
\( \epsilon_0 \) case, it would then be interesting to study the possible spatial
dependence of the flattening effect in Heller et al.’s experi-
ment by varying the flow rates in order to devise a simple
criteria for the optimum velocity. From a more fundamental
point of view, this spatial dependence may present some in-
teresting connections with the absolute and convective insta-
\( \epsilon_0 \) ability criteria involved in open flows.\(^{14}\)

Concerning the details of our calculations, it would cer-
tainly be interesting to extend the analysis to more complex
perturbations of the filament shape, such as more general
\( \cos(n\theta) \) dependence of the filament perimeter. Unusual fila-
ment shapes (fourfold symmetries instead of the twofold one
discussed in the present paper or highly nonlinear deforma-
tion of the section) are perhaps to be expected at very high
fields.

Another possible direction would be the study of three-
dimensional instabilities that could be related to the electrical
pressure jump across the interface. Recent observations made
by Sanchez and Clifton\(^{15}\) show a breaking of the filament
into droplets although capillary effects should not be in-
volved (zero surface tension). On the other hand, similar ob-
servations were also reported by Kurowski and Petitjeans\(^{16}\)
on a liquid column flowing inside a miscible fluid without
any electrical effect. The stability of such fluid columns in
relation to the possible existence of weak effective transient
surface tensions\(^{17}\) is now under way.
A last improvement to be considered would be the replacement of the sharp interface assumed in the present paper by a more realistic diffuse interface. Such extensions of surface instabilities have been recently studied in the case of Saffman-Taylor instabilities or Rayleigh-Taylor instabilities. Concerning the electrohydrodynamic effect in CFE, an attempt in this direction has been recently published by Saville in the single field case, who suggests that the $S$ dependence of the electrohydrodynamic effect could be modified. The extension of this study to the two-field case would be interesting.
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APPENDIX A: ELECTRIC POTENTIAL AND ELECTRIC FIELD CALCULATIONS

The electric potential $V(r, \theta)$ obeys the Laplace equation:

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial V}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 V}{\partial \theta^2} = 0. \quad (A1)$$

The solution for $r>a$ and $r<a$ can be developed over the cylindrical harmonics as

$$V_e = \left[ -E_0 r + A_1 \frac{a}{r} \cos(\theta) + A_2 \frac{a^2}{r} \cos(2 \theta) + A_3 \frac{a^3}{r} \cos(3 \theta) + \cdots \right] \text{ for } r>a, \quad (A2a)$$

$$V_e = B_1 \frac{r}{a} \cos(\theta) + B_2 \frac{r^2}{a^2} \cos(2 \theta) + B_3 \frac{r^3}{a^3} \cos(3 \theta) + \cdots \quad \text{ for } r<a. \quad (A2b)$$

The constants $\{A_i, B_i\}$ are given by the continuity conditions written for $r=a+\rho(\theta)$:

$$V_e(a+\rho, \theta) = V_e(a+\rho, \theta), \quad (A3a)$$

$$\kappa \epsilon \left[ \frac{\partial V_e}{\partial r} \frac{\rho'}{(a+\rho)^2} \frac{\partial V_e}{\partial \theta} \right]_{r=a+\rho} = \kappa \epsilon \left[ \frac{\partial V_e}{\partial r} + \frac{\rho'}{(a+\rho)^2} \frac{\partial V_e}{\partial \theta} \right]_{r=a+\rho}. \quad (A3b)$$

For the unperturbed case ($\rho=0$), these conditions reduce to

$$-E_0 a + A_1 = B_1, \quad -E_0 a - A_1 = R B_1 \quad \text{or equivalently to} \quad A_1 = \frac{R-1}{R+1} E_0 a, \quad B_1 = \frac{-2}{R+1} E_0 a, \quad (A4)$$

which lead to the potentials given in (5). In the perturbed case $\rho = e a \zeta(\theta) = e a \cos(2 \theta)$, and at order $e$, (A3) and (A4) reduce to (25). After eliminating the terms of order one, we find:

$$v_e - v_i = a \zeta [(E_r e - (E_r i)] = (R-1) (E_r i) a \zeta \quad \text{at } r=a, \quad (A6a)$$

$$\frac{\partial v_e}{\partial r} - R \frac{\partial v_i}{\partial r} = a \zeta \frac{\partial}{\partial r} (E_r e) + (R-1) \xi' (E_\theta i) \quad \text{at } r=a, \quad (A6b)$$

in which $E_r$ and $E_\theta$ designate the components of the zero order electric field (unperturbed potentials), the perturbations of the electric potential being, respectively, $e v_r(r, \theta)$ and $e v_\theta(r, \theta)$ outside and inside the inclusion. Using the expressions (6a) given in the text for $E_r$, and $E_\theta$, one can solve the problem seeking solutions:

$$v_e = \alpha_1 \frac{a}{r} \cos(\theta) + \alpha_3 \frac{a^3}{r} \cos(3 \theta), \quad (A7a)$$

$$v_i = \beta_1 \frac{r}{a} \cos(\theta) + \beta_3 \frac{r^3}{a} \cos(3 \theta). \quad (A7b)$$

Straightforward calculations give the constants $\alpha_1, \alpha_2, \beta_1$ and $\beta_2$:

$$\alpha_1 - \beta_1 = \alpha_3 - \beta_3 = \alpha_5 + R \beta_3 = -(\alpha_1 + R \beta_1) = (a E_0) \frac{R-1}{R+1} \quad (A8)$$

which lead to

$$\alpha_1 = (a E_0) \frac{(R-1)^2}{(R+1)^2}, \quad \beta_1 = -2 (a E_0) \frac{R-1}{(R+1)^2}, \quad (A9a)$$

$$\alpha_3 = (a E_0) \frac{R-1}{R+1}, \quad \beta_3 = 0 \quad (A9b)$$

in agreement with the expressions (26) given in the text for the perturbed electric potentials.

APPENDIX B: CALCULATION OF THE ELECTRICAL STRESSES EXERTED ON THE PERTURBED INTERFACE

Each term involved in Eqs. (30), which give the normal and tangent component of the stress, has been first calculated from the field expressions given in Eqs. (6) and (26) for the continuous field $E_0$. The results for the second field were then deduced from this first calculation by using the transformation $\{E_0^2 \rightarrow E_0^2/2, \epsilon \rightarrow \epsilon, \theta \rightarrow \theta - \pi/2\}$, and then added to the first result. For instance, the first term for the first field $E_0$ is

$$[\delta \sigma_{\theta \theta}]_{(E_0)} = \frac{K e}{4 \pi} E_0^2 \frac{R-1}{(R+1)}$$

$$\times \{R^2 - 1 + 4 (R^2 + R + 1 - S) \cos(2 \theta)
+ 3 (R^2 - 1) \cos(4 \theta)\}. \quad \text{(B1)}$$

As the cross terms vanish when averaged on one cycle, the $E_0^2$ contribution is
\[ \delta \sigma_{rr}^{(0)} (E_0 + E_1) = (-\varepsilon) \frac{K_e}{\pi} \frac{E_0^2}{R + 1} \frac{R - 1}{(R + 1)^{\alpha}} \left\{ R^2 - 1 \right\} \]
\[ \quad + 4(R^2 + R + S)\cos \left[ \theta - \frac{\pi}{2} \right] \]
\[ \quad + 3(R^2 - 1)\cos \left[ 4\left( \theta - \frac{\pi}{2} \right) \right] . \]
\[ \text{(B2)} \]
For \( E_1^2 = 2E_0^2 \), one gets
\[ \delta \sigma_{rr}^{(0)} (E_0 + E_1) = 2\frac{K_e}{\pi} \frac{E_0^2}{R + 1} \frac{R - 1}{(R + 1)^{\alpha}} \]
\[ \times (R^2 + R + 1)\cos (2\theta) . \]
\[ \text{(B3a)} \]
The same method was applied to the other terms, leading at first order in the small eccentricity parameter \( \varepsilon \) to:
\[ a' \frac{\partial \sigma_{rr}^{(0)}}{\partial r} (E_0 + E_1) = -\frac{K_e}{\pi} \varepsilon E_0^2 \frac{R - 1}{(R + 1)^{\alpha}} \cos (2\theta) , \]
\[ \text{(B3b)} \]
\[ - \xi' [\sigma_{rr}^{(0)}] (E_0 + E_1) = 0 , \]
\[ \text{(B3c)} \]
\[ \delta \sigma_{r\theta}^{(0)} (E_0 + E_1) = 2\frac{K_e}{\pi} \varepsilon E_0^2 \frac{R - 1}{(R + 1)^{\alpha}} \]
\[ \times (R^2 + R + 1)\sin (2\theta) , \]
\[ \text{(B3d)} \]
\[ a' \frac{\partial \sigma_{\theta\theta}^{(0)}}{\partial r} (E_0 + E_1) = 0 , \]
\[ \text{(B3e)} \]
\[ \xi' [\sigma_{\theta\theta}^{(0)}] = -\xi' [\sigma_{rr}^{(0)}] = 2\frac{K_e}{\pi} \varepsilon E_0^2 \frac{R - 1}{R + 1} \sin (2\theta) , \]
\[ \text{(B3f)} \]
\[ [p^0] \xi' = 2\frac{K_e}{\pi} \varepsilon E_0^2 \frac{R - 1}{R + 1} \sin (2\theta) . \]
\[ \text{(B3g)} \]
The two last terms are equal because of the normal stress equilibrium under cross fields obtained for the unperturbed interface, which implies \( [\sigma_{rr}^{(0)}] - [p^0] = 0 \). Combining the three nonzero contributions, one finally gets the results displayed in Eqs. (33) and (34).

**APPENDIX C: CHECK OF ELECTRICAL STRESSES BY ELLIPTICAL COORDINATES**

In view of the complexity of the calculations presented in the previous appendix, we have checked our results by a different method, using the elliptical coordinates \( \theta \) and \( \phi \) defined as
\[ x = c \cosh (\phi) \cos (\theta) , \quad y = c \sinh (\phi) \sin (\theta) , \]
\[ \text{(C1)} \]
in which \( c \) is related to the major axis \( 2a_{\text{max}} = 2a(1 + \varepsilon) \) and minor axis \( 2a_{\text{min}} = 2a(1 - \varepsilon) \), by the relationships:
\[ a_{\text{max}} = c \cosh (\phi_0) , \quad a_{\text{min}} = c \sinh (\phi_0) . \]
\[ \text{(C2)} \]
The elliptic interface is defined as \( \phi = \phi_0 \). Rhodes et al.\(^5\) calculated the components of the electric field at the interface, for single field case \( E_0 = E_0 e_x \) applied at infinity. These components are given by
\[ (E_\phi)_e = R(E_\phi) = R \frac{E_0 c}{h} \frac{1 + \tau}{R + \tau} \sinh (\phi_0) \cos (\theta) , \]
\[ (E_\theta)_e = (E_\theta)_i = -\frac{E_0 c}{h} \frac{1 + \tau}{R + \tau} \cosh (\phi_0) \sin (\theta) \]
\[ \text{(C3)} \]
with \( h^2 = c^2 \sinh^2 (\phi_0) + \sin^2 (\theta) \).

We have used these expressions to calculate the normal and tangent components of the stresses, respectively, given by
\[ \sigma_{el}^{\phi\phi} = \frac{K_e}{16\pi} \frac{E_0^2}{h^2} \frac{(R^2 - S)\sinh^2 (\phi_0)}{(R + \tau)^2} \]
\[ + (1 - S) \cosh^2 (\phi_0) + [(R^2 - S)\sinh^2 (\phi_0)] , \]
\[ \text{(C4a)} \]
\[ \sigma_{el}^{\theta\theta} = -\frac{K_e}{8\pi} \frac{E_0^2}{h^2} \frac{(1 + \tau)^2}{(R + \tau)^2} \]
\[ \times (R - S) \cosh (\phi_0) \cosh (\phi_0) \sin (2\theta) . \]
\[ \text{(C4b)} \]
One can eliminate the two variables \( c \) and \( \phi_0 \) that can be expressed as functions of \( \tau \) by the relationships:
\[ \sinh (\phi_0) = \frac{1}{\sqrt{\tau^2 - 1}} , \quad \frac{c^2}{h^2} = \frac{\tau^2 - 1}{\tau^2 - 1 + (\tau^2 - 2) \sin^2 (\theta)} . \]
\[ \text{(C5)} \]
After replacing these quantities by these expressions in (C4a) and (C4b), one obtains the stresses as functions of the aspect ratio:
\[ \sigma_{el}^{\phi\phi} = \frac{K_e}{16\pi} \frac{E_0^2}{h^2} \frac{(1 + \tau)^2}{(R + \tau)^2} \frac{1}{1 + (\tau^2 - 1) \sin^2 (\theta)} \]
\[ (R^2 - S) \]
\[ - (1 - S) \tau^2 + [R^2 - S + (1 - S) \tau^2] \cos (2\theta) , \]
\[ \text{(C6a)} \]
\[ \sigma_{el}^{\theta\theta} = -\frac{K_e}{8\pi} \frac{E_0^2}{h^2} \frac{(1 + \tau)^2}{(R + \tau)^2} \frac{\tau}{1 + (\tau^2 - 1) \sin^2 (\theta)} \]
\[ \times (R - S) \sin (2\theta) . \]
\[ \text{(C6b)} \]
One can now develop these expressions at first order in \( \varepsilon \), adding the contribution to the stresses induced by the second field. As for the calculations developed in the previous appendix, one can simply deduce this new contribution from the first one by using the transformations: \( E_0 \rightarrow E_0/\sqrt{2} \), \( \theta \rightarrow \theta - \pi/2 \), \( \varepsilon \rightarrow -\varepsilon \). Ultimately, one gets
\[ \sigma_{el}^{\phi\phi} = \frac{K_e}{\pi} \varepsilon E_0^2 \frac{R - 1}{(R + 1)^{\alpha}} \frac{1}{(R + 1) - 2S} \cos (2\theta) , \]
\[ \text{(C7a)} \]
\[ \sigma_{el}^{\theta\theta} = -\frac{K_e}{\pi} \varepsilon E_0^2 \frac{R - 1}{(R + 1)^{\alpha}} (R - S) \sin (2\theta) , \]
\[ \text{(C7b)} \]
which coincides exactly with the stresses \( \delta T_\phi \) and \( \delta T_\theta \) calculated with the method developed in the text and in Appendix B.
15 M. Clifton and V. Sanchez (private communication).