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1 Introduction

The basal ganglia are an extensively studied group of subcortical neuronal

structures. Much research has been devoted to elucidating the nature of

the neural processing in these structures, and the role of the basal ganglia

in normal behavior. The basal ganglia probably hold an important role in

contextual analysis of the environment and adaptive use of the acquired in-

formation in order to plan and execute intelligent behaviors (Houk, 1995).

The striatum (the input stage of the basal ganglia) has been recognized as

a critical structure in learning of stimulus-response habits as well as mo-

tor, perceptual and cognitive skills (Joel & Wiener, 1994; Suzuki, Miura,

Mishimura, & Aosaki, 2001). The striatum is also a major contributor of

basal ganglia input to the dopaminergic system, and the major recipient of

dopaminergic afferents (Joel & Wiener, 2000).

Reinforcement learning (RL) is a paradigm which describes learning in

an agent embedded in its environment. The agent does not learn via a

supervisor or a supervisory stimulus, but through its interactions with its

environment. The capacity of the environment to provide rewards to the or-

ganism as a result of its actions, is the basis for this type of learning(Sutton

& Barto, 1998). The core ideas of modern reinforcement learning come from

classical and instrumental conditioning theories in psychology (although, as

pointed out by Barto (1995), psychologists do not use the term reinforcement

learning). Behavioral research shows that reinforcement learning is a funda-

mental process by which both vertebrates and invertebrates learn to achieve

goals from their interactions with the environment, as most natural learning

processes are conducted in the absence of an explicit supervisory stimulus.

Several brain regions have been implicated in reinforcement learning, in-

cluding the midbrain dopaminergic neurons of the substantia nigra pars com-

pacta (SNc) and the ventral tegmental area (VTA) in rats and primates, and

their target areas in the basal ganglia (e.g. Graybiel & Kimura, 1995; Houk

& Wise, 1995; Schultz, 1998). Reinforcement learning models of basal gan-

glia functioning regard the dopaminergic input to the striatum as a reward

signal, which influences action-selection learning in the striatum.
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In the following I will provide a short review of the basal ganglia and

their relationship to reinforcement learning. The account is by no means

comprehensive, and is also somewhat general and does not only deal with

issues relevant to reinforcement learning, as it has stemmed from a general

instructed-reading seminar on the basal ganglia. Thus one goal of this report

is to summarize the general features of the basal ganglia organization scanned

in the seminar, while another goal is to try to find possible connections

between this data and computational models of reinforcement learning.

The general account will begin with the anatomy of the basal ganglia,

with a more detailed inspection of the anatomy and physiology of the stria-

tum. In order to complete the general picture of the basal ganglia, will

then very briefly summarize some views regarding the function of the basal

ganglia in normal behavior, and their influence on behavior as can be elu-

cidated by the various symptoms of basal ganglia disorders. This account

will be very brief and certainly does not encompass even a small percentage

of the vast literature regarding these issues. I will start focusing on learn-

ing in the basal ganglia with a biologically-based account of the two roles of

dopamine in motor activation and in reward mediated learning in the stria-

tum. This discussion will lead to the more formal computational models of

the basal ganglia, and finally to the analogy between the basal ganglia and

the actor-critic reinforcement learning architecture. I will summarize with

a few highlights as to my personal view of reinforcement learning and its

connection to the basal ganglia.

2 Anatomy of the Basal Ganglia

The basal ganglia are comprised of the striatum (consisting of most of the

caudate and the putamen, and of the nucleus accumbens), the internal (me-

dial) and external (lateral) segments of the globus pallidus (GPe and GPi

respectively), the subthalamic nucleus (STN), the ventral tegmental area

(VTA) and the substantia nigra pars compacta (SNc) and pars reticulata

(SNr). The basal ganglia as a whole provide a feedback loop to the cortex,

which is the main source of afferents, as well as the target of most of the
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basal ganglia efferents (via basal ganglionic influence on the thalamus). The

general organization of the basal ganglia is that of a feed-forward network

(Bergman et al., 1998). The input stage of the basal ganglia is the striatum,

which is innervated by excitatory (glutmatergic) pyramidal neurons from all

areas of the neocortex, via a massive converging corticostriatal projection.

The striatum is a relatively homogenous structure composed mainly (90-95%)

of medium sized spiny cells which are GABAergic projection neurons, while

the rest are interneurons.

The striatum sends its efferents via two major pathways, a direct one and

an indirect one (Alexander & Crutcher, 1990). Via the direct pathway, the

striatum inhibits the output structures of the basal ganglia, the SNr and the

GPi (the entopeduncular nucleus in rodents). Although these two structures

are separated by the fibres of the cerebral pedunculus in most mammals,

they contain cytologically similar neurons, and are thus commonly regarded

as one functional structure (GPi/SNr). In the absence of striatal inhibition,

the GABAergic GPi/SNr cells fire tonically and inhibit midbrain motor areas

and thalamic nuclei (including the mediodorsal and ventral tier nuclei, the in-

tralaminar thalamic nuclei, the superior colliculus and the pedunculopontine

nucleus). Thus, through two inhibitory serial connections, the direct influ-

ence of the striatum on the thalamus is that of release from inhibition. The

disinhibited thalamus, in turn, enhances cortical activity via an excitatory

glutmatergic projection to frontal cortical areas.

The polysynaptic indirect pathway to the GPi/SNr is an opposing path-

way of activity. This pathway originates in the striatum with GABAer-

gic projections to the GPe. The GPe, in turn, inhibits the STN through

GABAergic connections, and the latter excites the GPi/SNr through glut-

matergic connections. Thus the indirect pathway exerts an overall opposing

excitatory effect on the output structures of the basal ganglia, which re-

sults in inhibition of the thalamus. In addition to this feed-forward scheme,

dopaminergic neurons in the midbrain, which are located in the VTA and in

the SNc, also receive afferent projections from the striatum (Albin, Young,

& Penney, 1989), and provide feedback to the striatum and to the prefrontal

cortex (Parent & Hazrati, 1993; Schultz et al., 1995; Schultz, 1998). Fig-
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ure 1depicts the general anatomy of the basal ganglia.

This general scheme of connections does not portray the whole picture,

and there are numerous other connections and feedback loops in the basal

ganglia, which complicate the flow of information. In addition to its corti-

cal afferents, the striatum is also innervated by the intralaminar thalamic

nuclei of the thalamus (Gerfen, 1992). Striatal projection neurons are also

interconnected via the striatal interneurons, as well through axon collaterals

to neighboring projection neurons. The STN, which provides a major input

to the pallidum and substantia nigra (pars reticulata and pars compacta),

also receives a prominent topographically organized direct input from so-

matosensory (Parent & Hazrati, 1993), motor and premotor (Albin et al.,

1989) cortices. The STN also projects back to the GPe in what could be a

negative feedback loop (Albin et al., 1989). In addition, in cats and rodents,

the GPe has been shown to send substantial projections directly to the retic-

ular nucleus of the thalamus, which then projects to other thalamic nuclei.

The dashed lines in figure 1 depict these additional projections. Nevertheless,

the basic structure of the basal ganglia is that of a feed-forward network, as

the lateral connections and the interconnections through interneurons in the

striatum are weak in comparison to the large feed-forward pathways from

the striatum to the thalamus (Bergman et al., 1998).

3 Functional Anatomy and Physiology of the

Striatum

3.1 Physiology of the Striatum

The striatum is comprised of inhibitory GABAergic spiny projection neu-

rons and aspiny interneurons. Spiny projection neurons are densely covered

with dendritic spines, and receive converging inputs from as many as 10,000

cortical afferents, a convergence which is similar to that found in Purkinje

cells in the cerebellum (Houk, 1995). On a very large scale, the input from

the cortex into the striatum is organized in a general topographical man-
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Figure 1: The basic basal ganglia circuitry
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ner, which to some extent functionally defines regions in the striatum based

on their cortical inputs as motor areas, association areas and limbic areas,

although there are no discrete boundaries between these regions. Neverthe-

less, there is a considerable overlap of innervated regions, such that many

cortical regions innervate one region in the striatum, and a specific cortical

area usually innervates a more widespread area in the striatum, compared to

the size of the originating cortical area (Gerfen, 1992). On a smaller scale,

the cortical afferents are dispersed in a non-topographical manner, and adja-

cent cortical neurons do not innervate the same, or adjacent striatal neurons

(Wilson, 1995).

The striatal spiny neurons are usually silent, but under certain condi-

tions fire phasically (in bursts lasting tens of milliseconds to seconds) in

response to massive excitatory inputs from the cortex (Gerfen, 1992; Wilson,

1995). These neurons are interconnected with inhibitory collateral connec-

tions. However, the quiescence of striatal spiny neurons is not a result of

lateral inhibition per se (as, for instance, GABA antagonists do not cause

tonic firing), but a result of the nonlinear properties of these neurons (Wilson,

1995). A dominant inhibitory non-inactivating potassium current which is

dispersed all over the soma and the dendrites of striatal spiny neurons, shunts

weak or uncorrelated synaptic inputs. This inward rectifying current ensures

that only correlated synaptic inputs to wide areas of the dendritic tree, will

cause sufficient depolarization. From a certain level of depolarization the elec-

trotonic structure of the neuron rapidly collapses, the membrane resistance

rises and the effective dendritic lengths shorten, thus relaxing the require-

ment for temporal coherence within the cortical inputs. Thus striatal spiny

neurons are characterized with subthreshold UP (depolarized) and DOWN

(hyperpolarized) states, and can fire readily in response to cortical inputs

only when in the UP state. Lesions or deactivation of the cortex result in a

constant DOWN state. Although they are mostly quiet, the spiny cells are

active in maintaining their subthreshold depolarized states, and thus can be

seen as constantly determining whether or not to fire in response to cortical

depolarizing episodes (Kawaguchi, 1997).
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3.2 Three Types of Striatal Aspiny Interneurons

The striatum seems a homogenic structure, but nevertheless, striatal neurons

are heterogenous and can be categorized according to their neurochemical

content and their firing patterns. The striatal aspiny interneurons can be

divided into three groups (Kawaguchi, 1997): The cholinergic interneurons

are large aspiny cells with 2-5 primary dendrites, that fire tonically but ir-

regularly at 2-10Hz in response to excitatory synaptic inputs. These neurons

are relatively depolarized and usually close to their firing threshold, but have

long after-hyperpolarization (AHP) durations. A second group of parvalbu-

min containing GABAergic aspiny cells have axons with very dense collateral

arborizations, and fire phasically at high frequencies in response to cortical

stimulation. These neurons have more negative resting potentials and shorter

duration spikes than the other interneurons. The last group of interneurons

are the somatostatin/nitric-oxide-synthase containing neurons. These aspiny

cells have axon collaterals that extend further than those of the other types

of striatal cells. Their resting potential is close to threshold, and they release

GABA, as well as nitric oxide, somatostatin and neuropeptide Y.

3.3 Spiny Projection Cells are also Heterogenous

Neurochemical and axonal tracing techniques also reveal a complex mosaic

organization within the seemingly homogenous spiny projection neurons (Al-

bin et al., 1989; Gerfen, 1992; Gerfen & Young, 1988; Kawaguchi, 1997). The

striatal spiny projection neurons can be functionally divided into two groups,

the patch (striosome in primates) and the matrix, which reside in spatially

distinct compartments in the striatum, and have distinct projection targets.

Several chemical markers distinguish between these two compartments, for

instance staining for µ-opiate receptors (in rodents) and acetylcholinestrase

(in cats and primates), can differentiate between patch and matrix neurons

(Gerfen, 1992; Gerfen & Young, 1988).

The matrix compartment includes 85% of the striatum and projects to

the GPe and GPi, and to the GABAergic SNr, while patch neurons project

to the GPe and the dopaminergic SNc (Gerfen & Young, 1988). Spiny cells

9



in both compartments are similar in their basic electrophysical properties,

and exhibit UP and DOWN states. Their inputs, however, are not similar in

origin, as most cortical areas have projections to the matrix, while the patch

neurons receive inputs mainly from the orbital and medial frontal cortical

areas.

The cells in each compartment can be further divided into subtypes based

on their output target, as some patch neurons project exclusively to the GPe,

while others project to the SNc, and matrix cells project either to the SNr and

to the GPi with collaterals to the GPe, or exclusively to the GPe (Gerfen &

Young, 1988). The use of neurochemical markers assists in defining subsets

of neuronal populations, as spiny GABAergic projection cells can contain

substance P, GABA, enkephalin or dynorphyn (Kawaguchi, 1997). There is

also a distinction between spiny projection cells with respect to the dopamin

receptors they express. Matrix neurons containing substance P or dynorphyn

project mainly to the GPi/SNr (direct pathway), and express the dopamine

D1 receptor, while those containing enkephalins project exclusively upon

the GPe (indirect pathway) and express the dopamine D2 receptor. Patch

neurons projecting to the SNc contain mainly substance P (Albin et al., 1989;

Gerfen, 1992). Substance P and enkephalin containing cells are distributed

uniformly within the striatum, but thalamic afferents from the centeromedian

nucleus preferentially innervate those cells which are part of the indirect

pathway (Gerfen, 1992). Figure 2 summarizes the above detailed description

of the striatum and its cell types.

Cell types in the direct and indirect pathways interact within the striatum

through their axonal collaterals, while interaction between patch and matrix

is achieved only through the striatal aspiny interneurons, as dendrites of

spiny projection neurons respect the boundaries of these compartments and

are restricted to their compartment only (Gerfen, 1992; Kawaguchi, 1997).

Even within a compartment, long-distance interactions are presumably due

to the interneurons, as the axon collaterals of the spiny cells are fairly local

and are close to the cell bodies (Kawaguchi, 1997). To summarize, we have

above described four types of striatal spiny projection cells (patch/ matrix,

direct/indirect), which are considered to be differentially involved in basal
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ganglia function (Kawaguchi, 1997).

3.4 Segregation of the Striatal Afferents

Gerfen (1992) claims that the striatal patch-matrix compartmentalization

may be viewed as providing two phylogenetically distinct neuroanatomical

circuits through which cortical information is processed. According to Ger-

fen, corticostriatal neurons in the deep parts of layer V and layer IV of the

cortex provide inputs to the striatal patch compartment, while inputs to the

matrix originate from superficial layer V and supragranular layers. There is

also evidence that patch neurons receive cortical afferents mainly from pre-

frontal and limbic cortices, while the matrix receives cortical afferents from

primary motor and somatosensory cortex as well as frontal, parietal and oc-

cipital cortex. Gerfen sees this as indicative of the functional significance of

the striatal patch-matrix compartmentalization, which he claims appears to

be related to the laminar organization of the cortex, and works to provide

parallel input-output pathways through which the segregated output of sub-

laminae of layer V is maintained and differentially affect the dopaminergic

and GABAergic neurons in the substantia nigra. He suggests that patch

neurons are targeted by the allocorical areas, the older areas of the cortex

which have a more diffuse and general influence, through ’non-specific’ neu-

romodulatory feedback systems such as the cholinergic ventral pallidum and

the dopaminergic neurons in the midbrain. On the other hand, the neocor-

tex provides a more specific feedback circuitry through the matrix and its

GABAergic target structures.

Similar to the striatal projection cells, the striatal aspiny interneurons

also receive inputs from cortical or thalamic afferent fibers. Cholinergic in-

terneurons receive thalamic afferents, while the other two subtypes receive

only cortical inputs. The different types of glutmatergic receptors on these

types of cells, as well as on the striatal projection neurons, are differentially

expressed, possibly underlying variations in synaptic plasticity (Calabresi,

Pisani, Mercuri, & Bernardi, 1996)(see the next section for a discussion of

synaptic plasticity in the basal ganglia).
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Figure 2: Detailed description of striatal compartmentalization and

cell types: Ach - Cholinergic interneurons. Pv - Parvalbumin containing
GABAergic interneurons. NO - Somatostantin/nitric oxide synthase con-
taining interneurons which release GABA, nitric oxide, somatostantin and
neuropeptide Y. Pm - Matrix projection neurons containing dynorphyn or
substance P (express the dopamine D1 receptor). enkm - Matrix projection
neurons containing enkephalin (express the dopamine D2 receptor). Pp -
Patch projection neurons containing substance P (project to the SNc). enkp

- Patch projection neurons containing enkephalin (project to the GPe in the
indirect pathway).
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4 What are the Basal Ganglia Doing?

From Structure to Function

The classical view sees the role of the basal ganglia as integrating diverse

cortical inputs (indicating the state of the organism and the stimuli which

it has encountered), and influencing the cortical areas which are engaged in

motor planning in order to assist in choosing and executing the appropriate

action. This scheme views the basal ganglia and the striatofrontal interac-

tion as assisting in motor planning, and sequential programming of behavior

(Cools, 1980; Marsden, 1986; Joel & Wiener, 1994), with the frontal cortex

taking a central role in flexible behavior, planning and decision making, and

the striatum controlling routine aspects of behavior (Joel & Wiener, 1994).

The large-scale anatomical features of the basal ganglia are character-

ized by a “funneling”, a progressive reduction in amount of cells, along the

pathways leading from the cerebral cortex, through the basal ganglia and to

the ventrolateral thalamus. This architecture influenced the classical view

of basal ganglia functioning, which stressed the role of the basal ganglia in

integrating convergent inputs from cortical association and sensorimotor ar-

eas, to common thalamic target zones. In contrast, the current view sees the

functional architecture of the basal ganglia as essentially parallel in nature,

and dealing not only with motor selection (Alexander & Crutcher, 1990).

This view is supported by anatomical, physiological and pharmacological

evidence.

The evidence is in support of an organization comprised of several struc-

turally and functionally segregated “circuits” linking cortex, basal ganglia

and thalamus. Alexander and Crutcher (1990) define five such loops, based

on their cortical targets: the ’motor’ circuit is focused on the precentral

motor fields, the ’oculomotor’ loop projects to the frontal and supplemen-

tary eye-fields, two ’prefrontal’ circuits project to dorsolateral prefrontal and

lateral orbitofrontal cortex, and the limbic circuit is focused on the ante-

rior cingulate and the medial orbitofrontal cortex. Each circuit is composed

of the same basic basal ganglia architecture, and includes a direct as well

as an indirect pathway. Other authors tend to make a distinction between
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only three loops in the striatum, for instance, Marsden (1986) distinguishes

between a “motor loop” concerned with control of movement from sensory

motor cortex via the putamen and back to the supplementary motor areas,

a “complex loop” dealing with control of thought, linking frontal association

cortex via caudate nucleus, and a “limbic loop” via the ventral striatum con-

trolling emotion. Joel and Wiener (1994) and Parent and Hazrati (1993) also

propose a tripartite anatomical subdivision into motor, associative and lim-

bic loops in rats and primates. DeLong (1990) proposes a functional model

of the basal ganglia motor circuit, which builds on the main organizational

feature of a re-entrant pathway through which influences from specific areas

of the cortex are returned to parts of those same areas after processing within

the basal ganglia and thalamus. The loop he describes is, at least in part, a

“closed” loop, as it originates and terminates in the precentral motor areas

of the cortex.

This concept of parallel segregated processing loops conceives different

areas of the basal ganglia as executing different functional roles, with little

crosstalk between these parallel circuits. It is still under debate, however,

whether the outputs from different regions of the striatum remain segregated

as they pass through the GPi/SNr and thalamus. Using double-labeling

anterograde tract-tracing methods in a primate brain, Parent and Hazrati

(1993) showed that a single striatopallidal fiber arborizes twice in each pall-

idal segment, in accordance with similar evidence from rodents. This results

in a multistriatal representation in which the same information is represented

multiple times in the GPi/SNr, which adds a high degree of redundancy at

the output level of the basal ganglia. Parent and Hazrati also showed that

projections from small adjacent striatal cell groups do not overlap and show

no convergence at the pallidal and nigral level. This allows for the finely

tuned corticostriatal information to retain its specificity as it flows through

the pallidum and the SNr. Thus, the redundancy in segregated striatal out-

put can be used in order to project the same information to different targets

(“multiple divergent output streams”), and thus serve the function of ampli-

fication and diversification of the striatal signal (Parent & Hazrati, 1993).

In contrast to the segregated and specific direct effects of the striatum on
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groups of neurons in the GPi/SNr, the effect of the indirect excitatory STN

input is probably more diffuse. Within a single band-like terminal field, the

STN fibres can uniformly excite a rather large collection of neurons in the

GPi/SNr, causing them to fire tonically. Since the indirect subthalamopal-

lidal and direct striatopallidal projections converge onto the same SNr/GPi

neurons, the striatum can specifically select a STN-driven subgroup over

which it will exert its inhibitory control, thus disinhibiting their target tha-

lamic neurons. In this way, the striatum can allow for the execution of a

specific movement, through its influences on the premotor areas in the cor-

tex. In such a scheme, the specificity of the control of the basal ganglia over

motor behavior relies heavily upon the highly ordered organization of the

direct striatopallidal projection (Parent & Hazrati, 1993).

In an interesting study of crosscorrelograms of spikes recorded simul-

taneously from pallidal cells in behaving monkeys, Bergman et al. (1998)

investigated the question of whether the basic structure of the basal gan-

glia is indeed that of segregated loops of information processing or that of

information sharing in a converging funnel architecture. Using multiple elec-

trode recording in healthy monkeys performing a visual-spatial GO/NO-GO

task, they investigated the degree of correlation between the firing patterns

of simultaneously recorded individual pallidal neurons. Contrary to the con-

siderable anatomical evidence supporting information sharing in a funnel-

ing architecture, they found flat crosscorrelograms indicating the absence of

direct and indirect interactions between pairs of pallidal neurons. The in-

dependence of pairs of neurons was not a function of the distance between

the neurons recorded, or whether the monkey was performing the task or

resting. In contrast, in most other brain areas correlated firing was shown

by 20-50% of the neuron pairs, and an even higher degree of correlation was

found amongst the striatal tonically-active interneurons. Thus, despite the

strong anatomical convergence of inputs from the striatum into the pallidal

level, this study shows that most pallidal neurons are not driven by com-

mon inputs, and that the direct lateral interactions between pallidal neurons

is very weak. Bergman et al. (1998) hypothesize that the neural activity

in the basal ganglia reflects certain key elements of information which are
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extracted from the more complex information contained in the activity of

cortical neurons. Such a dimensionality reduction of information is facili-

tated by independent activity of neurons, which maximizes their information

content. They further show that after treatment with MPTP (a dopaminer-

gic neurotoxin which produces biochemical, anatomical and clinical changes

resembling those found in humans suffering from Parkinson’s disease), there

ensues considerable correlation between pallidal neurons, which start firing in

a synchronized fashion in low frequency periodic bursts. This firing pattern is

speculated to cause the muscle tremor characteristic of Parkinsonian patients,

and could be an effect of dopamine depletion providing that the dopamin-

ergic modulation of the cross-connections between corticostriatal modules

facilitates the independent action of striato-pallidal modules in the normal

state. In the next chapter we will touch upon the role of dopamine in the

basal ganglia circuitry, and its effects on the function of the basal ganglia, in

more detail.

Joel and Wiener (1994) elaborate the segregated circuit account of basal

ganglia functioning by adding an account of the inherent interactions between

the different circuits, described as a “split-circuit” scheme. A split circuit

originates from one frontocortical area, but through the diverging projec-

tions of the corresponding striatal region to bothe SNr and GPi terminates

in two frontocortical areas. Each proposed split circuit consists of a closed

circuit originating and terminating in the same cortical area, and another

split circuit terminating in a different cortical area and subserving integrated

processing. The associative split circuit includes a closed circuit terminat-

ing in the associative prefrontal cortex, and an open circuit traversing the

associative GPi but terminating in the premotor cortex which is part of the

motor circuit. The motor split circuit includes a closed circuit terminating in

the primary motor cortex and supplementary motor area, and a split circuit

traversing the SNr and terminating in the associative prefrontal cortex. The

limbic split circuit also includes a limbic prefrontal cortex closed circuit, and

a open circuit into the associative prefrontal cortex (and maybe another open

circuit into the motor and premotor cortices). The proposed function of these

processing loops is as follows: the limbic split circuits selects goals according
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to information about the external and internal environment. The associative

split circuit receives highly processed sensory information and selects motor

programs which can achieve the goals conferred through the connection to

the limbic split circuit. The motor circuit receives sensory and motor infor-

mation and information regarding the selected motor program, and selects

the actions which are needed in order to execute the program. Thus the

different aspects of behavior are integrated to produce coherent behavioral

output (Joel & Wiener, 1994).

Joel and Wiener (1994) propose a model of the interaction between the

striatum and the frontal cortex, in which the major striatal projections to

the frontal lobes do not directly influence behavior, but bias the selection of

activity patterns by the cortical neurons. The striatum provides information

regarding the most appropriate action, but other cortical biasing effects on

the frontal cortex may override this input and induce the choice of a different

action. In well-learned situations the striatal bias will be strong and will most

likely correspond to the cortical bias, thus resulting in effortless production

of routine behavior. In novel situations, however, the striatal bias will be

weak and the action selection process will not be automatic, but will require

a cortical supervisory process.

5 What Happens When Things Go Wrong?

Basal Ganglia Disorders

There are a number of human disorders which are related to basal ganglia

functioning, and specifically to the role of dopamine in the basal ganglia.

These disorders offer a source of information as to the role of the intact basal

ganglia in normal behavior. In the following is a short (and not compre-

hensive) discussion of several of these disorders, and their possible neural

correlates.

Disorders of the basal ganglia are associated with a broad spectrum of

clinical phenomena ranging from uncontrollable excess of movement to severe

restriction of movement. Movement disorders of the basal ganglia can be
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categorized into three categories (Albin et al., 1989):

1. Hyperkinetic movement disorders are characterized by an excess

of movement which is uncontrollable and intrudes into the normal flow

of motor activity. These disorders are suppressed by the administra-

tion of dopamine D2 receptor antagonists. The most common disorder

in this group is chorea, with Huntington’s disease, a hereditary striatal

neurodegenerative pathology, being the most prototypic choreoathetoid

disorder. Choreoathetoid movements are also commonly observed in

Parkinsonian patients overdosed with dopamine replacement therapy.

Two other hyperkinetic disorders are ballism and tic syndromes (e.g.

Tourette’s syndrome). Hyperkinetic disorders also respond to cholin-

ergic and anticholinergic medications, with cholinergic agonists allevi-

ating choreoathetosis.

2. Hypokinetic disorders in which akinesia, bradykinesia and rigid-

ity are the prominent features. The most well studied such disorder is

Parkinson’s disease, which results from impaired nigrostriatal dopamin-

ergic transmission, as a result of degeneration of SNc neurons or from

blockade of dopamine receptors. This disease can also be artificially in-

duced with MPTP, which causes irreversible SNc degeneration. These

disorders are pharmacologically the opposite of the hyperkinetic ones,

and are relieved by dopamine agonists and cholinergic antagonists.

3. Dystonia - This disorder consists of the spontaneous assumption of

unusual fixed postures lasting seconds to minutes. Little is known

about the pathologic anatomy of distonia. Distonia also appears in

advanced Huntington’s disease. This type of movement disorder is also

characterized by impairment of normal movements, in particular rapid

or finely coordinated movements which become clumsy and slow.

Albin et al. (1989) proposed a model of the function of the basal ganglia

based on basal ganglia anatomy, which stressed the division of the striatum

into patch and matrix compartments, the interplay between the direct and

indirect pathways, and the role of dopamine in the striatum. This model
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rests on the belief that the basal ganglia act as regulators of cortical func-

tion via their influence on thalamocortical projections. According to this

model, hyperkinetic movement disorders result from decreased activity of

the STN, such as through the specific loss of striatal projections to the GPe

(i.e. loss of enkephalin containing neurons in the striatum) which is found

in the first stages of Huntington’s disease, when chorea is most prominent.

This hypothesis is strengthened by the fact that ablative striatal lesions in

both humans and other mammals do not produce a hyperkinetic movement

disorder, which is, however, reliably produced by lesions of the STN (Albin

et al., 1989). Administration of D2 antagonists increases the synthesis of

enkephalins in the striatum (presumably indicating increased neuronal ac-

tivity), indeed ameliorating hyperkinetic movements. These effects can be

blocked by coadministration of scopolamine, an anti-muscarinic cholinergic

agent, and are reversed by D2 receptor agonists.

On the other hand, hypokinetic disorders such as Parkinson’s disease

are attributed to a loss of nigral dopamine. Impairment of dopamine ac-

tion increases the activity of striatal neurons projecting to the GPe, while

decreasing striatal input to the GPi/SNr (as is confirmed by the decreased

levels of substance P in the GPi/SNr of parkinsonian patients). Overall, in

Parkinson’s disease, there is an increase in basal ganglia output, and thus

impaired functioning of the motor areas in the thalamus and cortex (Albin

et al., 1989). It is established that the motor deficit of Parkinson’s disease re-

sults from dopamine deficiency in a the putamen area of the striatum, which

corresponds with loss of dopaminergic cells in the lateral substantia nigra,

while dopamine depletion in the medial substantia nigra and the VTA re-

sult in cognitive symptoms rather than motor symptoms (Miller & Wickens,

1991).

Regarding dystonia, the lack of post-mortem data makes it difficult to

correlate anatomic changes with clinical phenomena. Albin et al. suggest

that some cases of dystonia result from gross loss of basal ganglia output

rather than a specific alteration in any striatal subpopulation. In these sit-

uations the motor system continues to function but without the modulating

effects of the basal ganglia.
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DeLong (1990) places even more emphasis on the shifts in the balance

between activity in the direct and indirect pathways and the resulting al-

terations in GPi/SNr output, in producing the hypokinetic and hyperkinetic

features of basal ganglia disorders. In general he proposes that enhanced

conduction through the indirect pathway leads to hypokinesia (by increasing

pallidothalamic inhibition), whereas reduced conduction through the direct

pathway results in hyperkinesia (by reduction of pallidothalamic inhibition).

Indeed, after MPTP treatment of monkeys, there has been observed a sig-

nificant increase in tonic neuronal discharge in GPi and STN neurons, and

a decrease in mean discharge rate in the GPe. DeLong notes, however, that

these results are not completely consistent with those obtained from ani-

mals studied several weeks after treatment, and may be attributed in part

to the acute effects of MPTP itself. Nevertheless, lesions of the STN have

been shown to reverse akinesia in monkeys made parkinsonian with MPTP

(Bergman, Whitman, & DeLong, 1990). There is also evidence from MPTP

animals showing enhanced phasic responses to proprioceptive stimuli and

voluntary movement in GPi neurons. The results show that the phasic GPi

responses are increased in magnitude but decreased in selectivity. This is

consistent with evidence indicating that a loss of striatal dopamine results

in an increase of transmission through the indirect pathway and a reduction

of transmission through the more selective direct pathway, which in overall

effect increases the output of GPi/SNr but reduces its selectivity (DeLong,

1990).

Contreras-Vidal and Stelmach (1995) model this differentiated effect on

the two pathways using a neural network model, and reproduce parkinso-

nian symptoms. Based on the hypothesis that dopamine depletion in the

nigrostriatal projection causes differential expression of D1 and D2 receptor

mRNA, they show that dopamine depletion disrupts the balance between the

direct and indirect pathways, leading to smaller than normal striatopallidal

activity, and a loss of dynamic range in the activity of the GPi. Thus the

result is overinhibition of the thalamus by the overexcited GPi cells. The sim-

ulations also show that this effect produces the spatiotemporal handwriting

deficits seen in micrografia (a progressive decrease in letter size and slowness
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in writing) in parkinsonian patients.

6 Learning in the Striatum:

The Double Role of Dopamine

The role of dopamine (DA) in the basal ganglia is a complex one, with

many issues still unresolved. Electropysiological studies give conflicting re-

sults about the effect of DA on striatal neurons - in some studies DA appears

to be inhibitory, while in others the effect is of excitation (Albin et al., 1989).

Dopaminergic inputs to the striatum probably play a major role

in two fundamental brain functions: motor activation and reward

mediated learning (Wickens, 1990; Wickens & Kötter, 1995). Motor acti-

vation is a short-term effect, while in the long term DA modulates reinforce-

ment learning (Wickens & Kötter, 1995). These two roles of DA in the basal

ganglia are not easy to separate experimentally, as it is difficult to design

a behavioral measure which will not be influenced by both acquisition of a

response and performance of the response, and because drugs which effect

one role will usually also effect the other. Hence the difficulty in defining

the exact influence of DA in each role. Moreover, the interactions between

motor activation and learning are probably not accidental and in fact reflect,

in some sense, the way these two operations are related in the organization

of behavior (Wickens, 1990).

6.1 The Role of Dopamine in Motor Activation

Motor activation is stimulated by the action of DA on the striatum, and

inhibited by DA antagonists (as in akinesia in Parkinson’s disease, which can

be partly relieved by treatment with DA agonist drugs - see section 5). How-

ever, at extreme levels of DA agonist activity, the motor activation takes on

the form of stereotyped behavior (Wickens, 1990). L-DOPA, a DA precur-

sor which can cross the blood-brain barrier, has also been shown to increase

the size of cortical anticipatory potentials, which can be recorded before an

untriggered voluntary movement or before well attended stimuli (Miller &
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Wickens, 1991). This provides evidence that DA plays a part in the produc-

tion of anticipatory neural activity in the frontal cortex (Wickens, 1990).

DA also acts as a neuromodulator in the striatum, influencing the effects

of other neurotransmitters. DA appears to have acute modulating effects on

corticostriatal glutmatergic transmission, with the sign of the effect appearing

to be concentration-dependent. DA agonists applied in low concentrations

facilitate release from glutmatergic terminals, while at higher concentrations

release is inhibited. Additionally, a DA receptor localized to terminals of

cholinergic interneurons exerts an inhibitory effect over acetylcholine release

(Wickens, 1990). In general, it seems that DA increases the output of that

small number of very active striatal cells, while decreasing the output of the

rest of the cells (Wickens & Kötter, 1995), thus increasing the signal-to-noise

ratio in the striatal activity.

Several experimental results imply that the nigrostriatal DA projections

exert contrasting effects on the direct and indirect pathways (Albin et al.,

1989; Alexander & Crutcher, 1990; Gerfen, 1992). Destruction of the nigros-

triatal dopaminergic projection results in decreased GABA receptor density

in the GPe, and an increased receptor density in the GPi/SNr, implying that

DA functionally inhibits striatal projections to the GPe, and excites striatal

projections to the SNr (Albin et al., 1989)(see figure 1). Dopamine depletion

in the striatum also results in increased enkephalin mRNA expression and

decreased expression of dynorphyn and substance P mRNA (Gerfen, 1992).

DA has also been found to increase the general striatal outflow (Alexander

& Crutcher, 1990). Thus, it seems that the dopaminergic input serves to

enhance the effect of the direct pathway, and inhibit that of the indirect one.

As a result of the opposed dopaminergic modulation of the two striatal sub-

groups, DA depletion disrupts the delicate balance between the direct and

indirect influences of the striatum onto the thalamus and the cortex (Alexan-

der & Crutcher, 1990; Gerfen, 1992), resulting in motor control deficiencies

(also see section 5).
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6.2 The Role of Dopamine in Reward-Mediated

Learning

DA has been implied in reward mediated learning as a result of several exper-

imental findings: DA neurons are activated by positive rewards such as food

and liquid, and by stimuli which predict such rewards (Romo & Schultz, 1990;

Ljungberg, Apicella, & Schultz, 1992). Drugs such as amphetamine and co-

caine exert their addictive actions in part by prolonging the influence of DA

on target neurons, and DA neurons are among the best targets for electrical

self-stimulation (Schultz, Dayan, & Montague, 1997). Furthermore, direct

electrical stimulation of midbrain dopaminergic areas or injection of DA ag-

onists into the neostriatum can produce conditioning effects similar to those

produced by natural rewards (Wickens & Kötter, 1995), and DA antagonists

have been shown to block the rewarding effects of food and water on lever

pressing by rats (Wise, Spindler, & Legault, 1978). These findings impli-

cate the nigrostriatal projection as common pathway for signalling positive

reinforcement (Wickens & Kötter, 1995).

In reward mediated learning, DA appears to mediate synaptic learning

in the corticostriatal pathway in an activity dependent way, such that it

enhances the corticostriatal synapses specifically involved in the response

that led to reward being obtained (Wickens, 1990; Wickens & Kötter, 1995;

Miller & Wickens, 1991; but see Schultz et al., 1995). If a certain cortical

input coincides with the occurrence of reward, these corticostriatal synapses

which were active will be strengthened, thereby creating a positive feedback

loop which increases the likelihood that when the same stimulus conditions

occur again, the previously-rewarded response will be performed (Wickens

& Kötter, 1995) (also see in this regard the discussion of the formation of

corticostriatal cell assemblies in section 7). In this form of learning, DA

agonists facilitate, while antagonists impair the effect of reward on learning

(Wickens, 1990).
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6.2.1 The Dopaminergic Reinforcement Signal

The basic pattern of dopaminergic activity in reinforcement learning situa-

tions was revealed in the studies of Schultz and colleges (1993; Ljungberg

et al., 1992; Schultz et al., 1995; Schultz, 1997). Recording extracellularly

the activity of dopaminergic (DA) neurons in the VTA of monkeys during

the acquisition and performance of behavioral tasks, Schultz et al. found

that DA neurons respond phasically to a wide range of stimuli which can

be characterized as primary rewards (Schultz, 1998), and as the experiment

progresses, the response of these neurons gradually shifts back in time from

the primary reward to the first phasic reward-predicting stimulus (Ljungberg

et al., 1992)(see figure 3). This shift in DA activity strongly resembles the

shifting of an animal’s appetitive behavioral reaction from the unconditioned

stimulus to the conditioned stimulus in classical conditioning experiments

(Schultz et al., 1997). The phasic dopaminergic response occurs in 55-75% of

the midbrain dopaminergic neurons, and occurs independently of an action

or learning context (Schultz, 1998). The dopaminergic response does not

distinguish between different stimuli (e.g. food, liquid, light) and different

modalities of conditioning stimuli, however they discriminate between appet-

itive and neutral or aversive stimuli (Ljungberg et al., 1992). In all cases,

the response is to the onset and not the offset of the stimulus (even if the

offset predicts the reward), and only stimuli with a clear onset are effective in

eliciting a dopaminergic response. Furthermore, Schultz et al. (1993; Ljung-

berg et al., 1992) showed that if the expected reward is omitted, there is a

depression in the dopaminergic signal at the time of the expected reward,

and that early reward delivery results in a dopaminergic response to the re-

ward, and no depression at the original time of expected reward (Schultz,

1998). Midbrain dopaminergic neurons also respond to novel or very salient

stimuli (even when the stimulus is not rewarding), and show a generalization

response to stimuli which closely resemble reward-predicting stimuli. These

responses consist of an activation and are usually followed by an immediate

depression (Ljungberg et al., 1992). The generalization response is recog-

nized as a mistake, as there is no depression when the reward fails to appear
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Figure 3: Schematic representation of the dopaminergic response to

several experimental conditions. CS+ conditioned stimulus which pre-
dicts reward, CS- stimulus which resembles the reward predicting stimulus,
but does not predict reward.

(Schultz, 1998).

Thus DA can be regarded as signalling the occurrence of unpredicted

rewarding stimuli, or the earliest reward-predicting stimuli. The firing pat-

tern of DA neurons also reflects information regarding the timing of delayed

rewards (relative to the reward-predicting stimulus), as can be seen by the

precisely timed depression of spontaneous DA activity when an expected

reward is omitted. In terms of formal theories of learning, dopaminergic

neurons report the difference between the occurrence and the prediction of

reward (Schultz et al., 1995; Schultz, 1998).

6.2.2 The Connectivity of the Dopaminergic System:

Afferent Connections

It follows from the above, that dopaminergic neurons must have access to

information about the predictive value of stimuli encountered by the organ-

ism, the time of the predicted reward, and the amount of reward actually
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obtained. As described in sections 2 and 3, striatal neurons provide a promi-

nent GABAergic projection to the dopaminergic neurons in the SNc and the

VTA. According to Schultz (1998) this projection may exert two opposing

effects: a direct inhibition and an indirect activation via the striatal inhi-

bition of SNr neurons which subsequentially inhibit SNc neurons via their

local GABAergic axon collaterals. Thus the striosomes and ventral striatum

may monosynaptically inhibit and the matrix may indirectly activate DA

neurons.

Wickens and Kötter (1995) propose that neural activity in the monkey

ventral striatum which coincides with the delivery of the reward (Schultz,

Apicella, Scarnati, & Ljungberg, 1992) may inhibit the firing of dopamin-

ergic neurons at the time of the reward, while another source of excitatory

input, possibly from the amygdala, is the one responsible for the anticipa-

tory dopaminergic activity at the time of the first reward-predicting stimulus.

However, Schultz (1998) claims that the positions of these striatal neurons

relative to matrix and patch is not yet known, and striatal activations reflect-

ing the time of expected reward have not yet been reported. Schultz (1998)

hypothesizes that the polysensory reward responses of DA may be the result

of feature extraction in cortical association areas, which is conveyed to the

striatum, and through a double inhibition to DA neurons in the SNc. In rats

there could even be a faster influence of the cortex on dopaminergic neurons,

through a direct projection from the frontal cortex (which is however weak

in monkeys).

Another source of inputs to midbrain dopaminergic neurons is the brain-

stem pedunculopontine nucleus (PPN). This nucleus is an evolutionary pre-

cursor of the substantia nigra, and in mammals it sends strong short latency

excitatory glutmatergic and cholinergic influences to a large fraction of DA

neurons (Schultz, 1998). Yet another massive and probably excitatory input

to DA neurons arises from nuclei in the amygdala, which respond to primary

rewards and reward predicting visual and auditory stimuli, without discrim-

inating between predicted and unpredicted rewards, or between appetitive

and aversive rewards (Schultz, 1998; Wickens & Kötter, 1995). A monosy-

naptic inhibitory projection from the dorsal raphe nucleus can contribute to
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the DA response to novel and salient stimuli (Schultz, 1998).

Schultz (1998) summarizes that activation of DA neurons by primary

rewards and reward predicting stimuli may be mediated through the dou-

ble inhibitory striatal matrix influence, the PPN or possibly also by reward

expectation-related activity in the STN. The striosomal inhibition which can-

cels out the matrix inhibition can explain the null-response to predicted re-

wards and the depression when a predicted reward is omitted.

6.2.3 The Connectivity of the Dopaminergic System:

Efferent Connections

Each DA axon has ∼ 500, 000 striatal varicosities from which DA is released.

As a result, there is DA input to almost every striatal neuron. Dopaminergic

synapses are also found in layers I and V-VI of areas of the frontal cortex.

The homogenous DA signal thus provides a parallel wave of activity which

advances form the midbrain to the striatum and frontal cortex (Schultz,

1998). As a result of rapid saturation of the DA reuptake transmitter, a

bursting DA response brings about much higher levels of DA compared to

those resulting from a slow firing response.

This DA signal is received by two principal types of DA receptors: D1

receptors constitute ∼ 80% of DA receptors in the striatum, and are located

predominantly on projection neurons belonging to the direct pathway, and

D2 receptors which are located predominantly on neurons projecting to the

GPe. The D2 receptors have a higher affinity to DA than the D1 receptors.

Schultz (1998) hypothesizes that as a result of this, the burst of DA released

after rewards or reward predicting stimuli would affect the D1 receptors near

the DA release sites and all D2 receptors, while the depression in DA as

a result of omission of an expected reward would mainly reduce the tonic

stimulation of D2 receptors by ambient DA, so that a negative prediction

error may only affect neurons projecting to the GPe.

27



6.2.4 Influence of Striatal Activation on Dopaminergic Neurons

Emanating from a close examination of the topography and relationships

within the intricate connectivity of the dopaminergic system and the stria-

tum, Joel and Wiener (2000) set forth a hypothesis pertaining to the influence

of the activity of a subset of striatal neurons on the DA neurons. The active

matrix neurons globally inhibit DA dendrites, but also inhibit a correspond-

ing subset of SNr neurons which then release a subset of DA cells from inhi-

bition. Through the indirect pathway, the striatal matrix neurons phasically

inhibit a subset of GPe neurons which then release inhibition from the STN

and SNr. The disinhibited STN serves to directly increase DA excitation,

with the SNr acting as a limiting factor of this effect. Concommitantly ac-

tive patch neurons in the striatum exert a direct inhibiting effect on DA cells,

as does the “patch”-like limbic striatum. The “matrix”-like limbic striatum

disinhibits a subset of DA cells through an indirect influence mediated by

inhibition of the SNr. This pattern of activity results in localized DA burst

firing, on the background of global inhibition of DA neurons, and an overall

effect of increased signal to noise ratio in striatonigral transmission.

Joel and Wiener (1994, 2000) claim that the general organization of the

connections between the striatum and the dopaminergic system also follows

the open interconnected split-circuit principle (Joel & Wiener, 1994). Each

nigral split circuit incorporates a closed striatum-nigra-striatum loop, while

the limbic striatum is also the source of two open loops, one connecting it to

the associative striatum and the other connecting it to the motor striatum.

In summary, Joel and Wiener (2000) suggest that the direct inhibitory ef-

fect of each striatal subregion on its DA input provides a mechanism which re-

stricts striatal learning in well-learned situations (produces the null-response

of DA to predicted rewards), whereas the indirect excitation maintains an

optimal striatal DA level needed for the execution of well learned behav-

iors. Furthermore, the influence of the limbic striatum on the motor and

associative regions permits it to influence learning and execution of learned

behaviors so as to adjust them to the motivational state of the organism, and

foster attainment of the current goal.
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6.2.5 Reward-Mediated Learning: A Cellular Mechanism

The computational model of reward mediated learning consists of the se-

lection and strengthening of particular stimulus-response (S-R) connections,

which are chosen by a reward signal from a large set of alternative S-R con-

nections. The striatum possesses the necessary anatomical features required

for such a mechanism. The striatum receives inputs from large areas of the

cortex, with an individual cortical neuron sending efferents to many stri-

atal neurons. Nevertheless, a single striatal neuron receives only a relatively

small influence from each cortical afferent, and the physiological properties

of these neurons require a coherent input from many cortical afferents in

order for the neuron to shift to an UP state in which it can fire (Wickens,

1990; Kawaguchi, 1997). Thus striatal projection neurons can be regarded

as a pattern detectors, firing only when a certain pattern of cortical activity

occurs.

Furthermore, the convergence of cortical and DA inputs on the same

dendritic spines of striatal neurons provides a mechanism for a three factor

learning rule (Wickens & Kötter, 1995). Figure 4 depicts the convergence

of excitatory glutmatergic cortical afferents, and neuromodulatory midbrain

dopaminergic inputs, on a striatal spiny cell. The dendritic spines of each stri-

atal neuron are contacted by an estimated number of 10,000 cortical terminals

and 1,000 DA varicosities, with DA varicosities forming synapses on the same

dendritic spines of striatal neurons, that are contacted by cortical glutmate

afferents (Schultz, 1998). This anatomical arrangement, together with the

homogenous DA signal, provides an ideal substrate for DA-dependent synap-

tic changes at the spines of striatal neurons, and probably also in some (but

not all) corticocortical synapses.

Dopamine has been shown experimentally to have a modulating effect

on learning in the striatum, with brief exposures to DA producing long-

lasting facilitation in the cortico-striatal pathway. Specifically, activation of

D1 receptors increases intracellular cAMP concentration, which can influence

long-term enhancement of synaptic efficacy (LTP) (Wickens & Kötter, 1995).

Wickens and Kötter summarize electrophysiological experiments which test
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Figure 4: Convergence of excitatory glutmatergic cortical affer-

ents and neuromodulatory midbrain dopaminergic inputs, on a the

spine of a striatal projection neuron.

the possible combinations of activation of the presynaptic cortical neuron,

the postsynaptic striatal neuron, and the dopaminergic input, to the same

spine. The data, although not entirely consistent, supports the proposed

three-factor learning rule, and shows that if both the pre- and postsynaptic

neurons were active, in the presence of DA, there ensues LTP of the synapse,

while the absence of DA reverses the effect and induces LTD. The data also

suggests that the precise timing of the DA signal in relation to the pre- and

postsynaptic activity is critical.

A computational requirement for selective reward mediated learning is

that the synapses that participated in eliciting the action that brought about

the reward, will be somehow singled out for enhancement. As the reward

may be delayed, and in any case follows the action and does not arrive

simultaneously with the activation of the relevant synapses, there is a need

for some sort of trace that will be left in these synapses, and will mark

them as eligible for enhancement upon arrival of the reward signal (Wickens,

1990). according to operant conditioning experiments, as well as intracranial
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self-stimulation tests, the duration of this eligibility trace must be on the

order of seconds. This computational concept of a synapse-specific “eligibility

trace” may be implemented in the striatum through elevated intracellular

calcium Ca++ levels. In wide areas of the brain, elevated intracellular calcium

levels appear to be a necessary and sufficient condition for LTP to ensue.

In the striatum, however, it seems that while elevated calcium levels are

necessary, they are not sufficient, and there is also a need for elevated DA

concentration. Under this assumption, and regarding the dendritic spine

head as a chemically isolated compartment, the elevated calcium level (which

can persist for some time), in a spine head containing a synapse that has been

active, can serve as an “eligibility trace” for that synapse (Wickens, 1990;

Miller & Wickens, 1991; Wickens & Kötter, 1995). Dopamine, in turn, acts

to diffusely signal the occurrence of an unexpected reward, and thus enables

the strengthening of the synapses located on the eligible spines. This allows

for a retroactive effect of the reward in strengthening corticostriatal synapses,

in instrumental conditioning.

Such a framework implies a multiplicative interaction between Ca++ and

DA. For this to happen, the sites of Ca++ influx must be located sufficiently

close to the dopamine receptor complexes, and there is a need for a dopamine

and calcium dependent pathway which leads to synaptic enhancement. A

possible mechanism proposed by Wickens (1990; Wickens & Kötter, 1995) is

the phosphorylation of DARPP-32 (dopamine and cAMP regulated phospho-

protein 32) which is regulated by DA acting through cAMP, and may mediate

specific interactions between DA and glutmate, acting through Ca++. In this

scheme, glutmate leads to increased Ca++ levels (through voltage dependent

channels), and activation of D1 receptors increases intracellular cAMP. This

activates a cAMP dependent protein kinase which brings about the phospho-

rylation of DARPP-32. When phosphorylated, DARPP-32 inhibits protein

phosphatase, which is known to reverse the effect of some protein kinases

thought to be important in calcium-activated synaptic modification, such as

calcium- and calmodulin-dependent kinase II. Thus the elevated Ca++ con-

centration in the spine functions as a “state of readiness” for enhancement

by DA.
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6.3 Two Roles Subserved by Two Dopamine

Receptors?

The two different, and sometimes contradicting roles of DA in motor acti-

vation and reward mediated learning, are maybe mediated through different

dopaminergic receptors (Wickens, 1990). In low concentrations DA agonists

have been shown to facilitate release from glutmatergic terminals in the stria-

tum, an overall excitatory effect which can be blocked by D2 antagonists. At

higher concentrations of DA, however, release from glutmatergic terminals is

inhibited, an effect which can be blocked by D1 antagonists. Different actions

of the two populations of receptors involved could explain this dual effect of

directly applied DA. Thus dopamine D1 receptors may mediate long-term

reward-related enhancement of corticostriatal synapses, while D2 receptors

on cholinergic terminals may mediate a short-term indirect inhibitory effects

of DA on striatal neurons (Wickens, 1990).

Motor activation effects of DA agonists have been reported to last for

several minutes. Some of the motor activating effects may be mediated by

the D2 inhibitory effect of DA on cholinergic activity in the striatum, as

anticholinergics also produce motor activation (although they do not produce

the full picture of DA motor activation). In particular, D2 agonists inhibit

acetylcholine release via a DA receptor localized on terminals of cholinergic

interneurons. Inhibition of striatal projection neurons due to D2 activation

would presumably affect those neurons which are part of the indirect pathway

more strongly(see figure 2), thus inhibiting the GPi/SNr, releasing inhibition

from the thalamus, and producing motor activation (Wickens, 1990).

In contrast, D1 selective DA agonists mimic the increased striatal outflow

brought about by apomorphine and L-Dopa. Thus the D1 receptors which

are located on the striatal projection neurons themselves, seem to be the ones

involved in increased striatal outflow. As these receptors affect mainly the

neurons belonging to the direct pathway, the overall effect is again one of dis-

inhibition of the thalamus. Nevertheless, to reproduce the full syndrome of

motor activation brought about by DA agonist drugs, both enhancement of

corticostriatal synapses (D1 effect), and a decrease in interneuron cholinergic
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activity (D2 effect) are required (Wickens, 1990). It should be noted, how-

ever, that in reward mediated learning, synaptic enhancement is contingent

upon reward being obtained, whereas in motor activation brought about by

DA agonists, the continued high level of DA enhance the involved synapses

indiscriminately, maybe resulting in the long-term inhibitory effects of high

concentrations of DA.

The location of the two kinds of DA receptors in the striatum is not

yet clear. There is a general consensus regarding the location of D1 re-

ceptors which are localized to intrinsic neurons of the striatum (Wickens,

1990). The situation regarding D2 receptors is not as clear: although there

is controversial evidence for a presynaptic location on the cortical afferents,

these receptors are assumed to be located presynaptically on the terminals

of intrinsic cholinergic interneurons (Wickens, 1990). Although the majority

of striatal projection neurons express only one of the DA receptors, there is

also a considerable synergistic effect of D1 and D2 receptors, which may mean

that either there is a subset of neurons which express both, or that there are

interactions between the axon collaterals of the two types of neurons (Gerfen,

1992).

7 Computational Models of the Basal

Ganglia

Several computational models of the basal ganglia have been proposed. These

models build on the basic features of the basal ganglia: the segregated loops

of processing, the specialization of striatal spiny neurons for cortical pat-

tern detection and the basic division of the striatum to patch and matrix

compartments (see Beiser, Hua, & Houk, 1997, for a short review).
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7.1 Models of the Striatum

7.1.1 Is the Striatum a Competitive Network?

Emphasis on mutual competition and pattern recognition features, have led

to the traditional computational view of the striatum as a competitive pat-

tern classification network (e.g. Miller & Wickens, 1991; Wickens & Kötter,

1995). Such models which rely heavily on winner-takes-all dynamics have

been challenged by Wilson, who claims that there is no evidence for a com-

petitive network structure in the striatum. A competitive “winner-takes-all”

network architecture requires that the neurons receive approximately the

same inputs (anatomically; physiologically they will have different synaptic

weights), and that they will compete amongst themselves for representation

of the input via inhibitory interconnections. The striatum does not fit into

this computational structure, as it is very sparsely connected, with each stri-

atal neuron receiving a unique set of cortical inputs not common to many (if

any) other striatal neurons (Kincaid, Zheng, & Wilson, 1998), and the lat-

eral inhibition between two striatal neurons presumably responsible for the

competition dynamics, is so weak that it is very difficult to demonstrate. In

particular, both direct depolarization and antedromic excitation of striatal

neurons do not elicit lateral inhibitory post-synaptic potentials, probably

due to a lack of GABA receptors in the local axon collaterals, which may

only operate through enkephalin, dynorphyn and substance P (Jaeger, Kita,

& Wilson, 1994). This suggests that the fast inhibition seen in the stria-

tum after afferent stimulation is not the result of lateral inhibition between

neighboring neurons, but likely arises from a feed-forward pathway through

a GABAergic interneuron (Wilson, Kita, & Kawaguchi, 1989).

7.1.2 Parallels Between the Striatum and the Cerebullum

A model of the striatum which does not rely on lateral inhibition is that

of Houk (1997; Houk & Wise, 1995). These authors stress the similarities

between the modular architecture of the basal ganglia and the cerebellum

and the similar organization of their connections to the prefrontal cortex,

and suggest that these similarities reflect similarities in information process-
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ing. Both structures have been traditionally assumed to play a role in motor

learning and control, but have recently also been implicated in cognitive

processing, suggesting that ideas from the role of the segregated loop orga-

nization in motor control and initiation of action, may also be extended to

cognitive processing and initiation of thought. Purkinje cells in the cerebel-

lum and spiny neurons in the striatum are specially suited for parallel search

pattern recognition as a result of: 1. the high convergence of diverse input

patterns on these neurons (200,000 parallel fibres on each Purkinje cell and

10,000 cortical afferents to each striatal spiny neuron, organized in a way

that maximizes the probability that each input configuration is different), 2.

the existence of a specific training signal for modifying their many synaptic

weights (through the climbing fibers in Purkinje cells and through the ni-

grostriatal DA input in the striatum), and 3. their sharp thresholds for state

transitions in membrane potential, which can create clean decision surfaces

for distinction between patterns.

Area 46 of the prefrontal cortex, a major candidate for the location of

working memory, receives prominent projections from both the cerebellum

and the basal ganglia. Houk thus hypothesizes that initiation of working

memory discharge in the frontal cortex is controlled by burst discharge in

striatal spiny neurons (analogous to the contribution of the basal ganglia to

the initiation of motor actions such as saccadic eye movements). He further

hypothesizes that spiny neurons, which are known to respond to sensory and

motor inputs in a context-dependent manner, are trained by the reward-

predicting DA input signal, to detect particular contextual events which are

important for planning and controlling movement, or for controlling thinking.

This hypothesis could explain the deficiency in initiation of movements and

thoughts in parkinsonian patients, which could be a result of an impaired

ability to recognize the relevant contexts for such initiation, as a result of

DA depletion (Houk, 1997).
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7.1.3 Cortical Assemblies and Learning in the Striatum

From a somewhat different persepective, Miller and Wickens (1991) hypoth-

esize a role for the basal-ganglia feedback to the cortex in establishment and

stabilisation of cortical cell assemblies. Cortical cell assemblies are a concept

originally postulated by Hebb, and consist of mutually excitable distributed

groups of neurons which supposedly serve to encode meaningful groupings

of information in a diffuse and redundant way. Cortical cell assemblies can

also serve as a working memory, and show anticipatory neural activity. The

formation of cortical assemblies is dependent upon positive feedback loops,

which eventually have a tendency to grow exponentially. As a result, there

is a need for a negative feedback which will stabilize these assemblies and

maintain a balance of their activity so as to prevent them from exploding

into maximal activity of their excitatory connections, and losing the speci-

ficity of their representation. Miller and Wickens postulate that the basal

ganglia provide such a mechanism that ensures overall stability of neural ac-

tivity levels. They postulate that each cortical cell assembly also includes

a small number of striatal cells, with winner-takes-all competition dynamics

between the striatal neurons ensuring that only one cell assembly will be

active at each time. In this way, the inhibitory effect on the cortical cell

assemblies is a result of the competitive inhibition within the striatum, such

that the striatal neurons which are active provide a positive feedback to their

assembly, while through the inhibition of their neighboring striatal neurons

they inhibit other competing cell assemblies.

On the other hand, Miller and Wickens argue that DA plays a role in

establishing these neural cell assemblies, through reward-mediated learning

when a sequence of events occurs in a regular predictable association. Miller

and Wickens portray a scheme in which DA serves to strengthen the cor-

ticostriatal connections which were active as a result of context/event E1,

which was reliably followed by a different context E2. As a result of the

strengthening of corticostriatal connections, the striatum reliably produces

activation of a different set of cortical cells, which through Hebbian plasticity,

become associated with the firing of the initial cortical neurons, thus forming
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an assembly which is quite independent of the striatal activity. This scheme,

however, requires that DA neurons be activated by significant, although mo-

tivationally neutral events, such that, as the authors assume, “the occurrence

of an event which can be predicted from a previous event is, in some sense,

rewarding”(p. 83). They argue that this could be achieved through the in-

fluence of the cortex on midbrain dopaminergic neurons either directly or

through the amygdala.

After a cell assembly which is relevant to context E1 will be strengthened,

and after it will precede event E2 many times (and thus precede the activity

of the E2 cortical assembly), through Hebbian learning, and assuming that

the striatal neurons participating in the E1 assembly also innervate some of

the E2 assembly cortical neurons, the E1 assembly will learn to activate the

E2 assembly even before E2 occurs, hence producing anticipatory cortical

activity. However, Miller and Wickens note that this does not provide a suf-

ficient explanation for anticipatory neural activity, which should also precede

E1 (or any self initiated action).

This elaborate model proposed by Miller and Wickens, is posed as an al-

ternative to the traditional S-R view of basal ganglia learning. However, their

model suffers from a number of flaws. First, their cortical regulation model

relies heavily on competitive dynamics in the striatum, an assumption which

has been challenged severely. They further propose that the competitive

dynamics between cortical cell assemblies rely on very few striatal neurons

which participate in each assembly, maybe even one cell. This is reminis-

cent of “grandmother cells” which are not a very favorable concept from the

practical aspect. The assumption that dopaminergic neurons fire not only in

response to unpredicted rewards, but also in response to the occurrence of a

predicted event, is supported by scanty evidence, if at all, as also noted by

the authors. Finally, their account of the production of a new response in

order to achieve a learned goal, which is the basis of their objection to the

traditional S-R framework, is incomplete and unconvincing.
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7.2 Actor-Critic Models of the Basal Ganglia

Several researchers find a strong resemblance between the architecture and

properties of the basal ganglia, and the computational framework of actor-

critic models (Barto, 1995; Houk, Adams, & Barto, 1995). Actor-critic mod-

els are a subset of computational models of reinforcement learning. In such

models, an actor sub-network learns to perform actions so as to maximize

the weighted sum of future rewards, which is computed at every timestep by

a critic sub-network (Barto, 1995). The critic is adaptive, in that it learns

to predict the weighted sum of future rewards based on the current sensory

input and the actor’s policy, by means of an iterative process in which it

compares its own predictions to the actual rewards obtained by the acting

agent. The learning rule used by the adaptive critic is the temporal difference

(TD) learning rule (Sutton, 1988) in which the error between two adjacent

predictions (the TD prediction error) is used to update the critic’s weights.

The analogy between the basal ganglia and actor-critic models builds on

the strong resemblance between DA activity (as described in section 6.2.1)

and the prediction-error signal in TD models (Sutton, 1988), and between

between DA-dependent long-term synaptic plasticity in the striatum (as de-

scribed in section 6.2) and learning guided by a prediction error signal in the

actor (Barto, 1995).

7.2.1 The Computational Actor-Critic Model

Barto (1995) puts forth an concise account of the actor-critic model. An

actor (a “controller” network) chooses actions to be performed by a system

embedded in an environment. The environment provides the system with

feedback signals, which can influence the actor’s choices. A critic network

observes the consequences of the actor’s behavior, and iteratively learns to

predict the consequences of different actions in different contexts. In most

artificial reinforcement learning systems, the critic’s output at any time is a

number scoring the previous action. This score is a measure of the weighted

sum of the expected future primary rewards, with the weights preferring

immediate rewards to more distant ones. This evaluative signal is fed into
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the actor, and used in subsequent choice making. This way, the actor learns

according to the tactical objective of maximizing the immediate evaluative

signal, which encompasses in it the strategic objective of maximizing a long-

term measure of rewards. The system as a whole performs actions and learns

to evaluate them simultaneously, in an iterative process in which the actor

constantly learns to better choose its actions based on the evaluation signal,

and in the same time the critic improves the accuracy of its evaluations,

based on the consequences of the chosen actions.

The difficulty in such a framework is in learning to predict the future

rewards from the information of the current timestep, without requiring an

infinite amount of storage. the solution to this problem, however, is quite

simple and is based on a consistency condition according to which, given the

correct predictions, the prediction in the current timestep should equal that

of the previous timestep less the currently obtained primary reward. The

error by which two adjacent predictions fail to satisfy this condition (i.e. the

difference between the current prediction and reward, and the previous pre-

diction), is the temporal difference error, which is used by the critic network

to update its weights. This TD-error based learning is in agreement with the

classical conditioning Rescorla-Wagner learning rule. Barto (1995) mentions

several guidelines for a neural implementation of such a learning architec-

ture: all the modifiable synapses need a local eligibility mechanism so as to

permit updating of the active synapses in subsequent timesteps; the actor

units should compete between themselves so that only one unit (action) wins

the competition; the modifiable synapses of the prediction unit must use a

two-factor learning rule, whereas those of the actor units must use a three-

factor learning rule, and finally, some mechanism is required to compute the

difference between subsequent predictions (“a kind of neural differentiator”

- p.229)
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7.2.2 Examining the Basal Ganglia through the Actor-Critic

Framework

In accordance with the basic assumption of this formal learning theory,

Waelti, Dickinson, and Schultz (2001) showed that learning in dopaminergic

neurons (as well as behavioral learning) occurred predominantly when DA

neurons registered a reward prediction error at the time of the reward. Using

the blocking paradigm they showed that when paired to a previously learned

stimulus which predicts the reward, the reward predicting nature of the new

stimulus is not learned by the dopaminergic neurons. It appears that learning

in DA neurons is indeed driven by the reward prediction error.

Houk et al. (1995) propose that the activity of DA plays the dual roles of

TD error and evaluation signal in a neural implementation of the actor-critic

architecture in the basal ganglia. The homogenous nature of the dopaminer-

gic response to unpredicted rewards and reward predicting stimuli (Schultz,

1998) can serve as a scalar evaluation signal to its targets in the striatum and

frontal cortex. Houk et al. introduce a neural model which addresses the two

problems of reinforcement learning: the spatial and temporal credit assign-

ment problems of providing the reinforcement signal to the right synapses at

the right time. The model stresses the inputs from the striatal striosome com-

partment to DA neurons, attempting to explain how such inputs can account

for the transition of the DA response to the earliest reward predicting stimu-

lus. The model is based on several anatomical and physiological features: 1.

The direct influence of the striosome neurons on the SNc and VTA which is

inhibitory, while the indirect influence through the STN has a net excitatory

effect. 2. The electrical properties and the anatomical connections of stri-

atal spiny neurons, as well as their involvement in reward-mediated learning,

which make them ideally suited for the recognition of complex patterns of

cortical afference. This specialization allows them to detect particular con-

texts which are valid predictors of reinforcement. 3. The reciprocal nature of

projections between clusters of striatal spiny neurons and DA neurons, which

is considered by Houk et al. a well-established aspect of striosomal neurons.

In addition to the striatal inputs to the DA neurons, Houk et al. hypoth-
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esize another DA afferent signalling the occurrence of primary reinforcement,

which may originate in the hypothalamus. Assuming that the striatal neu-

rons have already learned to fire a burst of discharge when the predicting

context occurs, and assuming that the striatal excitation of DA neurons pre-

cedes the inhibition, Houk et al. (1995) show that the resulting dopaminergic

firing pattern displays the observed shift backwards in DA response. They

note, however, that the model assumes a time course of inhibition which is

slower than that observed in electrophysiological experiments. This proposed

model of a striosome module fulfills the main functions of the adaptive critic

in the actor-critic architecture.

Similarly Montague and colleagues (Montague, Dayan, Person, & Se-

jnowski, 1995; Montague, Dayan, & Sejnowski, 1996; Schultz et al., 1997)

use fluctuations in DA activity (around a certain baseline activity) as both a

supervisory signal for synaptic weight changes and as a signal which directly

influences the choice of actions in models of bee foraging, rat navigation

and human choice-making. In this model, the weights between sensory in-

puts (which report the difference between the amount of a certain sensory

stimulus in the current and the previous timesteps) and the error prediction

neuron, are updated only when a prediction error occurs. Thus the weights

change until the sensory stimuli fully predict the rewards. Using this simple

learning network combined with a very simple probabilistic action function

which is dependent on the small DA fluctuations, Montague et al. (1995)

simulate the foraging behavior of a bumblebee with close resemblence to the

behavior of real bumblebees foraging for nectar.

In order to further model the precise timing information which is repre-

sented in the dopaminergic reward prediction signal, Montague et al. (1996;

Schultz et al., 1997) use a complete serial-compound-stimulus representation

in which the time interval between the stimulus and the reward is divided

into timesteps, and an input component (and adjustable synaptic weight)

is dedicated to each timestep. The learning in the model is Hebbian-like,

and the authors show that the resulting behavior of the model dopaminergic

neuron is remarkably similar to the activation patterns recorded from DA

neurons in the midbrain.
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8 Summary: Reinforcement Learning

and the Basal Ganglia

The basal ganglia are a very intricate and complex structure, with wide

variations in neuronal types and properties, and vast and diverse connectiv-

ity within the different substructures and to other regions of the brain. The

classical feedforward processing models of the basal ganglia have indeed been

shown to be simplistic, but still may correctly capture some of the essence

of the information processing which takes place in the basal ganglia. More

elaborate computational models and formal learning theory have consider-

ably advanced our understanding of basal ganglia functioning, illustrating

again the beneficial interplay between computational modelling and rigorous

experimental research. Especially in light of the complexity of the under-

lying structure and mechanisms, it is extremely important that the theory

drive the experiments, and the experimental data drive the models in order

to improve the theory.

Nevertheless, the research into the computational role of the striatum also

reminds us to treat the computational paradigms with caution, and not fall

into the trap of only finding what we are looking for, in order to corroborate

a well understood computational model. This point is illustrated nicely by

the classical view of the striatum as a competitive winner-takes-all network,

which, if not only for its simplistic beauty and elegance, was dominant for

several years, but has lately been challenged severley by experimental data.

This should also be taken into account when viewing the models of reinforce-

ment learning in the basal ganglia. Although a very capturing concept, the

basal ganglia may not fit entirely into the actor-critic framework, and care

should be taken not to force-fit the data to the models.

The most promising analogy is between the dopaminergic neural activity

and the formal notion of a temporal difference reward prediction error. The

similarity between the formal concept and the experimental data here is truly

intriguing, and should be explored in further research. The question of how

the basal ganglia generate the characteristic pattern of dopaminergic activity

has yet to be fully answered. The fact that very simple models such as
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that of Montague et al. (1995) can capture the essence of the dopaminergic

response seems to imply that the neuronal mechanism responsible for the

dopaminergic signal need not be very elaborate, and can rest on a relatively

simple and robust architecture. Nevertheless, finding the neural correlates to

the abstract computational notions is not straightforward. For instance, it

is still not clear where the “neural differentiator” described by Barto (1995)

and used in all the adaptive critic models, resides.

Other issues such as the interplay between the novelty response of dopamin-

ergic neurons and reinforcement learning have not been tackled at all. The

fact that the robust widespread dopaminergic signal conveys information

about rewarding stimuli and novel unrewarding stimuli alike, may prove to

be very important to the process of reinforcement learning. The nature of

such an interaction may be quite difficult to assess, as is the nature of the

interaction between the two roles of dopamine. Indeed the prediction error

signal in the formal actor critic model serves the dual role of influencing

action selection as well as learning, but the fact that these two aspects of

dopaminergic information processing are almost inseperable experimentally

deems the full elucidation of the role of dopamine in the basal ganglia cir-

cuitry a formidable task.

In this work I have only very briefly touched upon the issues of how an

organism learns via reinforcement learning, and how is this process connected

to the neural substrates in the basal ganglia. Reinforcement learning is such

a fundamental learning process, that understanding the mechanisms involved

in this process can considerably advance our understanding of brain function-

ing. As this learning process is so widely used, I would assume that not only

one brain area is specialized for reinforcement learning, and furthermore, I

would expect the underlying architecture and principles to be realtively sim-

ple and robust. Thus, to my opinion, it should prove very worthwhile to

further investigate and exploit the similarities between learning in the basal

ganglia and learning in other structures such as the cerebellum, and even the

cortex.
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