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Cocaine addiction is characterized by apparently compulsive drug 
use despite adverse consequences1; this addiction persists in part 
because of poor judgment and maladaptive decisions that those who 
are addicted make in their daily lives. The goal of decision-making 
is to choose the optimal course of action from potential options. To 
accomplish this, humans and nonhumans must constantly update 
and integrate information about the value of current and potential 
actions and future states in reference to current needs. In many psy-
chiatric disorders, including drug addiction, this complex process 
is disrupted. In particular, according to the American Psychiatric 
Association’s Diagnostic and Statistical Manual of Mental Disorders 
(DSM-IV-TR) or the World Health Organization’s International 
Classification of Diseases (ICD-10), the criteria for substance depend-
ence include several direct and indirect references to impaired deci-
sion-making. For example, these criteria include pursuing drug use 
at the cost of other important and valued life activities, an inability to 
control or cut down drug use despite an explicit desire to do so and 
using larger amounts of drugs or using them over a longer period 
than intended. These criteria suggest that those who are addicted 
lose control over drug use because they are unable to incorporate 
the negative health and social consequences of drug-seeking and 
drug-taking into their decision-making.

Consistent with this idea, over the last decade several theories 
have attempted to explain drug addiction as a failure of the biological 
decision-making system (see Box 1). Although each theory high-
lights different aspects of drug addiction and different alterations 
that may contribute to altered decision-making, a common theme 
running through these theories is that abnormal decision-making 
reflects changes in function of or interaction between two decision- 
making systems: a flexible planning or cognitive control system, 
usually associated with prefrontal cortical regions, and a rigid  

habit system, often associated with subcortical regions including, in  
particular, parts of the basal ganglia and amygdala2.

According to parallel computational and learning theory accounts3, 
these two systems are distinguished by the type and complexity of 
their underlying associative representations. The flexible planning 
model-based system (see Box 2 for glossary of specialized terms shown 
in italics throughout) relies on an associative model of the world 
to make decisions. This model consists of states that represent the  
critical cues and outcomes available in an environment and transi-
tion functions that contain knowledge about which actions lead from 
state to state. To make decisions, the system can use this model to 
mentally simulate sequences of candidate actions and their conse-
quences and thereby derive the expected future outcomes, and thus 
the subjective values, of available actions. As actions are executed, 
the expected immediate consequences (ensuing states and rewards) 
can be compared to actual consequences to continuously update the 
model. The advantage of this model-based system is that it is up to 
date and flexible, taking into account at each point in time all avail-
able information; because its value judgments are based on a model of 
how the world is put together, it can (i) integrate predicted outcomes 
across potential future states and actions and (ii) adapt to new infor-
mation such as changes in the reward value of predicted outcomes, 
without having to experience the changed outcomes in the context 
of the decision at hand.

By contrast, the more rigid model-free habit system relies on stored 
or cached values associated with each mental representation or ‘state’ 
of the environment (see Box 2 for more detailed definition). These 
values accumulate over time through repeated experience of the con-
sequences of cues and actions. This model-free system is quicker to 
make decisions, as it does not require planning or mental simula-
tion. However, its decisions are more stimulus bound and do not 
reflect knowledge about changes in future consequences or out-
comes until these have been repeatedly experienced in the specific 
decision-making context. Although originally viewed as operating 
independently, new evidence suggests that these two systems interact 
in determining behavior and also in facilitating learning, through 
their impact on prediction error signaling mechanisms4.

Here, we build on these ideas to suggest that in cocaine addic-
tion the mechanisms used to access model-based representations to 
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Cocaine addiction is characterized by poor judgment and maladaptive decision-making. Here we review evidence implicating the 
orbitofrontal cortex in such behavior. This evidence suggests that cocaine-induced changes in orbitofrontal cortex disrupt the 
representation of states and transition functions that form the basis of flexible and adaptive ‘model-based’ behavioral control.  
By impairing this function, cocaine exposure leads to an overemphasis on less flexible, maladaptive ‘model-free’ control systems.  
We propose that such an effect accounts for the complex pattern of maladaptive behaviors associated with cocaine addiction.
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generate representations of the specific consequences of an act often 
fail. The effect of this failure is evident in the inability of humans who 
are cocaine-addicted and cocaine-experienced rats and monkeys to 
make adaptive decisions in the present, and their corresponding dif-
ficulty in learning from unexpected or changing outcomes to improve 
decision-making in the future. We propose that this failure results, 
in part, from long-lasting cocaine-induced neuroadaptations in the 
orbitofrontal cortex (OFC) and other interconnected brain regions 
that prevent these areas from using model-based representations to 
derive accurate predictions about expected outcomes. To support 
our specific proposal, we primarily discuss human and nonhuman 
studies on the effect of cocaine exposure on OFC neurons and OFC-
controlled behavior, but when appropriate we also include other 
psychostimulants (see Supplementary Note for consideration of the 
effects of other drugs of abuse on OFC function).

The OFC is critical for using model-based information
According to theoretical accounts, decisions are based on predictions 
of the value or utility of outcomes expected to result from a potential 
action. Besides guiding decision-making directly, information about 
expected outcomes can also be compared to actual outcomes to facili-
tate learning in a changing or uncertain environment. In this section, 
we review data from our own and others’ studies that consistently 
demonstrate the involvement of the OFC in both of these functions, 
particularly when expected value must be derived from a model-based 
representation of the structure of a particular task or environment.

Nonhuman and human studies demonstrate that neurons in the 
OFC represent primary reinforcers and distinguish between rewarding 
and punishing outcomes5–7. These neurons encode details concerning 
the sensory properties of rewards, such as visual, olfactory and gusta-
tory aspects8, and the size or timing of past or future rewards9–11, as 
well as the magnitude of more abstract rewards and penalties such as 

money12,13. Notably, OFC neurons are also activated in the anticipa-
tion of the receipt of such outcomes in the near future14–17; this neural 
activity seems to reflect the distinctive value of specific outcomes that 
are expected. For example, anticipatory neural activity in OFC cor-
responds to the preference for the particular reward relative to others 
available, reflecting the animal’s motivational state15, and activity in 
OFC changes when the value of an outcome is reduced by satiety18. 
Similar results have been obtained in human functional magnetic 
resonance imaging studies, where blood oxygen level–dependent 
(BOLD) activity in OFC has been shown to be correlated with changes 
in the value of expected outcomes19,20 (Fig. 1a). Such correlates of 
flexible, motivation-dependent evaluations are difficult to explain as 
reflecting cached value and instead are thought to require access to 
model-based representations of specific outcomes of actions3.

Evidence that these neural firing patterns do guide behavior comes 
from experiments in which decisions are especially dependent on 
momentary information regarding outcome predictions, such as 
Pavlovian reinforcer devaluation. In this procedure, a neutral cue 
is paired with the delivery of an appetitive food outcome (reward), 
resulting in the formation of associations between the cue and the 
sensory and motivational representation of the outcome in hungry 
rats. Subsequently, in a probe test after the food outcome is devalued 
(by pairing the reward with lithium chloride, which induces nausea 
and aversion to the food, or by giving free access to the food to induce 
satiation), the conditioned response to the reward-predicting cue is 
decreased. This decrease is observed on the first trial of the probe test 
and occurs even though the devalued food is never experienced in 
conjunction with the cue; thus, the decrease cannot be based on new 
learning about the value of the cue through experience. Rather, the 
new value must be computed by integrating two previously learned 
pieces of information; namely, that the outcome follows the cue and 
that this outcome has a new value. Animals with OFC lesions fail to 

Box 1  Related addiction theories 

Several important theories have previously been advanced to explain decision-making deficits in addiction. These hypotheses can be grouped into 
two main classes. The first class proposes that a drug-induced deficit in prefrontal cortical function results in a loss of control over behavior. Jentsch 
and Taylor showed that primates chronically exposed to cocaine are impaired in inhibiting responding to conditioned and unconditioned stimuli, and 
they proposed that these effects could contribute to addiction45. Related ideas and experimental evidence have been advanced by Everitt et al.98, 
Bechara99 and Volkow and colleagues46. A large body of evidence supports the notion that chronic exposure to addictive drugs, particularly psycho
stimulants, can cause hypofunction in prefrontal cortical areas and concomitant cognitive dysfunctions (see main text). Many have made the argu-
ment that these cognitive dysfunctions could contribute to addiction, although direct evidence of this link is not often shown. Volkow has specifically 
implicated the OFC in these effects46, and Damasio and Bechara have suggested that an OFC-linked deficit in predicting future outcomes could explain 
some aspects of addiction99. The hypothesis described herein builds on these ideas and advance them in two important ways: first, our hypothesis links 
drug-induced cognitive dysfunction to specific neurophysiological changes in OFC observed during performance in OFC-mediated tasks, and second,  
it links these changes to an understanding of the specific informational contributions made by OFC to both decision-making and learning in well  
controlled cognitive tasks. Thus, our hypothesis attempts to go beyond a phenomenological description of the effects of cocaine exposure on  
cognition—namely, a loss of inhibitory control or an inability to make good decisions—and instead suggests the underlying reasons, at the level of  
information processing, for these effects. By formulating the hypothesis in terms of the underlying functions that are affected, further predictions  
about the cognitive effects of chronic psychostimulant exposure can be made, allowing rigorous testing of the hypothesis.
The second class of related theories, which are not exclusive of prefrontal dysfunction theories, includes those that postulate a drug-induced shift  
from goal-directed behavior based on action-outcome associations to habitual behavior based on stimulus-response (S-R) associations. Both  
Robbins and Everitt100 and Jentsch and Taylor45 have suggested that such a shift could explain the loss of control over drug-seeking behavior that is seen  
in addiction. Some evidence supports the idea that psychostimulant exposure can result in strong S-R associations and a reduction in the efficacy of 
goal-directed mechanisms in controlling behavior. The hypothesis herein is closely related to these previous hypotheses, with two important distinctions.  
Whereas Robbins and Everitt100 have pointed to a shift from frontal to striatal or ventral striatal to dorsal striatal control in models of addiction, 
here we suggest that specific drug-induced changes to OFC information processing can also contribute to the observed shift in the basis of behavior. 
Furthermore, on the basis of experimental evidence, we suggest that these changes in OFC could also result in impairments in model-based learning 
and decision-making processes. Second, we attempt here to understand this shift by using the computational distinction, first advanced by machine 
learning theorists, between model-based and model-free behavioral control (see Box 2 and the main text for a definition of these terms and how they 
relate to learning-theory terms). By drawing on these computational approaches, we argue that a more complete understanding of the many behavioral 
and learning changes seen in cocaine addiction can be achieved. In addition, these computational tools allow predictions about the microstructure of 
behavior or neural activity (that is, trial-by-trial variations) to be made, again permitting more rigorous testing of the specific hypothesis at issue.
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Box 2  Glossary of terms 

Pavlovian reinforcer devaluation. A procedure in which the conditioned response to a cue is tested after the unconditional stimulus (for example,  
food) is separately devalued by motivational (for example, inducing satiation with prefeeding) or associative (for example, pairing the food reward  
with LiCl-induced illness) manipulations. The normal consequences of such manipulations are a decrease in the conditioned responding to the cue 
previously paired with the reward.

Pavlovian-to-instrumental transfer. Refers to the ability of a Pavlovian conditioned stimulus to influence instrumental (operant) responding (for exam-
ple, lever pressing). During training, the subject learns to press a lever for a reward (for example, food) and also learns in different sessions a Pavlovian 
association between the conditioned stimulus and the reward. Subsequently, lever-pressing is assessed in extinction tests in the presence or absence 
of the Pavlovian conditioned stimulus; the conditioned stimulus is presented noncontingently during testing. Altered responding in the presence of the 
conditioned stimulus is referred to as Pavlovian-to-instrumental transfer and is thought to reflect the general motivating effect of the Pavlovian cue.

Conditioned reinforcement. A process in which a previously neutral stimulus (a tone or light), which has acquired reinforcing effects through its 
previous association with a primary or unconditioned reinforcer or reward (for example, food or drug), is used to support the acquisition of a new instru-
mental response. In a typical experiment, a Pavlovian stimulus is paired with an appetitive unconditional stimulus (for example, food). After acquisi-
tion, the subjects are given a test session in which a new instrumental response results in the presentation of the conditioned stimulus.

Second-order conditioning. A Pavlovian conditioning procedure in which a neutral stimulus is paired with a second conditioned stimulus that has 
been previously paired with an unconditional stimulus and can thus support new conditioning. For example, a tone is paired with food and then a new 
cue (a light) is paired with the tone. The light will produce a conditioned response even if it was never paired directly with the food.

Delay discounting. The decrease in subjective reward value as a function of the increasing delay of the reward. This subjective discounting is  
demonstrated empirically by the willingness of subjects to accept a small reward immediately in lieu of a large reward after a delay.

Reversal learning. Any task in which subjects first learn to discriminate among different cues associated with different probabilities of reward and 
punishment, and then the cue-outcome (reward) associations are reversed.

Pavlovian overexpectation. A Pavlovian conditioning procedure in which two conditioned stimuli are first separately paired with the same uncondi-
tioned stimulus (for example, food) and then the cues are combined (in a compound cue) and paired with the same unconditioned stimulus. After such  
training, the subjects are given a test session in which cues are presented alone, without the unconditioned stimulus; subjects typically show a  
reduction in conditioned responding to the previously compounded cues, as soon as the first test trial. This decline in responding is thought to reflect 
a decrease in the cues’ associative strength during the compound phase, owing to the fact that during this stage the two cues together overpredict the 
unconditional stimulus, resulting in a negative prediction error that drives learning and hence reduction in cues’ associative strength.

Unblocking. A Pavlovian conditioning procedure in which a neutral stimulus is first paired with an unconditional stimulus (for example, two food  
pellets). In a second stage, a second stimulus is added to the first (forming a compound cue). Normally this would cause ‘blocking’; that is, there 
would be no extra learning to the second stimulus as the first stimulus already fully predicts the availability of the unconditional stimulus. However,  
if the unconditional stimulus is also altered in amount (for example, one food pellet) or quality (for example, two sucrose pellets), learning is unblocked 
and the second stimulus is also learned (because it becomes an effective reward predictor) and becomes an effective conditioned stimulus.  
Conditioning is usually demonstrated by measuring the conditioned response to each conditioned stimulus alone in a subsequent test phase.

Prediction error. The discrepancy between an actual and predicted outcome. According to learning theories, the prediction error constitutes a teach-
ing signal for learning correct predictions.

Model-free learning and cached values. A set of reinforcement learning methods that use prediction errors to estimate and store scalar cue or action 
values from experience. These stored (‘cached’) values indicate the predicted total future reward if an action or cue are pursued, and they are used  
to bias choices of actions in order to gain maximal rewards. This decision strategy is simple but inflexible: the values are simply scalar numbers,  
separated from the identity of the expected future outcomes themselves or the specific events that will ensue en route to obtaining the outcomes.  
In particular, this means that cached values do not immediately change if the outcomes are revalued or new knowledge about sequences of likely 
events is acquired. Instead, such a change requires repeated experience and learning of new cached values by means of prediction errors, the differ-
ences between the cached value and the actual experienced value. As a result of this inflexibility, it has been postulated that decision-making using 
cached values underlies habitual behavior.

Model-based learning. A set of reinforcement learning methods in which an internal model of the environment is learned and used to evaluate avail-
able actions or cues on the basis of their potential outcomes. In these methods, values are not learned incrementally through prediction errors and 
stored for future use, but rather are computed ‘on the fly’ when needed, by mental simulation of sequences of events and outcomes using the internal 
world model. All that is required is a world model that includes predictions about the immediate consequences of each action or state in a sequence.  
This approach to action selection is computationally expensive owing to the need to mentally simulate and ‘test’ alternative courses of action, but it 
allows one to flexibly adapt behavior in a changing environment, and specifically, to adapt immediately to changes in the current value of the outcome. 
As goal-directed behavior is defined as a behavior that changes flexibly according to new knowledge about outcomes and event sequences, it has been 
suggested that this type of behavior must rely on model-based learning and decision mechanisms.

Habitual behavior. Instrumental behavior that persists despite alterations in the value or utility of its outcomes. Classic examples include a person  
driving to his old address even after he has moved, or a rat continuing to press a lever that has previously led to food that is no longer desirable.  
In practice, conditions such as extensive training or certain brain manipulations can cause behavior to become habitual. Owing to its inflexible nature 
(by definition), habitual behavior has been suggested to result from decision-making based on cached values. Note that habitual behavior describes 
behavior at the phenomenological level, in contrast to model-free learning, which describes the computational processes underlying learning and 
action selection that may explain habitual behavior (see above). (While habitual and goal-directed behaviors are most commonly used now to refer to 
instrumental, not Pavlovian, responses, the computational distinction between inflexible, cached value–based and flexible, world model–based behavior 
is more far-reaching and can readily encompass Pavlovian responses.)

Goal-directed behavior. Instrumental responding that is sensitive both to the contingencies between responses and outcomes and to the current  
desirability of these outcomes. As such, the hallmark of goal-directed behavior is its immediate flexibility in the face of changes in outcome availability  
or current value. As goal-directed responding is expected to adapt to new information immediately even if this information is acquired in a different  
context, it has been suggested that such behavior must rely on model-based representations and on flexible, online, mental simulation–based  
evaluations of actions. The term goal-directed behavior describes behavior at the phenomenological level, in contrast to model-based learning,  
which describes the computational processes that may explain goal-directed behavior.
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show any effect of devaluation on cue-evoked conditioned responses  
in this procedure, despite normal conditioning and devaluation of 
the food outcome21,22. That is, OFC-lesioned animals will continue 
responding in anticipation of a devalued outcome, despite behavior 
indicating that the outcome is no longer desirable (Fig. 1b,c). Notably, 
OFC is particularly critical in the final test phase, in which previously 
acquired information about the association between the cue and the 
food and between the food and illness or satiety must be integrated 
to guide the response23. These data provide convincing evidence that 
OFC is fundamental for using information about expected outcomes 
to guide behavior when such information must be derived from the 
causal structure of the environment.

Other examples that support the role of the OFC for guiding behavior  
on the basis of specific information about expected outcomes (and not 

merely the cached value of these outcomes) come from Pavlovian-to-
instrumental transfer24, conditioned reinforcement25,26, second-order 
conditioning27, delay discounting28,29 and even procedures that require 
counterfactual reasoning30. Each of these tasks requires subjects 
to access a model-based representation of the task to calculate the  
current value of a particular outcome that can be expected.

In addition to guiding behavior on the basis of information about 
expected appetitive or aversive outcomes, the OFC also influences 
learning in response to changes in these outcomes. Historically this has 
been most apparent in reversal learning tasks. In these tasks, subjects 
learn to associate different cues (typically two) with different prob-
abilities of reward and punishment; after learning, the cue-outcome 
associations are reversed such that each cue now predicts the other 
outcome. Many studies in rats, mice, primates and humans have impli-
cated the OFC in reversal learning (see ref. 31 for review) (Fig. 2).

However, reversal impairments are difficult to interpret. The tasks 
are typically complex and potentially confound impaired learning 
(that is, the acquisition of the new information or extinction of the 
old) and performance (that is, the use of the new information). We 
have recently used a Pavlovian overexpectation task32 to provide a 
more direct test of whether outcome expectancies signaled by OFC 
contribute directly to learning. In the first stage of this experiment, 
several cues are separately paired with reward (typically food). In the 
second stage, two of these cues are presented together as a compound 
cue, followed by the same reward. This is the ‘overexpectation’ stage in 
which the animal presumably expects not just one but two rewards to 
follow the compound cue, and must adjust its predictions in light of 
the delivery of only one reward. In a subsequent probe test in which 
each cue is presented alone (in extinction), subjects show reduced 
conditioned responding to the previously compounded cues. Bilateral 
inactivation of OFC in rats during the compound training phase pre-
vents this normal reduction in conditioned response, suggesting that 
OFC is essential for learning from the mismatch of expected and 
obtained outcomes33. Notably, we are not suggesting that this is an 
additional function of OFC; rather, the same information that OFC 
provides to guide behavior after devaluation may be used by down-
stream areas to generate prediction errors to facilitate learning in 
overexpectation. Consistent with this idea, summation—the increased 
response in the compound phase, demonstrating that the rat com-
bines the predictive value of the two cues—is also absent if the OFC 
is inactivated33. Indeed, the value judgment required for summation 
is conceptually similar to that underlying devaluation effects in that 
it requires the animal to integrate existing representations to derive 

Figure 1  The role of orbitofrontal cortex in changing conditioned responding 
as a result of reinforcer devaluation. (a) Changes in BOLD signal in human 
orbitofrontal cortex after reinforcer devaluation. Subjects were scanned 
during presentation of odors of different foods. Subsequently, one food was 
devalued by overfeeding and then subjects were rescanned. Subjective 
appetitive ratings of the odor (top) and BOLD response to the odor-predicting 
cue in orbitofrontal cortex (bottom) decline for satiated but not nonsatiated 
foods. (b) Changes in Pavlovian conditioned responding in sham and  
OFC-lesioned rats after reinforcer devaluation. Rats were trained to associate 
a light cue with food. Subsequently, the food was devalued by pairing it 
with LiCl-induced illness and response to the cue was assessed in a final 
probe session. Rats with OFC lesions fail to show any effect of devaluation 
on conditioned responding (percentage of time in food cup), despite 
normal conditioning and devaluation of the food reward. (c) Changes in 
discriminative responding in sham and orbitofrontal-lesioned monkeys after 
reinforcer devaluation. Monkeys were trained to associate different objects 
with different food rewards. Subsequently, one food was devalued by overfeeding and then discrimination performance was assessed in a probe test.  
The figure illustrates a difference score comparing post- and pre-satiation bias; OFC-lesioned monkeys fail to bias their choices away from objects associated 
with the satiated food. *P < 0.05; **P < 0.01. Adapted from refs. 20–22.
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a novel value prediction. In both cases, this new value has not been 
experienced directly as a consequence of the cue, and thus it cannot 
be reflected in cached or stored cue values.

By contrast, OFC inactivation in these same rats has no effect on 
extinction learning when reward is simply omitted34. Such extinction 
does not require summation of expectancies across cues, or other 
‘online’ value calculations, and thus can be accomplished by rely-
ing only on cached values of the individual cues. Data such as these 
suggest that OFC will be involved in learning when it is necessary to 
resort to model-based representations to recognize prediction errors. 
This idea is consistent with our recent results that OFC is necessary 
for unblocking of learning, but only when unblocking is driven by a 
change in outcome identity (for example, banana pellets to grape), 
not when it is driven by a change in value (for example, two banana 
pellets to three banana pellets)35.

The idea that OFC is critical to learning owing to a role in signal-
ing model-based information relevant to the derivation of the values 
of expected outcomes may also account for recent evidence from 
probabilistic reversal learning tasks, suggesting that OFC-dependent 
deficits reflect an inability to accurately assign credit for errors36–38. 
In two of these studies36,37, a detailed analysis of the choice pattern 
showed that although monkeys with lateral OFC lesions still recognize 
positive and negative errors in reward prediction and adjust behavior 
according to these, the monkeys are unable to constrain the spread 
of effect of the errors to the chosen cues alone, but rather overgen-
eralize to the most commonly chosen cues. This result shows that 
OFC lesions leave intact some prediction error signaling but that the 
residual capacity is not well constrained by information about what 
actions were recently taken or, in our terminology, is not applied only 
to the relevant action-outcome contingency. Information about the 
contingencies between specific actions and outcomes is inherently 
part of a model-based system.

The data described above support the notion that OFC functions 
to guide behavior that is based on the value of an expected reward or 
punishment, and in addition contributes to learning when expected 
outcomes change. In each case, the role of OFC seems to be most 
critical when judgments about expected outcomes and their value 
must be derived from model-based information. Below we discuss 
the implications of this idea to understanding the significance of 
structural and functional changes to the OFC that are associated with 
cocaine addiction.

Cocaine is associated with OFC dysfunction
Results from many neuropharmacological studies in animal models 
indicate that neuronal activity in the mesocorticolimbic dopamine 
system (which comprises cell bodies in the ventral tegmental area that 
project to several brain areas, including the medial and orbital pre-
frontal cortex, nucleus accumbens and amygdala) underlies cocaine- 
seeking behaviors39. On the basis of these studies, an influential  
hypothesis is that cocaine addiction is due to cocaine-induced neuro
adaptations in these circuits40–43. These neuroadaptations have been 
hypothesized to cause hypersensitivity to cocaine-associated cues44, 
impulsive decision-making45,46, abnormal habit-like behaviors47,48 
and persistent relapse vulnerability49. Over the last decade, inves-
tigators have demonstrated causal roles of specific cocaine-induced 
neuroadaptations in cocaine reward50, escalation of cocaine intake51 
and relapse to cocaine seeking52. In contrast, evidence linking spe-
cific cocaine-induced brain neuroadaptations with an inability to use 
information about consequences or long-term outcomes to control 
cocaine use—a core feature of addiction—has been slower to develop. 
Here, we argue that this core feature of addiction is due, in part, to 

cocaine-induced neuroadaptations in OFC at the molecular, struc-
tural, functional and circuit organizational levels.

At the structural level, several studies have reported a decrease 
in gray matter concentration in the OFC of cocaine53–55 and meth
amphetamine56 users. Gray matter volume reduction in OFC of cocaine  
users has been correlated with greater duration of cocaine dependence 
and greater compulsivity of drug use, as assessed with the Obsessive 
Compulsive Drug Use Scale (OCDUS)55. The OCDUS measures 
general craving and motivational drive to use drugs, suggesting that 
drug-induced adaptations in the OFC may also underlie the increase 
of the motivational effects of drugs and drug-related cues over time. 
In addition, structural abnormalities in frontal white matter have been 
found, including decreases in frontal white matter integrity among 
psychostimulant users57–59.

This drug-associated reorganization has also been identified using 
functional neuroimaging. Studies have shown a general decrease in 
glucose metabolism, which is considered a marker of neuronal func-
tion, throughout the brain of psychostimulant users. This reduction 
is particularly apparent in the frontal cortex during acute cocaine 
use60,61. During early periods of drug abstinence, circuits including 
the OFC are hypermetabolic. This hypermetabolism is correlated with 
the intensity of spontaneous craving62. In contrast, during protracted 
withdrawal, the OFC is hypoactive in cocaine63,64 and methampheta-
mine65,66 users. Moreover, in cocaine and methamphetamine users, 
the degree of this hypometabolism has been shown to correlate with 
decreased dopamine D2 receptors in striatum67.

The results from these human studies indicate that OFC structure 
and activity are altered in cocaine and methamphetamine users, but 
these data cannot distinguish whether changes in OFC function are 
induced by psychostimulant use (or even exposure) or represent a pre-
existing condition. This issue has been addressed in studies using ani-
mal models. For example, a focal structural analysis of the dendritic 
morphology in OFC and medial prefrontal cortex (mPFC) in rats 
revealed a profound effect of psychostimulants on the spine density in 
these areas after prolonged withdrawal from noncontingent or contin-
gent drug exposure68. Interestingly, chronic amphetamine or cocaine 
exposure increases dendritic length and spine density in mPFC (and 
nucleus accumbens) but decreases these measures in OFC69. Chronic 
exposure of rats to cocaine has also been shown to result in accumula-
tion of the transcription factor ∆FosB in both mPFC and orbitofrontal 
regions after 18 to 24 h of withdrawal from the drug70.

Overall, these data suggest that the OFC is one important sub-
strate for rapidly emerging and enduring alterations resulting from 
psychostimulant exposure. However, these results do not address 
the underlying relevance of the psychostimulant-induced changes 
to behaviors that are relevant to addiction. Given the large number 
of degrees of freedom available in any study of the effects of drugs 
on molecular or other markers across an entire neural circuit, it is 
critical that a drug-induced change be linked to behavior. According 
to our present understanding of OFC function, such alterations in 
OFC could cause long-lasting impairments to the ability of OFC to 
support outcome-guided decision-making, as well as learning that 
results from comparing expected outcome to actual outcomes. In the 
next section, we review behavioral and neurophysiological data that 
directly support this hypothesis.

Cocaine alters OFC-dependent behavior and underlying 
neurophysiology
A growing number of studies demonstrate that reversal learning is 
impaired after psychostimulant exposure (Table 1). Jentsch, Taylor 
and colleagues71 were the first to demonstrate this effect. Monkeys 

np
g

©
 2

01
2 

N
at

ur
e 

A
m

er
ic

a,
 In

c.
 A

ll 
rig

ht
s 

re
se

rv
ed

.



nature neuroscience  VOLUME 15 | NUMBER 3 | MARCH 2012	 363

r e v i e w

were given experimenter-administered cocaine for 14 days (2 or 4 mg 
per kilogram body weight per day, intraperitoneally) and then tested 
in an object discrimination and reversal task, 9 and 30 days after 
withdrawal from cocaine. These monkeys acquire the discrimina-
tions normally but make many more errors than controls in acquiring 
the reversal learning task (Fig. 3a). The same results were obtained 
in monkeys allowed to self-administer cocaine 4 days per week for  
9 months and tested in a reversal task after a 72-hour withdrawal 
period on a weekly basis72.

This basic finding has since been replicated in rats, mice and 
humans. We have found similar deficits in rats tested on an odor 
discrimination reversal task after withdrawal from either noncontin-
gent or self-administered cocaine73,74 (Fig. 3b). Other studies have 
found deficits after cocaine exposure in mice trained on an instru-
mental reversal learning task and after methamphetamine exposure 
in rats trained on a visual discrimination task75,76. These findings 
have been extended to human cocaine or polydrug users tested on a 
probabilistic reversal learning task77,78 (Fig. 3c). Additionally, sub-
jects addicted to methamphetamine79,80 show impaired performance 
on the Iowa Gambling Task, a task in which correct choices of cards 
necessitates reversal of previously learned associations between card 
decks and rewards, consistent with reversal learning deficits. Thus, 
whereas exposure to psychostimulants does not impair basic learning 
abilities, it does seem to cause a specific deficit in the ability to adjust 
behavior in response to changes in established associations. This pat-
tern of results closely mirrors that seen with OFC lesions or inactiva-
tion. Notably, in animal models, these deficits typically persist for 
weeks and even months after the last drug exposure and are therefore 
appropriately positioned for a critical role in drug relapse and other 
long-term behavioral issues that define drug addiction.

Besides reversal learning, a striking parallel exists in several other 
procedures between the behavioral effects of OFC lesions or inactiva-
tion and the long-lasting effects of chronic psychostimulant exposure. 
For example, cocaine-experienced rats show a deficit identical to that 
seen in OFC-lesioned rats in the Pavlovian reinforcer devaluation task 
described earlier (Fig. 4). These rats show normal conditioning and 
taste aversion learning, and they also extinguish conditioned responding 
normally in the absence of the food reward; however, they fail to change 
their conditioned responding in response to devaluation of the food. 
Similarly, amphetamine-sensitized rats show no devaluation effect in 
an instrumental reinforcer devaluation task81. Although instrumental 
devaluation deficits may be linked to striatal or medial prefrontal dys-
function, dorsal striatal regions implicated in this effect receive strong 
input from orbitofrontal areas82, and normal performance in this setting 
has recently been shown to be affected by OFC lesions (C.M. Gremel &  

R.M. Costa, Soc. Neurosci Abst. 682.684/GG658, 2009). These results 
suggest that cocaine exposure may induce changes in OFC or related 
areas that disrupt the normal ability of these circuits to represent and use 
information about expected outcomes, particularly when deriving the 
appropriate value requires access to a model of how the task works.

The effect of cocaine exposure also extends to the Pavlovian 
overexpectation task described earlier. Rats previously trained 
to self-administer cocaine and tested in the overexpectation task 
more than a month later failed to show summation during com-
pound training and also failed to show the spontaneous reduc-
tion in responding to the compounded cue in the later probe test  
(F. Lucantonio et al., Soc. Neurosci. Abst. 707.707/MMM709, 2010). 
Thus, cocaine-experienced rats were unable to integrate reward 
expectations during compound training to drive learning. In con-
trast, the same rats were able to extinguish responding when the 
actual reward was omitted. As noted earlier, extinction learning in 
response to reward omission contrasts with extinction driven by 
overexpectation in that the former does not require the integra-
tion of reward expectancies that is necessary for the latter. This 
subtle deficit in one but not another form of extinction learning 
provides potential insight into the puzzling inability of addicted 

Table 1  Effect of different experimental procedures on OFC-dependent deficits in drug-treated animals
Drug Species Experimental procedure Training dose; treatment schedule Withdrawal period Behavioral impairment Refs.

Cocaine Monkey EA 2 or 4 mg kg−1 per day i.p.;  
14 days, 1 injection per day

9 and 30 days Object discrimination reversal  
task

71

SA 0.1 to 0.5 mg kg−1 per infusion;  
9 months, 6 infusions per day

3 days Reversal task; delayed match- 
to-sample task

72

Rat EA 30 mg kg−1 per day i.p.;  
14 days, 1 injection per day

3–6 weeks Odor discrimination reversal task; 
reinforcer devaluation task;  
delay discounting task

73,97,86,87,89

SA 0.75 mg kg−1 per infusion;  
14 days, 60 infusions per day

4 weeks Odor discrimination reversal task; 
Pavlovian overexpectation task

74, F.L. et al.a

Mouse EA 30 mg kg−1 per day i.p.; 14 days,  
1 injection per day

2 weeks Instrumental reversal task;  
delayed matching-to-position task

75

Methamphetamine Rat EA 2 mg kg−1 s.c.; 1 day, 4 injections 3–5 days Reversal discrimination task; 
attentional set shifting task

76

EA, experimenter-administered; SA, self-administered; i.p., intraperitoneal injection; s.c., subcutaneous injection.
aF. Lucantonio et al. Soc. Neurosci. Abst. 707.707/MMM709, 2010.

ca

Con
tro

l

Coc
ain

e

Con
tro

l

Coc
ain

e

1,000

0

750

500

250T
ri

al
s 

to
 c

ri
te

ri
on

*

Rats

Retention Reversal

bMonkeys

5

0

3

2

1E
rr

or
s 

(1
0 

tr
ia

ls
)

Con
tro

l

Con
tro

l

Coc
ain

e

Coc
ain

e

4
*

Acquisition Reversal

Con
tro

l

Coc
ain

e

20

0

15

10

5

M
e

an
 p

e
rs

e
ve

ra
tiv

e 
re

sp
on

se
s

**

Humans

Figure 3  Effect of cocaine on reversal learning. (a) Incorrect responses in 
monkeys exposed to noncontingent cocaine (4 mg kg−1, once daily for 14 d) 
or saline in a reversal task. Compared with controls, cocaine-treated monkeys 
show similar acquisition but impaired discrimination-reversal learning.  
(b) Rats were trained to self-administer cocaine (0.75 mg kg−1 per 
infusion, 4 hours per day for 14 days) and then tested on the same odor 
discrimination reversal task used in Figure 2a, after approximately 3 months 
of withdrawal from the drug. Cocaine self-administration has no effect on 
retention but impairs reversal learning. (c) Consecutive incorrect responses 
immediately after the change in reward contingencies in chronic cocaine 
users. Cocaine users show response perseveration to the previously rewarded 
stimulus. *P < 0.05; **P < 0.01. Adapted from refs. 71,78,96.
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humans to effectively extinguish drug-taking in complex, real-world  
environments, which are far more likely to involve the integration—
and estimation—of predictions from a variety of sources.

More evidence that psychostimulant exposure causes an inability 
to guide behavior on the basis of specific information about expected 
outcomes can also be found in studies using other behavioral pro-
cedures sensitive to OFC dysfunction. Thus, chronic exposure to 
psychostimulants has been reported to increase impulsive choice 
in human cocaine users83–85 and in rats exposed to cocaine86,87 and 
tested in delay discounting tasks.

Of course, none of these effects necessarily require changes in OFC. 
Effects of systemic drugs, even if they resemble those of brain lesions, 
may be due to alterations in other parts of the circuit that simply 
mimic the lesion’s effects. However, exposure to psychostimulants 
has been shown to affect activity of single units recorded in OFC in 
awake, behaving rats. For example, rats sensitized to amphetamine 
show enhanced activity in OFC neurons recorded during instrumen-
tal behavior, particularly in categories of neurons that seem to be 
task responsive88. These results suggest a general overactivation of 
OFC, which could potentially distort and obscure the representation 
of associative information crucial to OFC-mediated behaviors such 
as reward devaluation and reversal learning.

In addition, we have shown that signaling of outcome expectancies 
by OFC neurons is directly affected by cocaine exposure, even when 
recording is conducted several months after withdrawal from the drug. 
These expectancies are evident in the selective firing activity of OFC 
neurons during sampling of cues that predict the delivery of sucrose 
reward or quinine punishment5,14. During learning, distinct populations 
of neurons in OFC respond selectively to one or the other outcome. 
At the point at which rats show behavioral evidence of having learned 
the contingencies, a subset of these outcome-selective neurons begin 
to fire selectively for the odor that predicts their preferred outcome14. 
This pattern of neural activity seems to reflect a representation of the 
expected outcome at the time of cue sampling, which could be used to 
guide decision-making and to recognize violations of expectations when 
contingencies change. OFC neurons recorded in rats exposed to the 
same regimen of cocaine that we have found to disrupt OFC-dependent  
reversal learning, reinforcer devaluation and overexpectation fail to 
develop these neural correlates at the time of odor sampling89.

Conclusions
As outlined in DSM-IV, maladaptive decision-making is a hallmark of 
addiction to cocaine and other drugs of abuse. Here we have reviewed 
recent findings to support the proposal that such maladaptive  

decision-making in people addicted to cocaine may be due, at least in 
part, to cocaine-induced changes in OFC function. Behavioral impair-
ments in cocaine-addicted humans and cocaine-experienced animals 
are reminiscent of behavioral deficits caused by damage to OFC, and 
there is good evidence that cocaine exposure alters structural and 
neurophysiological markers of OFC function, including critical  
correlates that we believe underlie OFC-dependent behaviors.

Evidence suggests that OFC is critical for humans and animals 
to navigate model-based task representations to derive estimates 
regarding the values of expected outcomes for the purposes of guid-
ing behavior and facilitate learning. Loss of this function causes the 
behavior of some humans and laboratory animals who have been 
exposed to psychostimulants to become more dependent on model-
free cached values to make decisions and drive learning. Whereas this 
cached-value or model-free decision-making system is quicker and 
more efficient, its decisions are inflexible and stimulus-bound, and 
therefore more prone to errors, because they do not reflect changes in 
consequences or outcomes downstream until these changes have been 
experienced repeatedly and used to modify their cached values.

A change in the balance between the model-based and model-free 
systems would affect both behavior and learning in complex ways. 
Learning and behavior could appear normal or perhaps even enhanced 
in simple situations in which model-free information is sufficient, 
such as the extinction or acquisition of simple Pavlovian associations. 
For example, cocaine-exposed rats have been shown to show enhanced 
conditioned responding90, higher sensitivity to cues predicting large 
rewards86 and enhanced Pavlovian-to-instrumental transfer effects91. 
However, in complex situations where signals regarding expected val-
ues must be derived from model-based representations of the states 
and transition functions that define a task, learning and behavior 
would be affected. The examples above illustrate this dissociation. 
Cocaine-experienced rats condition and extinguish normally based 
on reward delivery or omission; however, they are unable to learn 
to modify responding as a result of overexpectation. Real-world 
situations in which addicted humans are unable to learn to modify  
drug-seeking behaviors will typically fall into the latter category.

Interestingly, drug users are still able to pursue seemingly novel 
and elaborate schemes to obtain drugs. This is consistent with a view 
that the OFC is not the sole region contributing to the generation and 
use of these models. However, behavior that is complex or apparently 
novel could still rely largely on cached, model-free values. Imagine, for 
example, a seemingly complex ‘plan’ that consists of a series of simpler 
behaviors, each of which has previously acquired a cached value. What 
distinguishes model-based behavioral control from model-free is not 
complexity per se but rather the flexibility with which it is pursued, 
and to assess this flexibility requires a formal test. That is, drug users 
could be engaging in complex behaviors that are based on an inflex-
ible, cached network of values. The anecdotal evidence cannot resolve 
whether this is actually the case.

Finally, it is worth noting that decision-making impairments are 
important both in the early stages of cocaine addiction in mediating 
and facilitating initial maladaptive responses to cocaine exposure 
and in supporting drug-taking when drugs are taken intermittently. 
In addition, such impairments may also persist and interfere with 
the success of therapies designed to promote long-term abstinence. 
Most of the drugs-induced changes to OFC function reported here 
were detected several weeks after drug exposure, whereas Kantak 
and colleagues92 did not observe any impairment in OFC-dependent  
behavior in cocaine-experienced rats when testing was conducted 
without any withdrawal period. These data suggest that changes in 
OFC function develop over time or with repeated bouts of intermittent  
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use, as typically occur in humans. Consistent with this idea, several 
studies have demonstrated the involvement of the OFC in cocaine 
seeking or relapse after re-exposure to cocaine-related cues in both 
humans and laboratory animals even after long periods of absti-
nence93,94. Thus OFC dysfunction may be most strongly linked to 
the long-term behaviors that define cocaine addiction and not to the 
immediate effects of the drug.

Note: Supplementary information is available on the Nature Neuroscience website.
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