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#### Abstract

This paper studies the estimation of the volatility parameter in a model where the driving process is a Brownian motion or a more general symmetric stable process that is perturbed by another Lévy process. We distinguish between a parametric case, where the law of the perturbing process is known, and a semiparametric case, where it is not. In the parametric case, we construct estimators which are asymptotically efficient. In the semiparametric case, we can obtain asymptotically efficient estimators by sampling at a sufficiently high frequency, and these estimators are efficient uniformly in the law of the perturbing process.


1. Introduction. Models allowing for sample path discontinuities or jumps are becoming increasingly popular, especially in mathematical finance. Among jump processes, Lévy processes play a central role due to their analytical tractability and their ability to span the behavior of most discontinuous processes. However, even for Lévy processes, relatively little is known about the corresponding inference problem, especially for high frequency data. Specifically, suppose that a Lévy process $X$, say the log-price of a financial asset, is observed at $n$ times $\Delta_{n}, 2 \Delta_{n}, \ldots, n \Delta_{n}$. Since $X_{0}=0$, this amounts to observing the $n$ increments $\chi_{i}^{n}=X_{i \Delta_{n}}-X_{(i-1) \Delta_{n}}$. Their density, and hence the corresponding likelihood function and Fisher information, are not known in closed form. Moreover, under the natural asymptotics for high frequency data, where the sampling interval $\Delta_{n} \rightarrow 0$, these densities explode.

When $\Delta>0$ is fixed, we are on familiar ground. We observe $n$ i.i.d. variables distributed as $X_{\Delta}$. If, further, this variable has a density which depends smoothly on the parameter of interest, $\eta$, the Fisher information at stage $n$ has the form $I_{n, \Delta}(\eta)=n I_{\Delta}(\eta)$, where $I_{\Delta}(\eta)>0$ is the Fisher information of the model based on the observation of the single variable $X_{\Delta}$, we have the LAN property with rate $\sqrt{n}$, the asymptotically efficient estimators $\widehat{\eta}_{n}$ are those for which $\sqrt{n}\left(\widehat{\eta}_{n}-\eta\right)$ converges in law to the normal distribution $N\left(0, I_{\Delta}(\eta)^{-1}\right)$ and the MLE solves the problem (see, e.g., [5-7]). In this setting, a variety of other methods have been proposed in the literature: using the empirical characteristic function as an estimating

[^0]equation (see, e.g., [8, 10, 18, 19] and Chapter 4 in [23]), maximum likelihood by Fourier inversion of the characteristic function (see [9]), a regression based on the explicit form of the characteristic function (see [14]) or other numerical approximations (see [16, 17]). Some of these methods were compared in [3].

Things become more complicated when sampling takes place at increasingly higher frequency, that is when $\Delta_{n} \rightarrow 0$. Here, the $\chi_{i}^{n}$ 's are i.i.d. for any given $n$, but their laws depend on $n$. The Fisher information at stage $n$ still has the form $I_{n, \Delta_{n}}(\eta)=n I_{\Delta_{n}}(\eta)$, but the asymptotic behavior of $I_{\Delta_{n}}(\eta)$ is far from obvious and estimating all of the parameters of a general Lévy process in this setting still remains out of our reach. So, in this paper we study an example which, despite its apparent simplicity, turns out to be already quite complex. We suppose that

$$
\begin{equation*}
X_{t}=\sigma W_{t}+Y_{t} \tag{1}
\end{equation*}
$$

where $\sigma>0$ is the parameter of interest, $W$ is a standard symmetric stable process with index $\beta \in(0,2]$ and $Y$ is another Lévy process, independent of $W$ and viewed as a perturbation of $W$. We assume that $Y$ is dominated by $W$ in a sense to be stated below: for example, when $W$ is a Wiener process $(\beta=2)$, this just means that $Y$ has no Brownian part; when $\beta<2, Y$ could, for example, be another stable process with index $\alpha<\beta$ or a compound Poisson process. For instance, in many financial applications, $W$ is a Wiener process and $Y$ may represent frictions that are due to the mechanics of the trading process, in which case, $Y$ would have infinite activity. Alternatively, $\sigma W$ could represent the ordinary fluctuations of the asset value and $Y$ the infrequent arrival of information related to the asset, in which case $Y$ is a compound Poisson process. A number of papers are devoted to the estimation of the integrated volatility $\int_{0}^{t} \sigma_{s}^{2} d s$ in the model $X_{t}=\int_{0}^{t} \sigma_{s} d W_{s}+Y_{t}$, where $W$ is a Wiener process, $Y$ is typically a compound Poisson or other specific Lévy process and $\sigma$ may be stochastic (see, e.g., [4, 15, 21, 22]).

We start with the fully parametric case, where the law of $Y$ is given. Viewing $Y$ as a perturbation of $W$, our interest then lies in deciding whether we can estimate the parameter $\sigma$ with the same degree of accuracy as when the process $Y$ is absent, at least asymptotically. The answer to this question is "yes," which we show by analyzing the Fisher information, proving the LAN property and exhibiting efficient estimators, in the strong sense that asymptotically they behave as well as when $Y$ is absent. When $W$ is a Wiener process, this means that one can distinguish between the jumps due to $Y$ and the continuous part of $X$; this fact was already known in some specific examples (see [1]). It comes as more of a surprise when $\beta<2$-we can then discriminate between the jumps due to $W$ and those due to $Y$, despite the fact that both processes jump and we have only discrete observations. This surprising property is our main motivation for studying the case when $W$ is more general than a Wiener process (but dominates $Y$ ).

But, given the nature of the problem, we would rather not fully specify the law of $Y$, so we treat it as a nuisance parameter. This gives rise to a semiparametric
situation. There, we show that obtaining asymptotically efficient estimators of $\sigma$ requires $\Delta_{n}$ to convergence sufficiently fast to 0 , but we can then exhibit estimators that are uniformly efficient when the law of $Y$ stays in a set sufficiently separated from the law of $W$. And, in general, we can exhibit a large class of estimators which are consistent and achieve a specified rate.

In both the parametric and semiparametric cases, we construct estimators which are as simple as possible to implement. For example, in the parametric situation where the law of $Y$ is known, one can, in principle, compute the MLE, which is, of course, efficient. In practice, this is hardly feasible as the likelihood function derived from the convolution of the densities of $W$ and $Y$ will, in most situations, not be available in closed form. So, we provide a number of other simpler estimators which achieve the efficient rate of convergence.

In this paper, we focus on a single parameter, $\sigma$. In a companion paper, [2], we study the optimal rate at which other parameters of the model, namely $\beta$ and a scale parameter $\theta$ for the $Y$ process, can be estimated. While we show here that $\sigma$ can be estimated optimally at rate $n^{1 / 2}$, independently of the specification of the $Y$ process, this is not the case in general for $\beta$ and $\theta$. In particular, the rate for $\beta$ is faster than $n^{1 / 2}$, and is also unaffected by the presence of $Y$, but the rate for $\theta$ is strongly dependent upon the precise nature of the $Y$ process, and is affected by the presence of the $W$ process.

The paper is organized as follows. In Section 2 we outline the problem and define the class of processes $Y$ that are dominated by $W$. In Section 3 we summarize the statistical properties in the baseline case where $X_{t}=\sigma W_{t}$. In Section 4 we exhibit the behavior of the Fisher information and prove the LAN property. We construct our classes of estimators in the parametric and semiparametric cases and state their asymptotic properties in Sections 5 and 6, respectively. In Sections 7, 8, 9 and 10 we study a number of examples in some detail. The proofs are given in the last three sections.
2. Setup. The process $W$ is a standard symmetric stable process with index $\beta \in(0,2]$. This means that if $\beta=2$, then $W$ is a Wiener process and if $\beta<2$, then its characteristic function is $E\left(e^{i u W_{t}}\right)=e^{-t|u|^{\beta}}$. The Lévy process $Y$ is independent of $W$ and its law is entirely specified by the law $G_{\Delta}$ of the variable $Y_{\Delta}$ for any given $\Delta>0$, for instance, $Y_{1}$. We write $G=G_{1}$ and recall that the characteristic function of $G_{\Delta}$ is given by the Lévy-Khintchine formula

$$
\begin{equation*}
E\left(e^{i v Y_{\Delta}}\right)=\exp \Delta\left(i v b-\frac{c v^{2}}{2}+\int F(d x)\left(e^{i v x}-1-i v x 1_{\{|x| \leq 1\}}\right)\right) \tag{2}
\end{equation*}
$$

where ( $b, c, F$ ) is the "characteristic triple" of $G$ (or of $Y$ ): $b \in \mathbb{R}$ is the drift, $c \geq 0$ is the local variance of the continuous part of $Y$ and $F$ is the Lévy jump measure of $Y$, which satisfies $\int\left(1 \wedge x^{2}\right) F(d x)<\infty$ (see, e.g., Chapter II. 2 in [12]).

We define the "domination" of $Y$ by $W$ in terms of the property that $G$ belongs to one of the classes defined below for some $\alpha \leq \beta$. Let $\bar{\Phi}$ be the class of all
nonnegative continuous functions on $[0,1]$ and $\Phi$ be the set of all $\phi \in \bar{\Phi}$ with $\phi(0)=0$. If $\phi \in \bar{\Phi}$, then we set

$$
\mathcal{G}(\phi, \alpha)=\text { the set of all infinitely divisible distributions with } c=0 \text { and }
$$

$$
\forall x \in(0,1] \quad \begin{cases}x^{\alpha} F\left([-x, x]^{c}\right) \leq \phi(x), & \text { if } \alpha<2,  \tag{3}\\ x^{2} F\left([-x, x]^{c}\right) \leq \phi(x) \text { and } \\ \int_{\{|y| \leq x\}}|y|^{2} F(d y) \leq \phi(x), & \text { if } \alpha=2,\end{cases}
$$

$$
\begin{gather*}
\mathcal{g}^{\prime}(\phi, \alpha)=\{G \in \mathcal{G}(\phi, \alpha), G \text { is symmetrical about } 0\}  \tag{4}\\
\mathcal{G}_{\alpha}=\bigcup_{\phi \in \Phi} \mathcal{g}(\phi, \alpha), \quad \overline{\mathcal{G}}_{\alpha}=\bigcup_{\phi \in \bar{\Phi}} \mathcal{G}(\phi, \alpha), \quad \overline{\mathcal{G}}_{\alpha}^{\prime}=\bigcup_{\phi \in \bar{\Phi}} \mathcal{g}^{\prime}(\phi, \alpha) \tag{5}
\end{gather*}
$$

Observe that as $x \downarrow 0$, we always have

$$
\int_{\{|y| \leq x\}}|y|^{2} F(d y) \rightarrow 0 \quad \text { and } \quad x^{2} F\left([-x, x]^{c}\right) \rightarrow 0
$$

hence

$$
\alpha \in(0,2] \quad \Longrightarrow \quad \mathcal{G}_{\alpha}=\{G \text { is infinitely divisible, } c=0
$$

$$
\begin{gather*}
\left.\lim _{x \downarrow 0} x^{\alpha} F\left([-x, x]^{c}\right)=0\right\},  \tag{6}\\
\alpha=2 \Longrightarrow g_{2}=\bar{g}_{2}=\{G \text { is infinitely divisible, } c=0\} .
\end{gather*}
$$

The definition (6) for $\mathcal{g}_{\alpha}$ certainly appears simpler than (5), but we will need each class $\mathcal{G}(\phi, \alpha)$ separately for the purpose of stating precise uniformity results for the Fisher information and estimators below.

Note that $\alpha<\alpha^{\prime}$ implies that $\mathcal{g}_{\alpha} \subset \bar{g}_{\alpha} \subset \mathcal{g}_{\alpha^{\prime}}$. If $G$ is a (not necessarily symmetric) stable law with index $\gamma$, then it belongs to $\mathcal{g}_{\alpha}$ for all $\alpha>\gamma$, but not to $\mathcal{g}_{\gamma}$. If $Y$ is a compound Poisson process plus a drift, then $G \in \bigcup_{\alpha>0} g_{\alpha}$.

We let $P_{\sigma, G}$ denote the law of the process $X$ in (1). We observe the $n$ i.i.d. increments $\chi_{i}^{n}=X_{i \Delta_{n}}-X_{(i-1) \Delta_{n}}$. These variables have densities which depend smoothly on $\sigma$. The Fisher information of our experiment is $I_{n, \Delta_{n}}(\sigma, G)=$ $n I_{\Delta_{n}}(\sigma, G)$, where $I_{\Delta}(\sigma, G)$ is the Fisher information associated with the observation of a single variable $X_{\Delta}$, which we will compute below.

Let us also recall what the LAN (local asymptotic normality) property means in this context. Denote by $Z_{n}\left(\sigma^{\prime} \mid \sigma, G\right)$ the log-likelihood of the law of the sequence ( $\chi_{i}^{n}: 1 \leq i \leq n$ ) under $P_{\sigma^{\prime}, G}$ relative to its law under $P_{\sigma, G}$. We say that LAN holds at $\sigma$ with rate $\sqrt{n}$ and asymptotic Fisher information $I>0$ if there are random variables $U_{n}=U_{n}(\sigma)$ converging in law under $P_{\sigma, G}$ to an $N(0,1)$ variable and such that for any real $u$, we have $Z_{n}(\sigma+u / \sqrt{n} \mid \sigma, G)-u \sqrt{I} U_{n}+u^{2} I / 2 \rightarrow 0$ in $P_{\sigma, G}$-probability. A sequence $\widehat{\sigma}_{n}$ is then efficient for estimating $\sigma>0$ if $\sqrt{n}\left(\widehat{\sigma}_{n}-\sigma\right)$ converges in law under $P_{\sigma, G}$ to an $N(0,1 / I)$ variable.
3. The baseline case where $\boldsymbol{Y}$ is absent. Because we will show that the estimation of $\sigma$ in the presence of $Y$ is asymptotically as good as when $Y=0$, let us start with the situation where we observe the stable process $X=\sigma W$ with scale parameter $\sigma>0$ and index parameter $\beta \in(0,2]$. The variables $n^{1 / \beta} \chi_{i}^{n}$ are then i.i.d., with the same law as $\sigma W_{1}$. In addition, $W_{1}$ has a density $h_{\beta}$ which is $C^{\infty}$ and the $n$th derivative $h_{\beta}^{(n)}$ behaves as

$$
\left|h_{\beta}^{(n)}(w)\right| \sim\left\{\begin{array}{ll}
\frac{c_{\beta}(1+\beta)(2+\beta) \ldots(n+\beta)}{|w|^{n+1+\beta}}, & \text { if } \beta<2,  \tag{7}\\
|w|^{n} e^{-w^{2} / 2} / \sqrt{2 \pi}, & \text { if } \beta=2,
\end{array} \quad \text { as }|w| \rightarrow \infty\right.
$$

where $c_{\beta}$ is a positive constant. Let us also associate with $h_{\beta}$ the functions

$$
\begin{gather*}
\breve{h}_{\beta}(w)=h_{\beta}(w)+w h_{\beta}^{(1)}(w), \quad \widetilde{h}_{\beta}(w)=\frac{\breve{h}_{\beta}(w)^{2}}{h_{\beta}(w)} \\
\bar{h}_{\beta}(w)=\frac{w h_{\beta}^{(1)}(w)}{h_{\beta}(w)} . \tag{8}
\end{gather*}
$$

Then $\tilde{h}_{\beta}$ is positive, even and continuous and $\tilde{h}_{\beta}(w)=0\left(1 /|w|^{1+\beta}\right)$ as $|w| \rightarrow \infty$. Hence, $\tilde{h}_{\beta}$ is Lebesgue integrable. Moreover, the variable $\sigma W_{1}$ admits the density $h_{\beta}(x / \sigma) / \sigma$. Then:

- The Fisher information $I_{\Delta}\left(\sigma, \delta_{0}\right)$ associated with the observation of the single variable $X_{\Delta}$ does not depend on $\Delta$ and equals $\ell(\beta) / \sigma^{2}$, where

$$
\begin{equation*}
\ell(\beta)=\int \tilde{h}_{\beta}(w) d w \tag{9}
\end{equation*}
$$

which is well defined and positive. Moreover, if $\beta=2$ ( $W$ is then Brownian motion), then $h_{2}^{(1)}(w)=-w h_{2}(w)$ and $\widetilde{h}_{2}(w)=\left(1-w^{2}+w^{4}\right) h_{2}(w)$ and thus $\ell(2)=2$.

- Since $h_{\beta}(x / \sigma) / \sigma$ is a smooth function of $\sigma$, we have the LAN property at any $\sigma>0$ [for the observation of the increments ( $\left.\chi_{i}^{n}: 1 \leq i \leq n\right)$ ] with rate $\sqrt{n}$ and asymptotic Fisher information $\ell(\beta) / \sigma^{2}$.
- The MLE $\widehat{\sigma}_{n}$ is asymptotically efficient, in the sense that $\sqrt{n}\left(\widehat{\sigma}_{n}-\sigma\right)$ converges under $P_{\sigma, \delta_{0}}$ to an $N\left(0, \sigma^{2} / \ell(\beta)\right)$ variable. In fact, $\widehat{\sigma}_{n}$ is a positive solution to the equation $H_{n}(u)=-1$, where $H_{n}(u)=n^{-1} \sum_{i=1}^{n} \bar{h}_{\beta}\left(\chi_{i}^{n} / u\right)$, and such a solution always exists because $H_{n}$ is continuous, tends to 0 when $u \rightarrow \infty$ and tends to $-(1+\beta)$ when $u \rightarrow 0$.

4. Fisher information and LAN. We now return to the situation where $Y$ is present. The first result is a purely parametric one, when the law $G$ of $Y_{1}$ is known.

THEOREM 1. For any $\Delta>0$, we have

$$
\begin{equation*}
I_{\Delta}(\sigma, G) \leq \frac{1}{\sigma^{2}} \ell(\beta) \tag{10}
\end{equation*}
$$

and when $G \in \mathcal{G}_{\beta}$, we have, as $\Delta \rightarrow 0$,

$$
\begin{equation*}
I_{\Delta}(\sigma, G) \rightarrow \frac{1}{\sigma^{2}} \ell(\beta) \tag{11}
\end{equation*}
$$

Furthermore, if $G \in \mathcal{G}_{\beta}$ and $\Delta_{n} \rightarrow 0$, then the LAN property holds at any $\sigma>0$, with rate $\sqrt{n}$ and asymptotic Fisher information $\ell(\beta) / \sigma^{2}$, for the experiments which consist of observing ( $\chi_{i}^{n}: 1 \leq i \leq n$ ).

The second result concerns the uniformity of the previous convergence when $G$ varies, so it is a semiparametric result. We will only state the result for the Fisher information.

THEOREM 2. (a) For any $\phi \in \Phi, \alpha \in(0, \beta]$ and $\varepsilon \in(0,1)$, we have, as $\Delta \rightarrow 0$,

$$
\begin{equation*}
\sup _{G \in \mathcal{G}(\phi, \alpha), \sigma \in[\varepsilon, 1 / \varepsilon]}\left|I_{\Delta}(\sigma, G)-\frac{\ell(\beta)}{\sigma^{2}}\right| \rightarrow 0 . \tag{12}
\end{equation*}
$$

(b) For each $n$, let $G^{n}$ denote the standard symmetric stable law of index $\alpha_{n}$, with $\alpha_{n}$ a sequence strictly increasing to $\beta$. Then for any sequence $\Delta_{n} \rightarrow 0$ such that $\left(\beta-\alpha_{n}\right) \log \Delta_{n} \rightarrow 0$ (i.e., the rate at which $\Delta_{n} \rightarrow 0$ is sufficiently slow), the $I_{\Delta_{n}}\left(\sigma, G^{n}\right)$ converge to a limit strictly less than $\ell(\beta) / \sigma^{2}$.

In other words, as soon as $Y$ is dominated by $W$, the presence of $Y$ has no impact on the information terms $I_{\Delta}$ : in the limit where $\Delta \rightarrow 0$, the parameter $\sigma$ can be estimated with exactly the same degree of precision whether $Y$ is present or not. Moreover, part (a) of Theorem 2 states that the convergence of the Fisher information is uniform on the set $\mathcal{G}(\phi, \alpha)$ for all $\alpha \leq \beta$. This settles the case where $G$ is considered as a nuisance parameter for the purpose of estimating $\sigma$.

But, as soon as $\alpha$ tends to $\beta$, we see in part (b) that the convergence disappears. This suggests that the class $\mathcal{g}_{\beta}$ is effectively the largest one for which the presence of $Y$ does not affect the estimation of $\sigma$. For example, if $\beta=2$, then in part (b), take $G^{n}$ to be the symmetric stable law with index $\alpha_{n} \in(0,2)$ and scale parameter $s$, in the sense that its characteristic function is $u \mapsto \exp \left(-s^{2}|u|^{\alpha_{n}} / 2\right)$. Then if $\alpha_{n} \rightarrow 2$, for all sequences $\Delta_{n} \rightarrow 0$ satisfying $\left(2-\alpha_{n}\right) \log \Delta_{n} \rightarrow 0$, we have $I_{\Delta_{n}}\left(\sigma, G^{n}\right) \rightarrow$ $2 /\left(\sigma^{2}+s^{2}\right)$. This is, of course, to be expected since in the limit we are observing $\sqrt{\sigma^{2}+s^{2}} W$ and we supposedly know $s$ and wish to estimate $\sigma$.
5. Estimation in the parametric case. Here, we suppose that $G$ is known and belongs to $\mathcal{Q}_{\beta}$ and we seek estimators for $\sigma$ which are efficient in the sense of Theorem 1.
5.1. Some notation. We will need to center the increments $\chi_{i}^{n}$ by accounting for the drift $b$ of $Y$, as well as the drift coming from the asymmetry of the Lévy measure $F$, when present. So, when $G \in \mathcal{G}_{\alpha}$ with $\alpha \leq \beta$, we set

$$
b^{\prime}(G, \alpha)= \begin{cases}b-\int_{\{|x| \leq 1\}} x F(d x), & \text { if } \alpha<1  \tag{13}\\ b, & \text { if } \alpha \geq 1\end{cases}
$$

Let $Z_{\Delta}(\alpha)=\Delta^{-1 / \beta}\left(Y_{\Delta}-b^{\prime}(G, \alpha) \Delta\right)$ and let $G_{\Delta, \alpha}^{\prime}$ denote the law of $Z_{\Delta}(\alpha)$. Then we define the centered and scaled increments

$$
\begin{equation*}
\chi_{i}^{\prime n}(G)=\Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-b^{\prime}(G, \beta) \Delta_{n}\right) . \tag{14}
\end{equation*}
$$

Next, for the purpose of constructing estimating equations, if $u>0, v \geq 0$, $z \in \mathbb{R}$ and $k$ is a bounded function, we define

$$
\begin{align*}
\Psi_{G, \Delta, \alpha, k}(u, v, z) & =\int h_{\beta}(x) d x \int G_{\Delta, \alpha}^{\prime}(d w) k(u x+v w+z)  \tag{15}\\
\Psi_{k}(u, z) & =\int h_{\beta}(x) k(u x+z) d x
\end{align*}
$$

so $\Psi_{k}(u, z)=\Psi_{G, \Delta, \alpha, k}(u, 0, z)$ for all $G, \Delta$ and $\alpha$. Then we introduce the "tail function,"

$$
\begin{equation*}
\psi(u)=P\left(\left|W_{1}\right|>1 / u\right)=2 \int_{1 / u}^{\infty} h_{\beta}(x) d x \tag{16}
\end{equation*}
$$

for $u>0$ (this depends on $\beta$ ). It is $C^{\infty}$, strictly increasing from 0 to 1 and has a nonvanishing first derivative. So, its reciprocal function $\psi^{-1}$, from $(0,1)$ into $(0, \infty)$, is also $C^{\infty}$ and strictly increasing.

Finally, for $\alpha \in(0,2]$ and the function $\phi \in \bar{\Phi}$ defining the class $\mathcal{g}(\phi, \alpha)$, let $\phi^{\prime}(x)=\sup (\phi(y): y \in[0, x])$ for $x \in[0,1]$ and

$$
\phi_{\alpha}(x)= \begin{cases}\frac{\phi^{\prime}(x)}{1-\alpha}, & \text { if } \alpha<1  \tag{17}\\ \phi^{\prime}(x)+\frac{\phi^{\prime}(x)}{\sqrt{\log (1 / x)}}+\phi\left(1 \wedge e^{-\sqrt{\log (1 / x)}}\right), & \text { if } \alpha=1, \\ \phi^{\prime}(x)+\frac{\phi^{\prime}(\sqrt{x})}{\alpha-1}+\frac{\phi^{\prime}(1)}{\alpha-1} x^{\frac{\alpha-1}{2}}, & \text { if } \alpha>1\end{cases}
$$

[with $\exp (-\sqrt{\log (1 / x)})=0$ if $x=0$ ]. This obviously defines an increasing function $\phi_{\alpha} \in \bar{\Phi}$, where $\phi \leq \phi_{\alpha}$ and also $\phi_{\alpha} \in \Phi$ whenever $\phi \in \Phi$.
5.2. Construction of the estimators. Recall that, for now, $G \in \mathcal{G}_{\beta}$ is known and so, in particular, we know the centering number $b^{\prime}(G, \beta)$ used in the centering of the increments (14) and also that $G \in \mathcal{G}(\phi, \beta)$ for some $\phi \in \Phi$. In general, we need to begin with a preliminary estimator $S_{n}(G)$ for $\sigma$ which is designed to rule
out explosions. If we are willing to assume that $\sigma$ belongs to the interval $[\varepsilon, 1 / \varepsilon]$ for some $\varepsilon \in(0,1)$, then it would be possible to dispense with the preliminary estimator $S_{n}(G)$ by defining the estimating function in (24) below slightly differently. Otherwise, we choose an arbitrary sequence $m_{n}$ of integers satisfying

$$
\begin{equation*}
m_{n} \uparrow \infty, \quad \frac{m_{n}}{n} \rightarrow 0 \tag{18}
\end{equation*}
$$

and recalling (14) and (16), we define the preliminary estimator as follows:

$$
\begin{align*}
& V_{n}(G)=\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} 1_{\left\{\left|\chi_{i}^{\prime n}(G)\right|>1\right\}},  \tag{19}\\
& S_{n}(G)= \begin{cases}\psi^{-1}\left(V_{n}(G)\right), & \text { if } 0<V_{n}(G)<1, \\
1, & \text { otherwise } .\end{cases}
\end{align*}
$$

To develop an estimating equation for the construction of the final estimator of $\sigma$, we choose a function $k$ satisfying

$$
\begin{equation*}
\sup _{x} \frac{|k(x)|}{1+|x|^{\gamma}}<\infty, \quad I(k):=\int \breve{h}_{\beta}(x) k(x) d x \neq 0 \tag{20}
\end{equation*}
$$

where $\gamma$ satisfies

$$
\begin{array}{ll}
\gamma \in[0,+\infty), & \text { if } \beta=2, \\
\gamma \in[0, \beta / 2), & \text { if } \beta<2 . \tag{21}
\end{array}
$$

Then we set

$$
k_{n}(x)= \begin{cases}k(x), & \text { if } k \text { is bounded }  \tag{22}\\ k(x) 1_{\left\{|k(x)| \leq v_{n}\right\}}, & \text { otherwise }\end{cases}
$$

where $v_{n}$ is an increasing sequence of numbers satisfying

$$
\begin{equation*}
v_{n} \rightarrow \infty, \quad v_{n}^{2} \phi_{\beta}\left(\Delta_{n}^{1 / \beta}\right) \rightarrow 0, \quad \frac{v_{n}^{4}}{n} \rightarrow 0 \tag{23}
\end{equation*}
$$

and where $\phi_{\beta}$ is associated with $\phi$ [a function such that $\left.G \in \mathcal{G}(\phi, \beta)\right]$ by (17). Conditions (23) limit the growth of $k_{n}$ and play purely technical roles such as ensuring that the CLT holds.

Then, with $p_{n}=n-m_{n}$, and since each $k_{n}$ is bounded, we can define the estimation functions (for $u>0$ )

$$
\begin{equation*}
U_{n, G, \phi, k}(u)=\frac{1}{p_{n}} \sum_{i=m_{n}+1}^{n} k_{n}\left(\frac{\chi_{i}^{\prime n}(G)}{S_{n}(G)}\right)-\Psi_{G, \Delta_{n}, \beta, k_{n}}\left(\frac{u}{S_{n}(G)}, \frac{1}{S_{n}(G)}, 0\right) \tag{24}
\end{equation*}
$$

Finally, the estimators for $\sigma$ are

$$
\widehat{\sigma}_{n}(G, \phi, k)=\left\{\begin{array}{l}
\text { the } u>0 \text { with } U_{n, G, \phi, k}(u)=0 \text { closest to } S_{n}(G)  \tag{25}\\
\text { if it exists } \\
1, \quad \text { otherwise }
\end{array}\right.
$$

As the notation suggests, this estimator depends on $G$ and $k$ and it depends on $\phi$ through the choice for $k_{n}$ made in (23). Of course, it also depends on $\beta$, but since $\beta$ is always fixed, we leave this dependence implicit in the notation.
5.3. Asymptotic distribution. With $k$ and $I(k)$ defined as in (20), the following are two finite numbers:

$$
\begin{equation*}
J(k)=E\left(k\left(W_{1}\right)^{2}\right)-\left(E\left(k\left(W_{1}\right)\right)\right)^{2}, \quad \Sigma^{2}(k)=\frac{J(k)}{I(k)^{2}} . \tag{26}
\end{equation*}
$$

THEOREM 3. Let $\phi \in \Phi$ and let $k$ be a function satisfying (20) for some $\gamma$ satisfying (21). Suppose, further, that $\Delta_{n} \rightarrow 0$.
(a) The sequence $\sqrt{n}\left(\widehat{\sigma}_{n}(G, \phi, k)-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k)\right)$, under $P_{\sigma, G}$, uniformly in $G \in \mathcal{G}(\phi, \beta)$ and in $\sigma \in[\varepsilon, 1 / \varepsilon]$ for any $\varepsilon>0$.
(b) We have $\Sigma^{2}(k) \geq 1 / \ell(\beta)$ and this inequality is an equality if we choose $k=\bar{h}_{\beta}$, that is, the $\sigma$-score from the density of $\sigma W_{\Delta}$ alone (without $Y$ ).

REMARK 1. It is, of course, possible (and advisable) to select the function $k$ so as to minimize $\Sigma^{2}(k)$. The choice $k=\bar{h}_{\beta}$ is indeed possible: the function $k=\bar{h}_{\beta}$ satisfies (20) with $\gamma=0$ (resp. $\gamma=2$ ) if $\beta<2$ (resp. $\beta=2$ ). Such a choice gives asymptotically efficient estimators according to the optimality associated with the LAN property (Theorem 1), which, furthermore, behave asymptotically like the efficient estimators for the model $X_{t}=\sigma W_{t}$ (with no perturbing term $Y$ ).

REMARK 2. To put these estimators to use, we would need to numerically compute the function $\Psi_{G, \Delta, \beta, k}(u, v, 0)$ for a single value $v=1 / S_{n}(G)$ and all values of $u$ (in principle). Except in special situations, there is no closed form for this function and we would have to resort to numerical integration or to Monte Carlo techniques. For this, it is, of course, helpful to have a closed form for $k$. In general, this is not the case for the function $k=\bar{h}_{\beta}$, except in the important case where $\beta=2$.

REMARK 3. As an example, we can take $k(x)=|x|^{r}$ for some $r>0$ when $\beta=2$ and some $r \in(0, \beta / 2)$ otherwise (when $\beta=2$ and $r=2$, this is the optimal choice since $\bar{h}_{2}(x)=-x^{2}$ ): the function $\Psi_{G, \Delta_{n}, \beta, k_{n}}$ is still not explicit, but is easily approximated by Monte Carlo techniques, at least when $Y_{t}$ can be easily simulated. We discuss that choice in some detail in Section 8. Another possibility is to use the empirical characteristic function of the sampled increments, which leads to a closed form expression for $\Psi_{G, \Delta_{n}, \beta, k_{n}}$. This will be done in Section 7.
6. Estimation in the semiparametric case. Perhaps more realistic is the case where we seek to estimate $\sigma$, but the measure $G$ is unknown. Because of Theorem 2(b), one cannot hope for estimators that are as efficient as in the absence of $Y$, or even consistent, if all we know is that $G \in \mathcal{G}_{\beta}$. So, we will assume that $G$, although unknown, belongs to the class $\overline{\mathcal{F}}_{\alpha}$ for some $\alpha<\beta$. Since $G$ is unknown, the estimating equations must be based on the law of $W$ alone (and neither on $G$ nor even on $\alpha$ ). The challenge is then to achieve rate efficiency, despite the sparse information we have about $G$. We will exhibit estimators which are efficient if the sampling interval $\Delta_{n}$ converges sufficiently fast to 0 . The closer $\alpha$ is to $\beta$, the faster $\Delta_{n}$ needs to converge to 0 .
6.1. Construction of the estimators. We refer to the (simpler) situation where we know that $G \in \bar{g}_{\alpha}^{\prime}$ (that is, $G \in \bar{g}_{\alpha}$ and $G$ is symmetrical) and to the situation where we know only that $G \in \overline{\mathcal{F}}_{\alpha}$ as the symmetrical and asymmetrical cases, respectively. The construction appears very similar to the one in the parametric case, except that in the asymmetrical case, we now need to produce an estimator $B_{n}$ for the drift $b^{\prime}(G, \alpha)$ in order to remove it. Of course, in the symmetrical case, since we know that $b^{\prime}(G, \alpha)=0$, we just set $B_{n}=0$. In the asymmetrical case, we set $r_{n}=[\delta n]$ for some arbitrary $\delta \in(0,1 / 2)([x]$ denotes the integer part of $x)$ so that $r_{n} \sim \delta n$. Then we choose a $C^{\infty}$, strictly increasing and odd function $\theta$, with bounded derivative, $\theta(0)=0$ and $\theta( \pm \infty)= \pm 1$ [e.g., $\theta(x)=2 \arctan (x) / \pi]$ and set for $u \in \mathbb{R}$,

$$
\begin{equation*}
R_{n}(u)=\frac{1}{r_{n}} \sum_{i=1}^{r_{n}} \theta\left(\Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-u\right)\right) \tag{27}
\end{equation*}
$$

Since $u \mapsto R_{n}(u)$ is continuous and decreases strictly from +1 to -1 as $u$ goes from $-\infty$ to $+\infty$, we can set

$$
\begin{equation*}
B_{n}=\inf \left(u: R_{n}(u)=0\right) \quad\left[=\text { the only root of } R_{n}(\cdot)=0\right] \tag{28}
\end{equation*}
$$

Next, we construct our preliminary estimator for $\sigma$. Exactly as in the parametric case, if we are willing to assume that $\sigma$ lies in a given interval $[\varepsilon, 1 / \varepsilon]$, then this preliminary estimator is not needed and can be replaced by $S_{n}=1$. In the symmetrical case, with $m_{n}$ satisfying (18), we set $q_{n}=0$ and $p_{n}=n-m_{n}$. In the asymmetrical case, with $m_{n}$ satisfying (18) and $r_{n}$ as in (27), we set $q_{n}=r_{n}$ and $p_{n}=n-m_{n}-r_{n}$. Then in both cases we set

$$
\begin{align*}
& V_{n}=\frac{1}{m_{n}} \sum_{i=q_{n}+1}^{q_{n}+m_{n}} 1_{\left\{\left|\Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-B_{n}\right)\right|>1\right\}}, \\
& S_{n}= \begin{cases}\psi^{-1}\left(V_{n}\right), & \text { if } 0<V_{n}<1, \\
1, & \text { otherwise } .\end{cases} \tag{29}
\end{align*}
$$

To construct estimating equations for $\sigma$, we choose a function $k$ satisfying (20) with $\gamma=0$ [that is, $k$ is bounded and $I(k) \neq 0$ ]. With the notation $\Psi_{k}$ of (15), we define the estimating functions (for $u>0$ )

$$
\begin{equation*}
U_{n}(u)=\frac{1}{p_{n}} \sum_{i=q_{n}+m_{n}+1}^{n} k\left(\frac{\Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-B_{n}\right)}{S_{n}}\right)-\Psi_{k}\left(\frac{u}{S_{n}}, 0\right) \tag{30}
\end{equation*}
$$

and the final estimators

$$
\widehat{\sigma}_{n}(k)= \begin{cases}\text { the } u \text { with } U_{n}(u)=0 \text { which is closest to } S_{n}, & \text { if it exists }  \tag{31}\\ 1, & \text { otherwise }\end{cases}
$$

Note that unlike the centering utilized for the estimating equation in the parametric case [recall (24)], the centering we now use, based on $\Psi_{k}\left(u / S_{n}, 0\right)$ in (30), does not involve the measure $G$. Indeed, these estimators depend explicitly on $\beta$ and $k$, but on nothing else, and, in particular, not on $G$. As a result, they are much easier to compute than in the parametric case. This is particularly true when $k(x)=\cos (w x)$ for some $w>0$ since then $\Psi_{k}(u, 0)=\exp \left(-w^{\beta} u^{\beta} / 2\right)$ is invertible in $u$. We will detail this example in the next section, but it is also true in general: first, because the estimators depend only on the function $\Psi_{k}(u, \cdot)$ which is much simpler than the function $\Psi_{G, \Delta, \beta, k}$ accruing in the estimation in the parametric case; second, because, as a rule, $u \mapsto \Psi_{k}(u, 0)$ is at least "locally invertible" around $u=1$.
6.2. Asymptotic distribution. Recall the notation $I(k), J(k), \Sigma^{2}(k)$ of (20) and (26) and define

$$
\begin{equation*}
\rho(\alpha, \beta)=\frac{2(\beta-\alpha)}{\beta(2+\alpha)}, \quad \rho^{\prime}(\alpha, \beta)=\frac{\beta-\alpha}{\beta} \tag{32}
\end{equation*}
$$

Observe that $\rho(\alpha, \beta)<\rho^{\prime}(\alpha, \beta)$ when $\alpha<\beta$. The two theorems below cover the properties of the estimators in the symmetrical and asymmetrical cases, respectively.

THEOREM 4. Let $\alpha \in(0, \beta), \phi \in \bar{\Phi}, k$ be a bounded function with $I(k) \neq 0$ and $\varepsilon \in(0,1)$. Take the symmetrical version of the estimators.
(a) If

$$
\begin{equation*}
\sup _{n} n \Delta_{n}^{2 \rho^{\prime}(\alpha, \beta)} \rightarrow 0 \tag{33}
\end{equation*}
$$

then the sequence $\sqrt{n}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k)\right)$, under $P_{\sigma, G}$, uniformly in $\sigma \in[\varepsilon, 1 / \varepsilon]$ and in $G \in \mathcal{G}^{\prime}(\phi, \alpha)$.
(b) In general, the variables $\left(\sqrt{n} \wedge \Delta_{n}^{-\rho^{\prime}(\alpha, \beta)}\right)\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ are tight under $P_{\sigma, G}$, uniformly in $n \geq 1$ and in $\sigma \in[\varepsilon, 1 / \varepsilon]$ and $G \in \mathcal{g}^{\prime}(\phi, \alpha)$.

THEOREM 5. Let $\alpha \in(0, \beta), \phi \in \bar{\Phi}, k$ be a bounded function with $I(k) \neq 0$ and $\varepsilon \in(0,1)$. Take the asymmetrical version of the estimators.
(a) If

$$
\begin{equation*}
\sup _{n} n \Delta_{n}^{2 \rho(\alpha, \beta)} \rightarrow 0 \tag{34}
\end{equation*}
$$

then the sequence $\sqrt{n}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k) /(1-\delta)\right)$, under $P_{\sigma, G}$, uniformly in $\sigma \in[\varepsilon, 1 / \varepsilon]$ and in $G \in \mathcal{G}(\phi, \alpha)$.
(b) In general, the variables $\left(\sqrt{n} \wedge \Delta_{n}^{-\rho(\alpha, \beta)}\right)\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ are tight under $P_{\sigma, G}$, uniformly in $n \geq 1$ and in $\sigma \in[\varepsilon, 1 / \varepsilon]$ and $G \in \mathcal{G}(\phi, \alpha)$.

The optimal choice of the function $k$ was discussed after Theorem 3: when $\beta<2$, we still have asymptotic efficiency in the situation of Theorem 4(a), provided that $k=\bar{h}_{\beta}$. When $\beta=2$, the choice $k=\bar{h}_{\beta}$ is not permitted here, but with truncation as in $k(x)=-x^{2} 1_{\{|x| \leq A\}}$, one achieves an asymptotic variance which approaches the optimal variance when $A$ goes to infinity; see Section 8.

REMARK 4. When $\alpha$ increases, then $\rho(\alpha, \beta)$ and $\rho^{\prime}(\alpha, \beta)$ decrease, so (33) and (34) are more difficult to obtain and the rate in (b) of the two theorems above gets worse, as it should. Also, when (34) fails, the actual rate of convergence [that is, a sequence $\delta_{n}$ such that the law of $\delta_{n}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges to a nondegenerate limit, or at least admits some nondegenerate weak limiting measures] is not only unknown, but actually depends on the true underlying measure $G$ and, in particular, on the minimal index $\alpha^{\prime}$ such that $G \in \overline{\mathcal{F}}_{\alpha^{\prime}}$ (we know $\alpha^{\prime} \leq \alpha$, but the inequality could be strict). In other words, the rate could be, for example, $\sqrt{n}$ for a particular $G$, even without (34).

REmark 5. However, we will see in the examples below (see Section 10 in particular) that (33) is necessary for convergence to a centered distribution with rate $\sqrt{n}$ and also that the rate in (b) of Theorem 4 is sharp, relative to the class $g^{\prime}(\phi, \alpha)$ on which uniformity holds. We do not know whether (34) or the rate in (b) are optimal for Theorem 5.

REMARK 6. Of course, there might exist other, entirely different, estimators behaving better than the $\widehat{\sigma}_{n}(k)$ 's and perhaps having a better rate than in part (b) of these theorems [the rate cannot be improved in (a), of course]. We think this doubtful, however.

REMARK 7. The most interesting situation is when we have asymptotic efficiency in the sense of having the same asymptotic variance as when $Y$ is absent (this happens when $G$ is symmetrical), or at least "rate efficiency" (that is rate $\sqrt{n}$ ). We have this under (33) or (34), that is, when $\Delta_{n} \rightarrow 0$ sufficiently fast.

When $\Delta_{n}=1 / n$, rate efficiency is satisfied provided $\alpha \leq \beta / 2$ for Theorem 4 and provided $\alpha \leq 2 \beta /(4+\beta)$ for Theorem 5. If $Y$ is a compound Poisson process with drift, then rate efficiency holds provided $n \Delta_{n}^{2}$ is bounded, regardless of the value taken by $\beta \in(0,2]$ (take $\alpha=0)$.

REMARK 8. When we do not know that $G$ is symmetrical, we have rate efficiency when $\Delta_{n} \rightarrow 0$ sufficiently fast, but cannot achieve the asymptotically efficient variance, even under (34). However, the asymptotic variances in the two theorems above are the same, up to the factor $1-\delta$. By choosing $\delta$ small, one can approach asymptotic efficiency as closely as desired.
7. Example: the empirical characteristic function. We now turn to specific estimators. Recall that a way of estimating a parameter for i.i.d. variables $X_{j}$ is to use the empirical characteristic function $\sum_{j \in J} \exp \left(i w X_{j}\right)$, or $\sum_{j \in J} \cos \left(w X_{j}\right)$ in the symmetrical case, for some given $w$ (or several $w$ 's at once), where $J$ is the index set; in the Lévy process setting, see, for example, [8, 10, 18, 19] and Chapter 4 in [23].

Here, in the parametric situation, the variable $X_{j}$ at stage $n$ is $\chi_{j}^{\prime n}(G)$ and $J=$ $\left\{m_{n}+1, \ldots, n\right\}$. Those variables are "almost" symmetrical (the leading term $W$ in them is symmetrical). So, we consider, for any given $w>0$, the variable

$$
\begin{equation*}
V_{n}(w)=\frac{1}{p_{n}} \sum_{i=m_{n}+1}^{n} \cos \left(\frac{w \chi_{i}^{\prime n}(G)}{S_{n}(G)}\right) \tag{35}
\end{equation*}
$$

where $S_{n}(G)$ is the preliminary estimator. In other words, we take $k(x)=\cos (w x)$ [a bounded function, so $k_{n}=k$ in (22)] and the estimating function of (24) is

$$
\begin{equation*}
U_{n, G, \beta, k}(u)=V_{n}(w)-\Psi_{G, \Delta_{n}, \beta, k}\left(\frac{u}{S_{n}(G)}, \frac{1}{S_{n}(G)}, 0\right) . \tag{36}
\end{equation*}
$$

Furthermore, if $\rho(u)$ is the exponent in (2), we get, for $g(x)=\exp (i w x)$,

$$
\Psi_{G, \Delta, \beta, g}(u, v, 0)=\exp \left(-\frac{w^{\beta} u^{\beta}}{2}+\Delta \rho\left(w v \Delta^{-1 / \beta}\right)-i w v b^{\prime}(G, \alpha) \Delta^{1-1 / \alpha}\right)
$$

Taking the real part and using (13) and the fact that $G \in \mathcal{F}_{\beta}$, we see that for $k(x)=$ $\cos (w x)$, we have $\Psi_{G, \Delta, \beta, k}(u, v, 0)=\exp \left(A_{\Delta}(u, v)\right) \cos \left(B_{\Delta}(u, v)\right)$, where
$B_{\Delta}(u, v)= \begin{cases}\int F(d x) \sin \left(w v \Delta^{1-1 / \beta} x\right), & \text { if } \beta<1, \\ \int F(d x)\left(\sin \left(w v \Delta^{1-1 / \beta} x\right)-w v \Delta^{1-1 / \beta} x 1_{\{|x| \leq 1\}}\right), & \text { if } \beta \geq 1 .\end{cases}$

So we can insert these formulas directly into (36). Moreover, we have $\Psi_{k}(u, 0)=e^{-w^{\beta} u^{\beta} / 2}$. Then inserting this into (26) [recall $\Psi_{k}(u, 0)=E\left(k\left(u W_{1}\right)\right)$, hence $I(k)=-\Psi_{k}^{\prime}(1,0)$ and $\left.J(k)=\left(\Psi_{k}(2,0)+1\right) / 2-\Psi_{k}(1,0)^{2}\right]$, we get

$$
\begin{equation*}
\Sigma^{2}(k)=2 \frac{1+e^{-(2 w)^{\beta} / 2}-2 e^{-w^{\beta}}}{\beta^{2} w^{2 \beta} e^{-w^{\beta}}} \tag{38}
\end{equation*}
$$

When $\beta<2$, the minimal variance is achieved for some value $w=w_{\beta} \in(0, \infty)$; when $\beta=2$, the variance $\Sigma^{2}(k)$ goes to $1 / 2$ as $w \rightarrow 0$-recall, once more, that $1 / 2$ is the efficient variance in that case.

For the semiparametric situation, things are even simpler. The estimating function of (30) becomes

$$
\begin{equation*}
U_{n, G, \beta, k}(u)=V_{n}(w)-\Psi_{k}\left(u / S_{n}, 0\right) \tag{39}
\end{equation*}
$$

provided that in (35), we sum over $i \in\left\{q_{n}+m_{n}+1, \ldots, n\right\}$. Moreover, $u \mapsto$ $\Psi_{k}(u, 0)$ is invertible, so the estimator $\widehat{\sigma}_{n}(k)$ takes the simple explicit form

$$
\begin{equation*}
\widehat{\sigma}_{n}(k)=S_{n} \frac{2^{1 / \beta}}{w}\left(-\log \left(\frac{1}{p_{n}} \sum_{i=q_{n}+m_{n}+1}^{n} \cos \left(\frac{w \Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-B_{n}\right)}{S_{n}}\right)\right)\right)^{1 / \beta} \tag{40}
\end{equation*}
$$

if the argument of the logarithm is positive [otherwise, set, e.g., $\widehat{\sigma}_{n}(k)=1$ ].
8. Example: power and truncated power functions. Another natural choice for the function $k$ is a power function $k(x)=|x|^{r}$ for some $r>0$ when $\beta=2$ and $r \in(0, \beta / 2)$ otherwise (when $\beta=2$, this is, in principle, optimal for $r=2$ ). In general, the function $\Psi_{G, \Delta_{n}, \beta, k_{n}}$ is not explicit, but can be numerically approximated via Monte Carlo procedures, for example. However, the asymptotic variance is explicit. If $m_{r}=E\left(\left|W_{1}\right|^{r}\right)$, we get $I(k)=-r m_{r}$ and $J(k)=m_{2 r}-m_{r}^{2}$, hence,

$$
\begin{equation*}
\Sigma^{2}(k)=\frac{m_{2 r}-m_{r}^{2}}{r^{2} m_{r}^{2}} \tag{41}
\end{equation*}
$$

When $\beta=2, \Sigma^{2}(k)$ achieves its minimum of $1 / 2$ (the optimal variance) at $r=2$. When $\beta<2, \Sigma^{2}(k)$ goes to $\infty$ when $r$ increases to $\beta / 2$. We conjecture that $\Sigma^{2}(k)$ is monotone increasing in $r$ (this holds when $\beta=1$ ); so one should take $r$ as small as possible, although $r=0$ is, of course, excluded.

In the semiparametric setting, the previous choice is not admissible since $k$ must be bounded. So, we must "truncate" the argument, using the function

$$
\begin{equation*}
k_{\gamma}(x)=|x|^{r} 1_{\{|x| \leq \gamma\}} \tag{42}
\end{equation*}
$$

for some constant $\gamma$. The function $\Psi_{k_{\gamma}}(u, 0)=u^{r} E\left(\left|W_{1}\right|^{r} 1_{\left\{\left|W_{1}\right| \leq \gamma / u\right\}}\right)$ is invertible from a neighborhood $I$ of $u=1$ onto some interval $I^{\prime}$ and we write $\Psi_{h_{\gamma}}^{-1}(v)$ for
the inverse function at $v \in I^{\prime}$. Then if $B_{n}$ and $S_{n}$ are the preliminary estimators and if

$$
\begin{equation*}
V_{n}(\gamma)=\frac{1}{p_{n} \Delta_{n}^{r / \beta}} \sum_{i=m_{n}+1}^{n}\left|\chi_{i}^{n}-B_{n}\right|^{r} 1_{\left\{\left|\chi_{i}^{n}\right| \leq \gamma \Delta^{1 / \beta}\right\}}, \tag{43}
\end{equation*}
$$

the estimator $\widehat{\sigma}_{n}\left(k_{\gamma}\right)$ is defined by $\widehat{\sigma}_{n}\left(k_{\gamma}\right)=S_{n} \Psi_{k_{\gamma}}^{-1}\left(V_{n}\left(\gamma S_{n}\right) / S_{n}^{r}\right)$ when the argument of $\Psi_{k_{\gamma}}^{-1}$ above is in $I^{\prime}$ and $\widehat{\sigma}_{n}\left(k_{\gamma}\right)=1$ (for example) otherwise. This is almost as explicit as (40) and

$$
\begin{equation*}
\Sigma^{2}\left(k_{\gamma}\right)=\frac{M_{\gamma, 2 r}-M_{\gamma, r}^{2}}{\left(r M_{\gamma, r}-2 h_{\beta}(\gamma) \gamma^{r+1}\right)^{2}}, \quad \text { where } M_{\gamma, s}=E\left(\left|W_{1}\right|^{r} 1_{\left\{\left|W_{1}\right| \leq \gamma\right\}}\right) \tag{44}
\end{equation*}
$$

We can try to minimize this variance by appropriately choosing the constants $\gamma>0$ and $r>0$.

One could also use $k_{\gamma_{n}}$, with the level $\gamma_{n}>0$ depending on $n$. Our general results do not apply, but similar results, with possibly other rates, obviously apply. In the next section, we check, in a particular case, that it is best (for the rate of convergence, at least) to take a constant level $\gamma_{n}=\gamma$, as implicitly proposed in the method previously developed.
9. Example: Brownian motion plus Gaussian compound Poisson process.

In this section, we present a fully worked-out example, where $W$ is Brownian motion and $Y$ is a compound Poisson process with Gaussian jumps, say $N(0, \eta)$, and intensity of jumps given by some $\lambda>0$. We consider a number of choices of $k$ based on the power or truncated power variations

$$
\begin{equation*}
V_{n}(c, \kappa)=\frac{1}{p_{n} \Delta_{n}^{r / 2}} \sum_{i=m_{n}+1}^{n}\left|\chi_{i}^{n}\right|^{r} 1_{\left\{\left|\chi_{i}^{n}\right| \leq c \Delta_{n}^{1 / 2+\kappa}\right\}} \tag{45}
\end{equation*}
$$

for $r \in(0,2]$. The truncation rate is $c \Delta^{1 / 2+\kappa}$ with $c \in(0, \infty]$ and $\kappa \in(-1 / 2, \infty)$ (so $c=\infty$ corresponds to no truncation at all). Note that $V_{n}$ above is $V_{n}\left(c \Delta_{n}^{\kappa}\right)$ of (43); $Y$ is symmetrical in this model, so $B_{n}=0$. The associated estimator is given by $\widehat{\sigma}_{n}=S_{n} H_{\Delta_{n}}^{-1}\left(V_{n}\left(c S_{n}, \kappa\right) / S_{n}^{r}\right)$, where $H_{\Delta}^{-1}$ is the local inverse around 1 of the function $H_{\Delta}(u)=E\left(\left|u W_{\Delta}\right|^{r} 1_{\left\{\left|u W_{\Delta}\right| \leq c \Delta^{1 / 2+\kappa}\right\}}\right)$; the preliminary estimator $S_{n}$ is not needed in this case and one could set $S_{n}=1$. When $c=\infty$, we get the (nontruncated) $r$ th power variation. If $c<\infty$ and $\kappa=0$, this corresponds to taking $k=k_{c}$, as given by (42).

The expected values of the truncated power variations are available in closed form in this model, using the incomplete Gamma function of order $a$, which we denote by $\Gamma(a, \cdot)$. As described in the general theory, in the semiparametric case, we use an approximate centering based on expectations of, in this case, truncated moments, computed for the model $X=\sigma W$ (without $Y$ ). The effect of the misspecification is to bias the resulting estimator. The bias of the estimator of $\sigma$ based
on approximate centering will vanish asymptotically in $\Delta$ and we will have a result of the form

$$
\begin{equation*}
\sqrt{n \Delta_{n}^{v_{1}}}\left(\widehat{\sigma}_{n}-\bar{\sigma}_{n}\right) \rightarrow N\left(0, v_{0}\right), \quad \text { where } \bar{\sigma}_{n}=\sigma+b_{0} \Delta_{n}^{b_{1}}+o\left(\Delta_{n}^{b_{1}}\right) \tag{46}
\end{equation*}
$$

with $b_{1}>0$. [If $b_{1}=0$ for some choice of $(r, \kappa, c)$, then the parameter $\sigma$ is not identified by an estimating function based on that combination.] Also, $v_{1}=0$ corresponds to a rate of convergence of the estimator of $n^{1 / 2}$ and any value $v_{1}>0$ corresponds to a rate of convergence slower than $n^{1 / 2}$. We also note that when $b_{1}>0$, the rate of convergence and asymptotic variance of the semiparametric estimator of $\sigma$ are identical, at the leading order in $\Delta_{n}$, to the expressions one would obtain in the fully parametric, correctly specified case where centering of the estimating equation is carried out under the assumption that $Y$ is present, instead of the approximate centering done without $Y$. Centering using the latter is, of course, the only feasible estimator in the semiparametric case where the distribution of $Y$ is unknown.

In what follows, we fully characterize the asymptotic distribution of the semiparametric estimator of $\sigma$; that is, we characterize the values ( $b_{0}, b_{1}, v_{0}, v_{1}$ ) in (46) as functions of $(r, \kappa, c)$ and $(\sigma, \eta, \lambda)$.
9.1. Power variations without truncation. If $c=\infty$, we have the following for the asymptotic variance:

- if $0<r<1$, then $v_{1}=0$ and $v_{0}=\frac{1}{r^{2}}\left(\sqrt{\pi} \frac{\Gamma\left(\frac{1}{2}+r\right)}{\Gamma\left(\frac{1+r}{2}\right)^{2}}-1\right)$;
- if $r=1$, then $v_{1}=0$ and $v_{0}=\frac{1}{2}\left((\pi-2) \sigma^{2}+\pi \lambda \eta\right)$;
- if $1<r<2$, then $v_{1}=r-1$ and $v_{0}=\frac{\sqrt{\pi} \sigma^{2-2 r} \lambda \eta^{r}}{r^{2}} \frac{\Gamma\left(\frac{1}{2}+r\right)}{\Gamma\left(\frac{1+r}{2}\right)^{2}}$.

As for the bias, when $0<r<2$, we have $b_{1}=1-r / 2$ and $b_{0}=\sigma^{1-r} \lambda \eta^{r / 2} / r$.
REMARK 9. The estimators based on power variations converge (not taking the bias into consideration) at rate $n^{1 / 2}$ only when $r \leq 1$. When $r>1$, the mixture of jumps and volatility slows down the rate of convergence ( $v_{1}>0$ ). When $r=2$, the parameter $\sigma$ is simply not identified, as is obvious from the fact that $E\left(X_{\Delta}^{2}\right)=$ $\left(\sigma^{2}+\lambda \eta\right) \Delta$. This is also apparent from the fact that $b_{1} \downarrow 0$ as $r \uparrow 2$, so the bias no longer vanishes asymptotically. And the bias even worsens the rate.

REMARK 10. When $r<1$, the asymptotic variance $v_{0}$ is identical to the expression obtained without jumps, as is the case when the log-likelihood score is used as an estimating equation. When $r=1$, the rate of convergence remains $n^{1 / 2}$, but $v_{0}$ is larger in the presence of jumps.
9.2. Power variations with $\Delta^{1 / 2}$ truncation. If $c<\infty$ and $\kappa=0$, then $v_{1}=0$ for all $r \in(0,2]$ and

$$
v_{0}=\frac{2^{r} \sigma^{4+2 r}\left(\sqrt{\pi}\left(\Gamma\left(\frac{1}{2}+r\right)-\Gamma\left(\frac{1}{2}+r, \frac{c^{2}}{2 \sigma^{2}}\right)\right)-\left(\Gamma\left(\frac{1+r}{2}\right)-\Gamma\left(\frac{1+r}{2}, \frac{c^{2}}{2 \sigma^{2}}\right)\right)^{2}\right)}{\left(\sqrt{2} c^{1+r} \exp \left(-\frac{c^{2}}{2 \sigma^{2}}\right)-2^{r / 2} r \sigma^{1+r}\left(\Gamma\left(\frac{1+r}{2}\right)-\Gamma\left(\frac{1+r}{2}, \frac{c^{2}}{2 \sigma^{2}}\right)\right)\right)^{2}} .
$$

As for the bias, we have $b_{1}=1$ and

$$
b_{0}=\frac{\sigma \lambda\left(\Gamma\left(\frac{1+r}{2}\right)-\Gamma\left(\frac{1+r}{2}, \frac{c^{2}}{2 \sigma^{2}}\right)\right)}{\left(\Gamma\left(\frac{1+r}{2}\right)-\Gamma\left(\frac{1+r}{2}, \frac{c^{2}}{2 \sigma^{2}}\right)\right)-2\left(\Gamma\left(\frac{3+r}{2}\right)-\Gamma\left(\frac{3+r}{2}, \frac{c^{2}}{2 \sigma^{2}}\right)\right)} .
$$

REMARK 11. Truncating at rate $\Delta^{1 / 2}$ restores the convergence rate $n^{1 / 2}$ for all values of $r$ (again, regardless of the bias) and permits identification when $r=2$. When $0<r<1$ (where the rate $n^{1 / 2}$ was already achieved without truncation), not truncating can lead to either a smaller or larger value of $v_{0}$ than that which results from truncating at rate $\Delta_{n}^{1 / 2}$, depending on the values of $\left(\sigma^{2}, c\right)$.

REMARK 12. The asymptotic variance $v_{0}$ is identical to its expression when no jumps are present, as it should be, in view of our general results (this type of truncation leads to the estimators studied in Section 8). In all cases, the bias is smaller than that which we would have without truncation.
9.3. Power variations with truncation slower than $\Delta^{1 / 2}$. If we now keep too many increments by truncating according to $-1 / 2<\kappa<0$, then we have the following for $r \in(0,2]$ :

- if $-3 /(2+4 r)<\kappa<0$, then $v_{1}=0$ and $v_{0}=\frac{\sigma^{2}}{r^{2}}\left(\sqrt{\pi} \frac{\Gamma\left(\frac{1}{2}+r\right)}{\Gamma\left(\frac{1+r}{2}\right)^{2}}-1\right)$;
- if $\kappa=-3 /(2+4 r)$, then $v_{1}=0$ and

$$
v_{0}=\frac{2^{1 / 2-r} c^{1+2 r} \sqrt{\pi} \lambda \sigma^{2-2 r}}{r^{2}(1+2 r) \eta^{1 / 2} \Gamma\left(\frac{1+r}{2}\right)^{2}}+\frac{\sigma^{2}}{r^{2}}\left(\sqrt{\pi} \frac{\Gamma\left(\frac{1}{2}+r\right)}{\Gamma\left(\frac{1+r}{2}\right)^{2}}-1\right)
$$

- if $-1 / 2<\kappa<-3 /(2+4 r)$, then $v_{1}=-\kappa-2 r \kappa-3 / 2>0$ and

$$
v_{0}=\frac{2^{1 / 2-r} c^{1+2 r} \sqrt{\pi} \lambda \sigma^{2-2 r}}{r^{2}(1+2 r) \eta^{1 / 2} \Gamma\left(\frac{1+r}{2}\right)^{2}}
$$

As for the bias, we have the following:

- if $-1 /(2+2 r)<\kappa<0$, then $b_{1}=1$ and $b_{0}=-\frac{\lambda \sigma}{r}$;
- if $\kappa=-1 /(2+2 r)$, then $b_{1}=1$ and $b_{0}=\frac{\lambda \sigma}{(1+r)}\left(\frac{2^{1 / 2-r / 2} c^{1+r}}{r \sqrt{\eta} \sigma^{r} \Gamma\left(\frac{1+r}{2}\right)}-1-\frac{1}{r}\right)$;
- if $-1 / 2<\kappa<-1 /(2+2 r)$, then $b_{1}=3 / 2+\kappa+r \kappa>0$ and $b_{0}=$ $\frac{2^{1 / 2-r / 2} c^{1+r} \lambda \sigma^{1-r}}{r(1+r) \sqrt{\eta} \Gamma\left(\frac{1+r}{2}\right)}$.

REMARK 13. When $0<r<1$, we are automatically in the situation where $\kappa>-3 /(2+4 r)$, hence, keeping more than $O\left(\Delta_{n}^{1 / 2}\right)$ increments results in the convergence rate $n^{1 / 2}$ and the same asymptotic variance $v_{0}$ as that which results from keeping all increments (i.e., not truncating at all). When $1<r<2$, it is possible to obtain the convergence rate $n^{1 / 2}$ by keeping more than $O\left(\Delta_{n}^{1 / 2}\right)$ increments, but still "not too many" of them $(-3 /(2+4 r) \leq \kappa<0)$; but, even keeping a larger fraction of the increments $(-1 / 2<\kappa<-3 /(2+4 r))$ results in an improvement over keeping all increments, since $3 / 2-\kappa-2 r \kappa<r-1$, so that the rate of convergence of $\widehat{\sigma}_{n}$, although slower than $n^{1 / 2}$, is nonetheless faster than $n^{1 / 2} \Delta_{n}^{(r-1) / 2}$.
9.4. Power variations with truncation faster than $\Delta^{1 / 2}$. Finally, if we keep too few increments by truncating according to $\kappa>0$, then $v_{1}=\kappa$ for all values of $r \in(0,2]$ and

$$
v_{0}=\frac{\sqrt{2 \pi}(1+r)^{2} \sigma^{3}}{2 c(1+2 r)}, \quad b_{1}=1, \quad b_{0}=\sigma \lambda
$$

REMARK 14. Truncating at a rate faster than $\Delta^{1 / 2}$ causes the convergence rate of the estimator to deteriorate from $n^{1 / 2}$ to $n^{1 / 2} \Delta_{n}^{\kappa / 2}$. While we successfully eliminate the impact of jumps on the estimator, we are, at the same time, reducing the effective sample size utilized to compute the estimator (by truncating "too much"), which increases its asymptotic variance.
9.5. Comparison with the general case. Let us compare the specific results just obtained for this particular model with the general results obtained in Theorems 4 and 5 . Here, we have $G \in \overline{\mathscr{G}}_{0}^{\prime}$, so the general results assert that if

$$
\begin{equation*}
n \Delta_{n}^{2} \rightarrow 0 \tag{47}
\end{equation*}
$$

then the estimators $\widehat{\sigma}_{n}$ converge at a rate $\sqrt{n}$ and the limit of the normalized error is Gaussian without bias; when (47) fails, but $\Delta_{n} \rightarrow 0$ still holds, the sequence $\left(\sqrt{n} \wedge \Delta_{n}^{-1}\right)\left(\widehat{\sigma}_{n}-\sigma\right)$ is tight. The estimators converge at rate $\sqrt{n}$ when $v_{1}=$ 0 and $n \Delta_{n}^{2 b_{1}}$ is bounded (then there is a bias) or when $n \Delta_{n}^{2 b_{1}} \rightarrow 0$ (there is no bias). Otherwise, the sequence $\left(\sqrt{n \Delta_{n}^{v_{1}}} \wedge \Delta_{n}^{-b_{1}}\right)\left(\widehat{\sigma}_{n}-\sigma\right)$ is tight. Then we have the following:

- Power variation without truncation: We have a rate $\sqrt{n}$ only when $r \in(0,1]$ and $n \Delta_{n}^{2-r}$ is bounded; otherwise, the rate is worse than in our general results (this was expected, of course).
- Power variation with $\Delta^{1 / 2}$ truncation: If $n \Delta_{n}^{2} \rightarrow 0$, then we have rate $\sqrt{n}$ with asymptotically unbiased error. If $n \Delta_{n}^{2} \rightarrow a \in(0, \infty)$, we have rate $\sqrt{n}$ with asymptotically biased error. If $n \Delta_{n}^{2} \rightarrow \infty$, then $\Delta_{n}^{-1}\left(\widehat{\sigma}_{n}-\sigma\right)$ converges in probability to the constant $b_{0}$, this being slightly better than what we get by applying the general results. This holds irrespective of $r$, but, of course, the asymptotic variance depends on $r$ and also on $c$.
- Power variation with truncation slower than $\Delta^{1 / 2}$ : The rate is $\sqrt{n}$ if $-1 /$ $(2+2 r) \leq \kappa<0$ and $n \Delta_{n}^{2}$ is bounded, or if $-3(2+4 r) \leq \kappa<-1 /(2+2 r)$ and $n \Delta_{n}^{3+2} \kappa+2 r \kappa$ is bounded. This is worse than the previous case.
- Power variation with truncation faster than $\Delta^{1 / 2}$ : The rate is at most $\sqrt{n \Delta_{n}^{\kappa}}$ and always worse than in the $\Delta^{1 / 2}$ truncation case.

10. Example: sum of two stable processes. We now suppose that $Y$ is also a symmetric stable process with index $\alpha \in(0, \beta)$, so that $G \in \bar{G}_{\alpha}^{\prime}$. Related results for this model can be found in [13]. First, we can consider estimators based on the empirical characteristic function, that is, $k(x)=\cos (w x)$ for some $w>0$. We have the parametric estimator $\widehat{\sigma}_{n}=\widehat{\sigma}_{n}(G, \phi, k)$ of (25) and the sequence $\sqrt{n}\left(\widehat{\sigma}_{n}-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k)\right)$, where $\Sigma^{2}(k)$ is given by (38). We also have the semiparametric estimators $\widehat{\sigma}_{n}(k)$ of (31), which behave as follows. Under

$$
\begin{equation*}
n \Delta_{n}^{2(\beta-\alpha) / \beta} \rightarrow 0 \tag{48}
\end{equation*}
$$

$\sqrt{n}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k)\right)$ and the sequence $(\sqrt{n} \wedge$ $\left.\Delta_{n}^{-(\beta-\alpha) / \beta}\right)\left(\widehat{\sigma}_{n}-\sigma\right)$ is always tight. In fact, since we are in the symmetrical case, the preliminary estimator $S_{n}=S_{n}(G)$ is the same for both $\widehat{\sigma}_{n}$ and $\widehat{\sigma}_{n}(k)$, which are the solutions of $U_{n}(u)=0$ and $U_{n}^{\prime}(u)=0$, respectively, closest to $S_{n}$ and

$$
U_{n}(u)-U_{n}^{\prime}(u)=\widehat{U}_{n}(u)=\Psi_{G, \Delta_{n}, \beta, k}\left(\frac{u}{S_{n}}, \frac{1}{S_{n}}, 0\right)-\Psi_{k}\left(\frac{u}{S_{n}}, 0\right)
$$

[recall (36) and (39)]. If we use the explicit form (37), we obtain

$$
\widehat{U}_{n}(u)=e^{-w^{\beta} u^{\beta} / 2 S_{n}^{\beta}}\left(e^{w^{\alpha} \Delta_{n}^{(\beta-\alpha) / \beta} / 2 S_{n}^{\alpha}}-1\right)
$$

which is equivalent to $\left(w^{\alpha} / 2 \sigma^{\alpha}\right) \Delta_{n}^{(\beta-\alpha) / \beta} \exp \left(-w^{\beta} / 2\right)$ as $n \rightarrow \infty$ and $u \rightarrow \sigma$ (recall that $S_{n} \rightarrow \sigma$ in probability). Since $\Psi_{k}(u, 0)=\exp \left(-u^{\beta} w^{\beta} / 2\right)$, we have $\partial \Psi_{k}(1,0) / \partial u=-\beta w^{\beta} \exp \left(-w^{\beta} / 2\right) / 2 \neq 0$ and deduce that the difference $\widehat{\sigma}_{n}(k)-$ $\widehat{\sigma}_{n}$ is equivalent (in probability) to $-\Delta_{n}^{(\beta-\alpha) / \beta} /\left(w^{\beta-\alpha} \beta \sigma^{\alpha}\right)$.

Therefore, in addition to the fact that $\sqrt{n}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k)\right)$ under (48), we have the following:

- if $n \Delta_{n}^{2(\beta-\alpha) / \beta} \rightarrow a^{2} \in(0, \infty)$, then $\sqrt{n}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges in law to $N\left(-a /\left(w^{\beta-\alpha} \beta \sigma^{\alpha}\right), \sigma^{2} \Sigma^{2}(k)\right)$;
- if $n \Delta_{n}^{2(\beta-\alpha) / \beta} \rightarrow \infty$, then $\Delta_{n}^{-(\beta-\alpha) / \beta}\left(\widehat{\sigma}_{n}(k)-\sigma\right)$ converges in probability to the constant $-1 /\left(w^{\beta-\alpha} \beta \sigma^{\alpha}\right)$.

We conclude that the results of Theorem 4 are sharp, at least for $k(x)=$ $\cos (w x)$.

We can undertake a similar analysis for the estimators based on the truncated power variation $V_{n}(\gamma)$ of (43) with $B_{n}=0$ (because $Y$ is symmetrical). That is, we consider the truncated power variations at the level $\Delta_{n}^{1 / \beta}$. When $n \Delta_{n}^{2(\beta-\alpha) / \beta} \rightarrow \infty$,
one can show that for sufficiently small $\gamma$ (but it is probably true for all $\gamma>0$ ), the sequence $\Delta_{n}^{-(\beta-\alpha) / \beta}\left(\widehat{\sigma}_{n}-\sigma\right)$ is tight and its limiting distributions include some Dirac masses at nonvanishing constants. So, here, again, the results of Theorem 4 are sharp. But, of course, as previously stated, this does not completely rule out the existence of estimators constructed in a different way and behaving better.
11. Technical preliminaries. In the sequel, a constant which depends only on $\beta$ and on another parameter $\gamma$ is denoted by $C_{\gamma}$ and it may change from line to line.

Lemma 1. Let $\phi \in \bar{\Phi}, \alpha \in(0,2]$ and $\phi_{\alpha}$ be the associated function defined as in (17). For all $G \in \mathcal{g}(\phi, \alpha)$ and $\varepsilon \in(0,1]$, we have

$$
\begin{align*}
\int_{\{|x| \leq \varepsilon\}}|x|^{q} F(d x) \leq \begin{cases}\frac{q}{q-\alpha} \varepsilon^{q-\alpha} \phi_{\alpha}(\varepsilon), & \text { if } q>\alpha, \\
\phi_{\alpha}(\varepsilon), & \text { if } q=\alpha=2,\end{cases}  \tag{49}\\
\int_{\{\varepsilon<|x| \leq 1\}}|x| F(d x) \leq \begin{cases}\phi_{\alpha}(1), & \text { if } \alpha<1, \\
\phi_{\alpha}(\varepsilon) \log (1 / \varepsilon), & \text { if } \alpha=1, \\
\phi_{\alpha}(\varepsilon) \varepsilon^{1-\alpha}, & \text { if } \alpha>1 .\end{cases} \tag{50}
\end{align*}
$$

Proof. When $q=\alpha=2$, (49) is trivial because $\phi \leq \phi_{\alpha}$. When $q>\alpha$, Fubini's theorem and (3) together yield

$$
\begin{aligned}
\int_{\{|x| \leq \varepsilon\}}|x|^{q} F(d x) & =\int_{\{|x| \leq \varepsilon\}} F(d x) q \int_{0}^{|x|} y^{q-1} d y=q \int_{0}^{\varepsilon} y^{q-1} F(|x|>y) d y \\
& \leq q \int_{0}^{\varepsilon} \phi(y) y^{q-1-\alpha} d y \leq \frac{q}{q-\alpha} \phi^{\prime}(\varepsilon) \varepsilon^{q-\alpha}
\end{aligned}
$$

because $\phi^{\prime}$ is increasing [recall the notation in (17)]. So, we again get (49). In a similar way, for every $z \in[\varepsilon, 1]$, we get

$$
\begin{aligned}
\int_{\{\varepsilon<|x| \leq 1\}}|x| F(d x)= & \int_{\{\varepsilon<|x| \leq 1\}} F(d x) \int_{0}^{|x|} d y \\
= & \int_{0}^{\varepsilon} F(\varepsilon<|x| \leq 1) d y+\int_{\varepsilon}^{z} F(y<|x| \leq 1) d y \\
& +\int_{z}^{1} F(y<|x| \leq 1) d y \\
\leq & \phi^{\prime}(\varepsilon) \varepsilon^{1-\alpha}+\phi^{\prime}(z) \int_{\varepsilon}^{z} y^{-\alpha} d y+\phi^{\prime}(1) \int_{z}^{1} y^{\alpha} d y
\end{aligned}
$$

A simple calculation, using (17), allows us to deduce (50); we take $z=1$ when $\alpha<1, z=1$ when $\alpha=1$ and $\varepsilon \geq 1 / e, z=\exp -\sqrt{\log (1 / \varepsilon)}$ when $\alpha=1$ and $\varepsilon<1 / e$ and $z=\sqrt{\varepsilon}$ when $\alpha>1$.

In the next lemma, we use the notation $b^{\prime}(G, \alpha), Z_{\Delta}(\alpha)$ and $G_{\Delta, \alpha}^{\prime}$, introduced in (13) and thereafter, and also $\rho(\alpha, \beta)$ and $\rho^{\prime}(\alpha, \beta)$, as defined by (32).

Lemma 2. (a) If $G \in \mathcal{G}_{\beta}$, then $G_{\Delta, \beta}^{\prime}$ converges to the Dirac mass $\delta_{0}$ as $\Delta \rightarrow 0$.
(b) If $\alpha \leq \beta, \phi \in \Phi, G^{n}$ is a sequence of measures in $\mathcal{G}(\phi, \alpha)$ and $\Delta_{n} \rightarrow 0$, then the associated sequence $G_{\Delta_{n}, \alpha}^{\prime n}$ converges to the Dirac mass $\delta_{0}$ as $n \rightarrow \infty$.
(c) If $\alpha \leq \beta$ and $\phi \in \bar{\Phi}$, then there exists a constant $C=C_{\phi, \alpha}$ such that for all functions $g$ with $|g(x)| \leq K(1 \wedge|x|)$ and all $\Delta \in(0,1]$, we have (with $\phi_{\alpha}$ defined as in the previous lemma)

$$
\begin{align*}
& G \in \mathcal{G}(\phi, \alpha),|g(x)| \leq K(1 \wedge|x|) \\
& \Longrightarrow E\left(\left|g\left(Z_{\Delta}(\alpha)\right)\right|\right) \leq C K \Delta^{\rho(\alpha, \beta)} \phi_{\alpha}\left(\Delta^{\frac{2+\beta}{\beta(2+\alpha)}}\right), \\
& G \in \mathcal{g}^{\prime}(\phi, \alpha),|g(x)| \leq K\left(1 \wedge x^{2}\right)  \tag{51}\\
& \Longrightarrow E\left(\left|g\left(Z_{\Delta}(\alpha)\right)\right|\right) \leq C K \Delta^{\rho^{\prime}(\alpha, \beta)} \phi_{\alpha}\left(\Delta^{\frac{1}{\beta}}\right) .
\end{align*}
$$

Proof. If $\phi \in \Phi$, then $\lim _{x \rightarrow 0} \phi_{\alpha}(x)=0$, so (c) $\Rightarrow(b) \Rightarrow(a)$. For proving (c), we say that we are in the asymmetrical (resp. symmetrical) case if $G$ and $g$ are given as in the first (resp. the second) statement in (51).

Let $\eta \in(0,1 / 2]$, to be chosen later. With any given $G \in \mathcal{G}(\phi, \alpha)$, we associate the Lévy process $Y$ and the characteristics $(b, 0, F)$. Let $F^{\prime}$ and $F^{\prime \prime}$ be the restrictions of $F$ to the sets $[-\eta, \eta]$ and $[-\eta, \eta]^{c}$, respectively. We can decompose $Y$ into the sum $Y_{t}=a t+Y_{t}^{\prime}+Y_{t}^{\prime \prime}$, where $Y^{\prime}$ is a Lévy process with characteristics $\left(0,0, F^{\prime}\right), Y^{\prime \prime}$ is a compound Poisson process with Lévy measure $F^{\prime \prime}$ and $a=b-\int_{\{\eta<|x| \leq 1\}} x F(d x)$. Then $a^{\prime}=a-b^{\prime}(G, \alpha)$ is given by

$$
a^{\prime}= \begin{cases}\int_{\{|x| \leq \eta\}} x F(d x), & \text { if } \alpha<1 \\ -\int_{\{\eta<|x| \leq 1\}} x F(d x), & \text { if } \alpha \geq 1\end{cases}
$$

Therefore, $a^{\prime}=0$ in the symmetrical case, whereas in the asymmetrical case, (49) and (50) yield for a constant $C=C_{\alpha}$ not depending on $G \in \mathcal{G}(\phi, \alpha)$,

$$
\left|a^{\prime}\right| \leq \begin{cases}C \eta^{1-\alpha} \phi_{\alpha}(\eta), & \text { if } \alpha \neq 1,  \tag{52}\\ C \log (1 / \eta) \phi_{\alpha}(\eta), & \text { if } \alpha=1\end{cases}
$$

Also, since $Y^{\prime}$ has no drift, no Wiener part and no jump bigger than 1 , one knows [by differentiating (2), for example] that $E\left(\left(Y_{t}^{\prime}\right)^{2}\right)=t \int x^{2} F^{\prime}(d x)$. Then (49) again yields, for some $C=C_{\alpha}$,

$$
\begin{equation*}
E\left(\left|Y_{\Delta}^{\prime}\right|^{2}\right) \leq C \Delta \eta^{2-\alpha} \phi_{\alpha}(\eta) \tag{53}
\end{equation*}
$$

We have $\left|g\left(Z_{\Delta}(\alpha)\right)\right| \leq K$. If, further, $Y_{\Delta}^{\prime \prime}=0$, then $Y_{\Delta}=a \Delta+Y_{\Delta}^{\prime}$, therefore $Z_{\Delta}(\alpha)=\Delta^{-1 / \beta}\left(Y_{\Delta}^{\prime}+a^{\prime} \Delta\right)$, therefore $\left|g\left(Z_{\Delta}(\alpha)\right)\right| \leq K \Delta^{-1 / \beta}\left(\left|Y_{\Delta}^{\prime}\right|+\Delta\left|a^{\prime}\right|\right)$ in the asymmetrical case and $\left|g\left(Z_{\Delta}(\alpha)\right)\right| \leq K \Delta^{-2 / \beta} Y_{\Delta}^{\prime 2}$ in the symmetrical case. Next, $P\left(Y_{\Delta}^{\prime \prime} \neq 0\right) \leq \Delta F^{\prime \prime}(R) \leq \Delta \phi_{\alpha}(\eta) / \eta^{\alpha}$ because $G \in \mathcal{g}(\phi, \alpha)$. Therefore, we deduce from (52) and (53) that for some constant $C=C_{\phi, \alpha}$,

$$
\begin{aligned}
& E\left(\left|g\left(Z_{\Delta}(\alpha)\right)\right|\right) \\
& \qquad \leq \begin{cases}C K\left(\Delta \eta^{-1}+\Delta^{1 / 2-1 / \beta} \eta^{1 / 2}+\Delta^{1-1 / \beta} \log (1 / \eta)\right) \phi_{1}(\eta), & \text { if } \alpha=1 \\
C K\left(\Delta \eta^{-\alpha}+\Delta^{1 / 2-1 / \beta} \eta^{1-\alpha / 2}+\Delta^{1-1 / \beta} \eta^{1-\alpha}\right) \phi_{\alpha}(\eta), & \text { otherwise }\end{cases}
\end{aligned}
$$

in the asymmetrical case and $E\left(\left|g\left(Z_{\Delta}(\alpha)\right)\right|\right) \leq C K\left(\Delta \eta^{-\alpha}+\Delta^{1-2 / \beta} \eta^{2-\alpha}\right) \phi_{\alpha}(\eta)$ otherwise. Then take $\eta=\Delta^{(2+\beta) / \beta(2+\alpha)}$ (resp. $\eta=\Delta^{1 / \beta}$ ) to obtain (51).

Next, we study the functions defined in (15).
Lemma 3. (a) Let $k$ satisfy the first half of (20) with some $\gamma \geq 0$ such that $\gamma<\beta$ whenever $\beta<2$. Then $\Psi_{k}$ is $C^{\infty}$ on $(0, \infty) \times \mathbb{R}$. If, in addition, $\gamma>0$, $\nu \in(0, \infty)$ and $k_{\nu}(x)=k(x) 1_{\{|k(x)| \leq \nu\}}$, then for all $K>0$, there exists a constant $M_{K, k}$ such that $|z| \leq K$ and $v \geq M_{K, k}$ imply

$$
\begin{align*}
& \left|\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k}(u, z)-\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k_{v}}(u, z)\right|  \tag{54}\\
& \quad \leq \begin{cases}C_{j, l, k, K} u^{\beta-j} v^{1-(l+\beta) / \gamma}, & \text { if } \beta<2, \\
C_{j, l, k, K} u^{\gamma} e^{-v^{1 / \gamma} / u}, & \text { if } \beta=2 .\end{cases}
\end{align*}
$$

(b) If $k$ is bounded, then for all $\eta \in(0,1)$, we have, with $\|k\|$ being the sup norm,

$$
\begin{equation*}
\eta \leq u \leq 1 / \eta \quad \Longrightarrow \quad\left|\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k}(u, z)\right| \leq C_{l, j, \eta}\|k\| . \tag{55}
\end{equation*}
$$

Proof. We can rewrite the second display of (15) as

$$
\begin{equation*}
\Psi_{k}(u, z)=\frac{1}{u} \int h_{\beta}\left(\frac{x}{u}\right) k(x+z) d x=\frac{1}{u} \int h_{\beta}\left(\frac{x-z}{u}\right) k(x) d x . \tag{56}
\end{equation*}
$$

(a) For an integer $l$, the $j$ th derivative of $u \mapsto(-1)^{l} h_{\beta}^{(l)}(x / u) / u^{l+1}$ takes the form $h_{l, j}(x / u) / u^{j+l+1}$ for a function $h_{l, j}(x)$ which is a linear combination of products of $h_{\beta}^{(l+i)}(x) x^{i}$ for $0 \leq i \leq j$. By (7), $h_{l, j}$ satisfies, for all $x$,

$$
\left|h_{l, j}(x)\right| \leq \begin{cases}C_{j, l} /\left(1+|x|^{1+l+\beta}\right), & \text { if } \beta<2  \tag{57}\\ C_{j, l}\left(1+|x|^{2 j+2 l}\right) e^{-x^{2} / 2}, & \text { if } \beta=2\end{cases}
$$

The above estimate for $\beta<2$ also holds for $\beta=2$. Moreover, for all $\beta \in(0,2]$, the derivative satisfies

$$
\begin{equation*}
\left|h_{l, j}^{(1)}(x)\right| \leq \frac{C_{j, l}}{1+|x|^{2+l+\beta}} . \tag{58}
\end{equation*}
$$

Therefore, we easily deduce from (56) that $\Psi_{k}$ is $C^{\infty}$, with [by differentiating $l$ times the last term in (56), then differentiating $j$ times the analogue of the last term, with $h_{\beta}^{(l)}$ instead of $h_{\beta}$ ]

$$
\begin{align*}
\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k}(u, z) & =\frac{1}{u^{j+l+1}} \int h_{l, j}(x / u) k(x+z) d x  \tag{59}\\
& =\frac{1}{u^{j+l}} \int h_{l, j}(x) k(u x+z) d x
\end{align*}
$$

In particular, since $\left|k(x)-k_{\nu}(x)\right|=\left|k(x) 1_{\{|k(x)|>\nu\}}\right| \leq C_{k}\left(1+|x|^{\gamma}\right) 1_{\{|k(x)|>\nu\}}$, we have

$$
\begin{aligned}
& \left|\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k}(u, z)-\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k_{v}}(u, z)\right| \\
& \quad \leq \frac{C_{k}}{u^{j+l+1}} \int_{\left\{1+|x+z|^{\gamma}>v \varepsilon_{k}\right\}}\left(1+|x+z|^{\gamma}\right)\left|h_{l, j}(x / u)\right| d x
\end{aligned}
$$

since $\{(x, z):|k(x+z)|>\nu\} \subset\left\{(x, z): 1+|x+z|^{\gamma}>\nu \varepsilon_{k}\right\}$ for some $\varepsilon_{k}>0$. Then a simple computation using (57) yields (54).
(b) When $k$ is bounded, (57) implies that $h_{l, j}$ is integrable and so (59) yields (55).

Lemma 4. If $k$ is bounded, then $\Psi_{G, \Delta, \alpha, k}(u, v, z)$ is $C^{\infty}$ in $(u, z)$ and for any $\eta \in(0,1)$, we have

$$
\begin{equation*}
\eta \leq u \leq 1 / \eta \quad \Longrightarrow \quad\left|\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{G, \Delta, \alpha, k}(u, v, z)\right| \leq C_{l, j, \eta}\|k\| \tag{60}
\end{equation*}
$$

and also, for $\Delta \leq 1$, and $z \in \mathbb{R}, u \in[\eta, 1 / \eta]$ and $v \in(0,1 / \eta]$,

$$
\begin{align*}
& G \in \mathcal{g}(\phi, \alpha) \Longrightarrow \left\lvert\, \frac{\partial^{j}}{\partial u^{j}}\right. \left.\Psi_{G, \Delta, \alpha, k}(u, v, z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, 0) \right\rvert\, \\
& \leq C_{j, \eta}\|k\|\left(|z|+\Delta^{\rho(\alpha, \beta)} \phi_{\alpha}\left(\Delta^{\frac{2+\beta}{\beta(2+\alpha)}}\right)\right),  \tag{61}\\
& G \in \mathcal{g}^{\prime}(\phi, \alpha) \Longrightarrow\left|\frac{\partial^{j}}{\partial u^{j}} \Psi_{G, \Delta, \alpha, k}(u, v, z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, 0)\right| \\
& \leq C_{j, \eta}\|k\|\left(|z|+\Delta^{\rho^{\prime}(\alpha, \beta)} \phi_{\alpha}\left(\Delta^{\frac{1}{\beta}}\right)\right) .
\end{align*}
$$

Proof. Observe that by (15), $\Psi_{G, \Delta, \alpha, k}(u, v, z)=\int G_{\Delta, \alpha}^{\prime}(d w) \Psi_{k}(u, v w+z)$. Then by (55), $\Psi_{G, \Delta, \alpha, k}$ is $C^{\infty}$ in $(u, z)$, with

$$
\begin{equation*}
\frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{G, \Delta, \alpha, k}(u, v, z)=\int G_{\Delta, \alpha}^{\prime}(d w) \frac{\partial^{j+l}}{\partial u^{j} \partial z^{l}} \Psi_{k}(u, v w+z) \tag{62}
\end{equation*}
$$

and for any $\eta \in(0,1)$, we have (60). Next, we prove the first part of (61). From (58), we have that

$$
\begin{equation*}
|y| \leq 1 \quad \Longrightarrow \quad\left|h_{0, j}(x+y)-h_{0, j}(x)\right| \leq C_{j, m} \frac{|y|}{1+|x|^{2+\beta}} . \tag{63}
\end{equation*}
$$

Recalling (59) and (62), we have

$$
\begin{equation*}
\frac{\partial^{j}}{\partial u^{j}} \Psi_{G, \Delta, \alpha, k}(u, v, z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, z)=\int G_{\Delta, \alpha}^{\prime}(d w) g(w), \tag{64}
\end{equation*}
$$

where

$$
\begin{aligned}
g(w) & =\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, v w+z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, z) \\
& =\frac{1}{u^{j}} \int h_{0, j}(x)(k(u x+v w+z)-k(u x+z)) d x \\
& =\frac{1}{u^{j}} \int\left(h_{0, j}\left(x-\frac{v w}{u}\right)-h_{0, j}(x)\right) k(u x+z) d x
\end{aligned}
$$

for $u, v, z, j$ fixed. Let $\eta \in(0,1)$ and suppose that $\eta \leq u \leq 1 / \eta$ and $v \leq 1 / \eta$. If $|w| \leq 1$, then (63) yields $|g(w)| \leq C_{j, \eta}\|k\||w|$, whereas (55) always yields $|g(w)| \leq C_{j, \eta}\|k\|$; so, $|g(w)| \leq C_{j, \eta}\|k\|(|w| \wedge 1)$ and in view of (64), we readily deduce from (51) that

$$
\begin{equation*}
\left|\frac{\partial^{j}}{\partial u^{j}} \Psi_{G, \Delta, \alpha, k}(u, v, z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, z)\right| \leq C_{j, \eta}\|k\| \Delta^{\rho(\alpha, \beta)} \phi_{\alpha}\left(\Delta^{\frac{2+\beta}{\beta(2+\alpha)}}\right) . \tag{65}
\end{equation*}
$$

Since, further, $\left|\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, 0)\right| \leq C_{j, \eta}\|k\||z|$ by (55), we obtain the result.

Finally, the function $h_{0, j}$ is $C^{\infty}$ and all of its derivatives satisfy the estimates (57). Hence, the functions $h_{0, j}^{(1)}$ and $H(x)=\sup _{y \in\left[x-1 / \eta^{2}, x+1 / \eta^{2}\right]}\left|h_{0, j}^{(2)}(y)\right|$ are integrable. We have

$$
\begin{equation*}
|w| \leq 1 \Rightarrow\left|h_{0, j}\left(x-\frac{v w}{u}\right)-h_{0, j}(x)-h_{0, j}^{(1)}(x) \frac{v w}{u}\right| \leq C_{j, \eta} w^{2} H(x) \tag{66}
\end{equation*}
$$

provided that $v<1 / \eta$ and $\eta \leq u \leq 1 / \eta$. Therefore, we can write $g=g_{1}+g_{2}$, where

$$
\begin{aligned}
g_{1}(w)= & \frac{v w}{u^{j+1}} 1_{\{|w| \leq 1\}} \int h_{0, j}^{(1)}(x) k(u x+z) d x \\
g_{2}(w)= & g(w) 1_{\{|w|>1\}} \\
& +1_{\{|w| \leq 1\}} \int\left(h_{0, j}\left(x-\frac{v w}{u}\right)-h_{0, j}(x)-h_{0, j}^{(1)}(x) \frac{v w}{u}\right) k(u x+z) d x .
\end{aligned}
$$

On the one hand, if $G \in g^{\prime}(\phi, \alpha)$, then $G_{\Delta, \alpha}^{\prime}$ is symmetrical about 0 and $\int g_{1}(w) G_{\Delta, \alpha}^{\prime}(d w)=0$ because $g_{2}$ is bounded and odd. On the other hand, (66), the integrability of $H$ and $|g(w)| \leq C_{j, \eta}\|k\|$ collectively yield $\left|g_{2}(w)\right| \leq$ $C_{j, \eta}\|k\|\left(w^{2} \wedge 1\right)$. Hence, using (51), we get [instead of (65)]

$$
\left|\frac{\partial^{j}}{\partial u^{j}} \Psi_{G, \Delta, \alpha, k}(u, v, z)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k}(u, z)\right| \leq C_{j, \eta}\|k\| \Delta^{\rho^{\prime}(\alpha, \beta)} \phi_{\alpha}\left(\Delta^{1 / \beta}\right)
$$

and the second part of (61) follows analogously.
12. Estimating equations. We prove here a general result concerning estimating equations, which will be used several times below. Its content is basically known, but we adapt it to our setting, at the desired level of generality.

Suppose that we seek to estimate a parameter $\sigma>0$. At stage $n$, we observe $p_{n}$ i.i.d. variables $\chi_{i}^{n}$ and two auxiliary variables $S_{n}>0$ and $Q_{n} \in \mathbb{R}$. Under the associated probability measure $P_{n, \sigma}$, we suppose that the families $\left(S_{n}, Q_{n}\right)$ and $\left(\chi_{i}^{n}: 1 \leq i \leq p_{n}\right)$ are independent and, of course, $p_{n} \rightarrow \infty$. Let us introduce the following conditions:
(A1) if $\sigma_{n} \rightarrow \sigma>0$, then $S_{n} \rightarrow \sigma$ in $P_{n, \sigma_{n}}$-probability;
(A2) if $\sigma_{n} \rightarrow \sigma>0$, then the sequence ( $Q_{n} \mid P_{n, \sigma_{n}}$ ) is tight.
Next, we consider two families of functions $\left(f_{n, s, q}\right)_{s>0}$ and $\left(H_{n, s}\right)_{s>0, q \in \mathbb{R}}$, on $\mathbb{R}$ and $(0, \infty)$, respectively, and we associate with them the following estimating functions and estimators:

$$
\begin{equation*}
U_{n, s, q}(u)=\frac{1}{p_{n}} \sum_{i=1}^{p_{n}}\left(f_{n, s, q}\left(\chi_{i}^{n}\right)-H_{n, s}(u)\right), \tag{67}
\end{equation*}
$$

$$
\widehat{\sigma}_{n}(s, q)=\left\{\begin{align*}
& \text { the } u>0 \text { with } U_{n, s, q}(u)=0 \text { which is closest to } s  \tag{68}\\
& \text { if it exists, } \\
& 1, \text { otherwise }
\end{align*}\right.
$$

(if $U_{n, s, q}=0$ has two closest solutions at an equal distance of $s$, then we choose the smaller one). We also set

$$
\begin{equation*}
F_{n, s, q}(\sigma)=E_{n, \sigma}\left(f_{n, s, q}\left(\chi_{i}^{n}\right)\right), \quad F_{n, s, q}^{\prime}(\sigma)=E_{n, \sigma}\left(f_{n, s, q}\left(\chi_{i}^{n}\right)^{2}\right) \tag{69}
\end{equation*}
$$

Let us now list a series of assumptions on the previously introduced functions.
(B1) We have $\sup _{s>0, q \in \mathbb{R}}\left\|f_{n, s, q}\right\|^{4} / p_{n} \rightarrow 0$ when $n \rightarrow \infty$ (here, $\left\|f_{n, s, q}\right\|$ is the sup norm).
(B2) $H_{n, s}$ is continuously differentiable.
(B3) For all $s>0$, there exists a differentiable function $\bar{F}_{s}$ on $(0, \infty)$ such that whenever $s_{n} \rightarrow s, H_{n, s_{n}}$ and $H_{n, s_{n}}^{(1)}$ converge locally uniformly to $\bar{F}_{s}$ and $\bar{F}_{s}^{(1)}$, respectively.
(B4) $\bar{F}_{s}^{(1)}(s) \neq 0$ for all $s>0$.
(B5) $F_{n, s_{n}, q_{n}}^{\prime}\left(u_{n}\right)$ converges to a limit $F^{\prime}(u)$ for any two sequences $u_{n}$ and $s_{n}$ converging to the same limit $u>0$ and any bounded sequence $q_{n}$.
(B6) There exists a sequence $w_{n} \rightarrow+\infty$ such that $\sup _{n} w_{n} \mid F_{n, s_{n}, q_{n}}\left(u_{n}\right)-$ $\left.H_{n, s_{n}}\left(u_{n}\right)\right) \mid<\infty$ for any two sequences $u_{n}$ and $s_{n}$ converging to the same limit $u>0$ and any bounded sequence $q_{n}$.

THEOREM 6. Assume (A1), (A2) and (B1)-(B6).
(a) The sequence $\left(\left(w_{n} \wedge \sqrt{p_{n}}\right)\left(\widehat{\sigma}_{n}\left(S_{n}, Q_{n}\right)-\sigma\right)\right)$ is tight under $P_{n, \sigma}$, uniformly in $n$ and in $\sigma$ in any compact subset of $(0, \infty)$.
(b) If $w_{n} / \sqrt{p_{n}} \rightarrow \infty$, then the sequence $\left(\sqrt{p_{n}}\left(\widehat{\sigma}_{n}\left(S_{n}, Q_{n}\right)-\sigma\right)\right)$ converges in law under $P_{n, \sigma}$, uniformly in $\sigma$ in any compact subset of $(0, \infty)$, toward the centered normal distribution with variance $\Xi^{2}(\sigma):=\left(F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)^{2}\right) / \bar{F}_{\sigma}^{(1)}(\sigma)^{2}$.

We devote the remainder of this section to proving this theorem, assuming for the rest of the section (A1), (A2) and (B1)-(B6). First, we state a lemma which gathers some classical limit theorems. For each $n$, let $\left(\zeta_{i}^{n}: i=1, \ldots, \kappa_{n}\right)$ be realvalued and i.i.d. random variables, possibly defined on different probability spaces $\left(\Omega_{n}, \mathcal{F}_{n}, P_{n}\right)$ when $n$ varies.

LEMmA 5. Assume that $\zeta_{i}^{n}$ is square integrable and set $\gamma_{n}=E_{n}\left(\zeta_{i}^{n}\right)$ and $\Gamma_{n}=E_{n}\left(\left(\zeta_{i}^{n}\right)^{2}\right)-\gamma_{n}^{2}$. If $\kappa_{n} \rightarrow \infty$ and $\Gamma_{n} / \kappa_{n} \rightarrow 0$, then we have

$$
\begin{equation*}
\frac{1}{\kappa_{n}} \sum_{i=1}^{\kappa_{n}} \zeta_{i}^{n}-\gamma_{n} \xrightarrow{L^{2}\left(P_{n}\right)} 0 \tag{70}
\end{equation*}
$$

Furthermore, if $\Gamma_{n} \rightarrow \Gamma$ for some limit $\Gamma \geq 0$ and if $E\left(\left|\zeta_{i}^{n}\right|^{4}\right) / \kappa_{n} \rightarrow 0$, then we have

$$
\begin{equation*}
\sqrt{\kappa_{n}}\left(\frac{1}{\kappa_{n}} \sum_{i=1}^{\kappa_{n}} \zeta_{i}^{n}-\gamma_{n}\right) \xrightarrow{L\left(P_{n}\right)} N(0, \Gamma) \tag{71}
\end{equation*}
$$

In the next three lemmas, we suppose that $\sigma_{n} \rightarrow \sigma>0$ and write $P_{n}=P_{n, \sigma_{n}}$.
Lemma 6. Let $s_{n} \rightarrow \sigma$ and let $q_{n}$ be a bounded sequence.
(a) The sequence $\left(\left(w_{n} \wedge \sqrt{p_{n}}\right) U_{n, s_{n}, q_{n}}\left(\sigma_{n}\right) \mid P_{n}\right)$ is tight.
(b) If $w_{n} / \sqrt{p_{n}} \rightarrow \infty$, then the sequence $\left(\sqrt{p_{n}} U_{n, s_{n}, q_{n}}\left(\sigma_{n}\right) \mid P_{n}\right)$ converges in law to $N\left(0, F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)^{2}\right)$.

Proof. We have $U_{n, s_{n}, q_{n}}\left(\sigma_{n}\right)=\frac{1}{p_{n}} \sum_{i=1}^{p_{n}} \zeta_{i}^{n}$, where for each $n$, the $\zeta_{i}^{n}$ 's are i.i.d. with mean and variance given by

$$
\gamma_{n}=F_{n, s_{n}, q_{n}}\left(\sigma_{n}\right)-H_{n, s_{n}}\left(\sigma_{n}\right), \quad \Gamma_{n}=F_{n, s_{n}, q_{n}}^{\prime}\left(\sigma_{n}\right)-F_{n, s_{n}, q_{n}}\left(\sigma_{n}\right)^{2},
$$

respectively, and, further, $\left|\zeta_{i}^{n}\right| \leq \alpha_{n}$ for $\alpha_{n}$ satisfying $\alpha_{n}^{4} / p_{n} \rightarrow 0$, by (B1). Now, (B6) yields that $\gamma_{n} \rightarrow 0$, which, together with (B3), yields $F_{n, s_{n}, q_{n}}\left(\sigma_{n}\right) \rightarrow$ $\bar{F}_{\sigma}(\sigma)$. On the other hand, (B5) implies $F_{n, s_{n}, q_{n}}^{\prime}\left(\sigma_{n}\right) \rightarrow F^{\prime}(\sigma)$. Therefore, $\left(\sqrt{p_{n}}\left(U_{n, s_{n}, q_{n}}\left(\sigma_{n}\right)-\gamma_{n}\right) \mid P_{n}\right)$ converges in law to $N\left(0, F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)^{2}\right)$ by (71) and since $\sup _{n} w_{n}\left|\gamma_{n}\right|<\infty$ by (B6), we readily obtain the two results.

LEMMA 7. (a) The sequence $\left(\left(w_{n} \wedge \sqrt{p_{n}}\right) U_{n, S_{n}, Q_{n}}\left(\sigma_{n}\right) \mid P_{n}\right)$ is tight.
(b) If $w_{n} / \sqrt{p_{n}} \rightarrow \infty$, then the sequence $\left(\sqrt{p_{n}} U_{n, S_{n}, Q_{n}}\left(\sigma_{n}\right) \mid P_{n}\right)$ converges in law to $N\left(0, F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)\right)$.

Proof. For both results, it is enough to prove that from any subsequence one can extract a sub-subsequence for which the results hold and thus, using (A1) and (A2), we can indeed assume that the pair ( $S_{n}, Q_{n}$ ) converges in law. Due to the independence of $\left(S_{n}, Q_{n}\right)$ and ( $U_{n, s, q}: s>0, q \in \mathbb{R}$ ), we can replace the pair $\left(S_{n}, Q_{n}\right)$ in $U_{n, S_{n}, Q_{n}}$ by any other pair $\left(S_{n}^{\prime}, Q_{n}^{\prime}\right)$ having the same law under $P_{n}$ as $\left(S_{n}, Q_{n}\right)$ and still independent of ( $U_{n, s, q}: s>0, q \in \mathbb{R}$ ). In particular, by the Skorokhod representation theorem, we can indeed assume that $S_{n}$ converges pointwise to $\sigma$ and also that $Q_{n}$ converges pointwise to a limit $Q$.
(a) Let $V_{n, s, q}=\left(w_{n} \wedge \sqrt{p_{n}}\right) U_{n, s, q}\left(\sigma_{n}\right)$. The previous lemma implies that, provided the deterministic sequence $s_{n}$ converges to $\sigma$, we have for all $B>0$

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{n \geq 1} u_{k, B}\left(n, s_{n}\right)=0, \quad \text { where } u_{k, B}(n, s)=\sup _{|q| \leq B} P_{n}\left(\left|V_{n, s, q}\right|>k\right) \tag{72}
\end{equation*}
$$

If the sequence $\left(V_{n, S_{n}, Q_{n}} \mid P_{n}\right)$ is not tight, then there exist some $\varepsilon>0$ and an infinite sequence $n_{k}$ such that $P_{n_{k}}\left(\left|V_{n_{k}, S_{n_{k}}, Q_{n_{k}}}\right|>k\right) \geq \varepsilon$. Since $\left(S_{n}, Q_{n}\right)$ is independent of the family ( $V_{n, s, q}: s>0, q \in \mathbb{R}$ ), we have

$$
\begin{aligned}
& P_{n_{k}}\left(\mid V_{\left.n_{k}, S_{n_{k}}, Q_{n_{k}} \mid>k\right)} \quad \leq E_{n_{k}}\left[P _ { n _ { k } } \left(\mid V_{\left.\left.n_{k}, S_{n_{k}}, Q_{n_{k}}|>k| S_{n_{k}}, Q_{n_{k}}\right)\right]} \quad \leq E_{n_{k}}\left[1_{\left\{\left|Q_{n_{k}}\right|>B\right\}}+1_{\left\{\left|Q_{n_{k}}\right| \leq B\right\}} P_{n_{k}}\left(\left|V_{n_{k}, S_{n_{k}}, Q_{n_{k}}}\right|>k \mid S_{n_{k}}, Q_{n_{k}}\right)\right]\right.\right.\right. \\
& \left.\quad \leq P_{n_{k}}\left(\left|Q_{n_{k}}\right|>B\right)+E_{n_{k}}\left(u_{k, B}\left(n_{k}, S_{n_{k}}\right)\right)\right) .
\end{aligned}
$$

Then by (72), $S_{n_{k}} \rightarrow \sigma$ and Lebesgue's theorem, we have

$$
\limsup _{k} P_{n_{k}}\left(\left|V_{n_{k}, S_{n_{k}}}, Q_{n_{k}}\right|>k\right) \leq \sup _{k} P_{n_{k}}\left(\left|Q_{n_{k}}\right|>B\right)
$$

for all $B>0$ and, in view of (A2), we deduce that $\limsup _{k} P_{n_{k}}\left(\left|V_{n_{k}}, S_{n_{k}}, Q_{n_{k}}\right|>\right.$ $k)=0$. This contradicts the definition of the sequence $n_{k}$ and we thus have the result.
(b) Let us denote by $V$ a variable with law $v=N\left(0, F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)\right)$. Let $v_{n, s, q}$ be the law of $V_{n, s, q}:=\sqrt{p_{n}} U_{n, s, q}\left(\sigma_{n}\right)$. The claim amounts to proving that

$$
\begin{equation*}
E_{n}\left(g\left(V_{n, S_{n}}, Q_{n}\right)\right) \rightarrow E(g(V)) \tag{73}
\end{equation*}
$$

for all bounded continuous functions $g$. We have

$$
E_{n}\left(g\left(V_{n, S_{n}, Q_{n}}\right)\right)=E_{n}\left(\int v_{n, S_{n}, Q_{n}}(d x) g(x)\right)
$$

Since $S_{n} \rightarrow \sigma$ and $Q_{n} \rightarrow Q$, we deduce from Lemma 6(b) that $\int v_{n, S_{n}, Q_{n}}(d x) g(x)$ converges pointwise to $\int \nu(d x) g(x)=E(g(V))$, and that it is bounded by $\|g\|$, so Lebesgue's theorem yields (73).

## LEMMA 8. The sequence $\widehat{\sigma}_{n}$ converges in $P_{n}$-probability to $\sigma$.

Proof. Exactly as in the previous proof, without loss of generality, we can assume that the pair ( $S_{n}, Q_{n}$ ) converges pointwise to ( $\sigma, Q$ ), with $Q$ a suitable random variable. Lemma 7 implies that $U_{n, S_{n}, Q_{n}}\left(\sigma_{n}\right) \rightarrow 0$ in probability (recall that both $w_{n}$ and $p_{n}$ go to infinity). Observe that $U_{n, S_{n}, Q_{n}}(u)-U_{n, S_{n}, Q_{n}}\left(\sigma_{n}\right)=$ $H_{n, S_{n}}\left(\sigma_{n}\right)-H_{n, S_{n}}(u)$, which, by (B3), converges (pointwise) locally uniformly in $u$ toward $H(u):=\bar{F}_{\sigma}(\sigma)-\bar{F}_{\sigma}(u)$. Hence, $U_{n, S_{n}, Q_{n}}(u)$ also converges locally uniformly in $u$ toward $H(u)$, in $P_{n}$-probability. But, by (B4), the function $H$ is null at $\sigma$ and is either strictly decreasing or strictly increasing in a neighborhood of $\sigma$. The definition (68) of $\widehat{\sigma}_{n}\left(S_{n}, Q_{n}\right)$ then immediately gives the result.

Proof of Theorem 6. The proof follows a familiar pattern. As usual, to get the local uniformity in $\sigma$ for the tightness in (a) [resp. the convergence in (b)], it is enough to obtain the tightness (resp. convergence) under $P_{n}=P_{n, \sigma_{n}}$ for any sequence $\sigma_{n} \rightarrow \sigma>0$. Let us write, for simplicity, $\widehat{\sigma}_{n}=\widehat{\sigma}_{n}\left(S_{n}, Q_{n}\right)$ and $U_{n}=$ $U_{n, S_{n}, Q_{n}}$. By (B2), $U_{n}$ is continuously differentiable. From Lemma 8, we deduce the existence of sets $A_{n}$ with $P_{n}\left(A_{n}\right) \rightarrow 1$, such that on $A_{n}$, we have $U_{n}\left(\widehat{\sigma}_{n}\right)=0$ and thus Taylor's formula yields a random variable $T_{n}$ taking its values between $\sigma_{n}$ and $\widehat{\sigma}_{n}$ and such that

$$
\begin{equation*}
U_{n}\left(\sigma_{n}\right)=-\left(\widehat{\sigma}_{n}-\sigma_{n}\right) U_{n}^{(1)}\left(T_{n}\right) \quad \text { on the set } A_{n} \tag{74}
\end{equation*}
$$

Observe that $U_{n}^{(1)}\left(T_{n}\right)=-H_{n, S_{n}}^{(1)}\left(T_{n}\right)$. Since both $S_{n}$ and $T_{n}$ converge in probability to $\sigma$, (B3) implies that $U_{n}^{(1)}\left(T_{n}\right) \rightarrow-\bar{F}_{\sigma}^{(1)}(\sigma)$ in probability. Since $\bar{F}_{\sigma}^{(1)}(\sigma) \neq 0$ by (B4), all of the results of our theorem are now easily deduced from (74) and Lemma 7.

## 13. Proofs of the main theorems.

13.1. Fisher information and LAN. For Theorems 1 and 2, the key role is played by the density $p_{\Delta}(\cdot \mid \sigma, G)$ of the variable $X_{\Delta}$ in (1). From independence of $W$ and $Y$, we have

$$
\begin{equation*}
p_{\Delta}(x \mid \sigma, G)=\frac{1}{\sigma \Delta^{1 / \beta}} \int G_{\Delta}(d y) h_{\beta}\left(\frac{x-y}{\sigma \Delta^{1 / \beta}}\right) \tag{75}
\end{equation*}
$$

Since $h_{\beta}$ is $C^{\infty}$ and satisfies (7), it follows that $\sigma \mapsto p_{\Delta}(x \mid \sigma, G)$ is also $C^{\infty}$ and the first two derivatives are

$$
\begin{align*}
& \dot{p}_{\Delta}(x \mid \sigma, G)=-\frac{1}{\sigma^{2} \Delta^{1 / \beta}} \int G_{\Delta}(d y) \breve{h}_{\beta}\left(\frac{x-y}{\sigma \Delta^{1 / \beta}}\right),  \tag{76}\\
& \ddot{p}_{\Delta}(x \mid \sigma, G)=\frac{1}{\sigma^{3} \Delta^{1 / \beta}} \int G_{\Delta}(d y) \widehat{h}_{\beta}\left(\frac{x-y}{\sigma \Delta^{1 / \beta}}\right), \tag{77}
\end{align*}
$$

where $\widehat{h}_{\beta}(x)=h_{\beta}(x)+3 x h_{\beta}^{(1)}(x)+x^{2} h_{\beta}^{(2)}(x)$. The Fisher information $I_{\Delta}(\sigma, G)$ is then

$$
\begin{equation*}
I_{\Delta}(\sigma, G)=\int \frac{\dot{p}_{\Delta}(x \mid \sigma, G)^{2}}{p_{\Delta}(x \mid \sigma, G)} d x \tag{78}
\end{equation*}
$$

Taking advantage of (75) and (76), using $b^{\prime}(G, \alpha)$ and $G_{\Delta, \alpha}^{\prime}$ [see (13)] and performing the change of variable $x \leftrightarrow\left(x-\Delta b^{\prime}(G, \alpha)\right) / \sigma \Delta^{1 / \beta}$ in (78) and (80), we obtain, for any $\alpha \in[0, \beta]$,

$$
\begin{align*}
I_{\Delta}(\sigma, G) & =\frac{1}{\sigma^{2}} \int s_{\Delta, \sigma, G}(x) d x  \tag{79}\\
& \text { with } s_{\Delta, \sigma, G}(x)=\frac{\left(\int G_{\Delta, \alpha}^{\prime}(d u) \breve{h}_{\beta}(x-u / \sigma)\right)^{2}}{\int G_{\Delta, \alpha}^{\prime}(d u) h_{\beta}(x-u / \sigma)} .
\end{align*}
$$

To prove the LAN property, we also need the Hellinger integral of order $\gamma \in$ $(0,1)$ between the laws of $X_{\Delta}$ for two different values of $\sigma$ and the same $G$, that is,

$$
\begin{equation*}
H_{\Delta}\left(\gamma \mid \sigma, \sigma^{\prime}, G\right)=\int p_{\Delta}(x \mid \sigma, G)^{1-\gamma} p_{\Delta}\left(x \mid \sigma^{\prime}, G\right)^{\gamma} d x \tag{80}
\end{equation*}
$$

The LAN property in Theorem 1 is equivalent to the weak convergence of statistical experiments having log-likelihoods $Z_{n}(\sigma+u / \sqrt{n} \mid \sigma, G)$ to a Gaussian shift experiment with unit variance $\ell(\beta) / \sigma^{2}$ (see Definition 80.1, Theorem 80.2 and Corollary 80.6 in [20]). Due to the form of the Hellinger processes for a Gaussian shift and also for i.i.d. observations (see, e.g., [12]), and to Theorem 5.3 of [11], to prove the LAN property, it is enough to prove that for all $u, v \in \mathbb{R}$ and $\gamma \in(0,1)$,

$$
\begin{equation*}
n\left(1-H_{\Delta_{n}}(\gamma \mid \sigma+u / \sqrt{n}, \sigma+v / \sqrt{n}, G)\right) \rightarrow \frac{\gamma(1-\gamma)(u-v)^{2}}{2 \sigma^{2}} \ell(\beta) \tag{81}
\end{equation*}
$$

Proof of (10). Apply the Cauchy-Schwarz inequality with the product of $\breve{h}_{\beta} / \sqrt{h_{\beta}}$ and $\sqrt{h_{\beta}}$ to get

$$
s_{\Delta, \sigma, G}(x) \leq \int G_{\Delta, \alpha}^{\prime}(d u) \widetilde{h}_{\beta}(x-u / \sigma)
$$

Therefore, (79) yields

$$
I_{\Delta}(\sigma, G) \leq \frac{1}{\sigma^{2}} \int d x \int G_{\Delta, \alpha}^{\prime}(d u) \widetilde{h}_{\beta}(x-u / \sigma)=\frac{1}{\sigma^{2}} \ell(\beta)
$$

[recall (9)] and we have (10).
Proof of Theorem 2(a). It suffices to prove that if $\sigma_{n} \rightarrow \sigma>0, \Delta_{n} \rightarrow 0$ and $G^{n}$ is a sequence of measures in $\mathcal{g}(\phi, \alpha)$ for some $\phi \in \Phi$ and some $\alpha \in(0, \beta]$, then

$$
\begin{equation*}
I_{\Delta_{n}}\left(\sigma_{n}, G^{n}\right) \rightarrow \frac{1}{\sigma^{2}} \ell(\beta) \tag{82}
\end{equation*}
$$

Since $h_{\beta}$ and $\breve{h}_{\beta}$ are continuous and bounded, Lemma 2(b) yields that $s_{\Delta_{n}, \sigma_{n}, G^{n}} \rightarrow$ $\widetilde{h}_{\beta}$ pointwise. Fatou's lemma yields $\liminf _{n} I_{\Delta_{n}}\left(\sigma_{n}, G^{n}\right) \geq \ell(\beta) \sigma^{2}$. Combining this with (10), we obtain (82).

PROOF OF THEOREM 2(b). Let $\rho_{n}=\Delta_{n}^{1 / \alpha_{n}-1 / \beta}$, which, by our assumption on $\Delta_{n}$, converges to 1 . The measure $G_{\Delta_{n}, \alpha_{n}}^{\prime n}$ associated with $G^{n}$ has the density $x \mapsto g_{n}(x)=h_{\alpha_{n}}\left(x \rho_{n}\right) / \rho_{n}$, which converges to $h_{\beta}(x)$; so, $G_{\Delta_{n}, \alpha_{n}, \beta}^{\prime n}$ weakly converges to the law with density $h_{\beta}$ and, exactly as in the previous proof,

$$
\begin{equation*}
s_{\Delta_{n}, \sigma, G^{n}}(x) \rightarrow s(x):=\frac{\left(\int h_{\beta}(u) \breve{h}_{\beta}(x-u \theta / \sigma) d u\right)^{2}}{\int h_{\beta}(u) h_{\beta}(x-u \theta / \sigma) d u} . \tag{83}
\end{equation*}
$$

On the other hand, $\left|\widetilde{h}_{\beta}(y)\right| \leq C\left(1 \wedge 1 /|y|^{1+\beta}\right)$ and $g_{n}^{\prime}(y) \leq C\left(1 \wedge 1 /|y|^{1+\alpha_{n}}\right)$. Using once more the Cauchy-Schwarz inequality, we deduce from (79) that

$$
\begin{aligned}
s_{\Delta_{n}, \sigma, G^{n}}(x) & \leq \int g_{n}(u) \tilde{h}_{\beta}(x-u \theta / \sigma) d u \\
& \leq s^{\prime}(x)=C \int\left(1 \wedge \frac{1}{|u|^{1+\beta-\varepsilon}}\right)\left(1 \wedge \frac{1}{|x-u \theta / \sigma|^{1+\beta}}\right) d u
\end{aligned}
$$

for yet another constant $C$, provided $\alpha_{n}>\beta-\varepsilon$ for some fixed $\varepsilon \in(0, \beta)$. But, $\int s^{\prime}(x) d x<\infty$, so (83) and the dominated convergence theorem yield

$$
\begin{equation*}
I_{\Delta_{n}}\left(\sigma, \theta, G^{n}\right) \rightarrow \frac{1}{\sigma^{2}} \int s(x) d x \tag{84}
\end{equation*}
$$

Finally, exactly as above, we deduce from the Cauchy-Schwarz inequality and from the fact that the functions $\sqrt{h}_{\beta}$ and $\breve{h}_{\beta} / \sqrt{h}_{\beta}$ are not Lebesgue-almost surely multiples of one another, while $h_{\beta}>0$ identically, that, in fact, $s(x)<$ $\int h_{\beta}(u) \widetilde{h}_{\beta}(x-u \theta / \sigma) d u$ for all $x$. Therefore,

$$
\begin{aligned}
\int s(x) d x & <\int d x \int h_{\beta}(u) \tilde{h}_{\beta}(x-u \theta / \sigma) d u \\
& =\int h_{\beta}(u) d u \int \tilde{h}_{\beta}(y) d y=\int \tilde{h}_{\beta}(y) d y=\ell(\beta)
\end{aligned}
$$

and (84) yields that $I_{\Delta_{n}}\left(\sigma, G^{n}\right)$ converges to a limit strictly less that $\ell(\beta) / \sigma^{2}$.

Proof of Theorem 1. We have proved (10) above and (11) follows from Theorem 2, so it remains to prove LAN, that is, (81). Fix $\sigma>0, G \in \mathcal{G}_{\beta}, \gamma \in$ $(0,1)$ and $u, v \in \mathbb{R}$. To simplify notation, we write $p_{n}(x)=p_{\Delta_{n}}(x \mid \sigma, G), \dot{p}_{n}(x)=$ $\dot{p}_{\Delta_{n}}(x \mid \sigma, G)$ and $q_{n}(z, x)=\left(p_{\Delta_{n}}(x \mid \sigma+z / \sqrt{n}, G)-p_{n}(x)\right) / p_{n}(x)$. We have $H_{\Delta_{n}}(\gamma \mid \sigma+u / \sqrt{n}, \sigma+v / \sqrt{n}, G)=\int p_{n}(x)\left(1+q_{n}(u, x)\right)^{\gamma}\left(1+q_{n}(v, x)\right)^{1-\gamma} d x$.
Note that $q_{n}(z, x) \geq-1$. By a Taylor expansion, we get, for $\delta \in(0,1)$,

$$
\begin{equation*}
\left|\left(1+q_{n}(z, x)\right)^{\delta}-1-\delta q_{n}(z, x)+\frac{\delta(1-\delta)}{2} q_{n}(z, x)^{2}\right| \leq C\left|q_{n}(z, x)\right|^{3} \tag{85}
\end{equation*}
$$

when $\left|q_{n}(z, x)\right| \leq 1 / 2$ and (85) is trivial when $q_{n}(z, x) \in[-1,-1 / 2) \cup(1 / 2,+\infty)$. Therefore,

$$
\begin{align*}
& \mid\left(1+q_{n}(u, x)\right)^{\gamma}\left(1+q_{n}(v, x)\right)^{1-\gamma}-1-\gamma q_{n}(u, x)-(1-\gamma) q_{n}(v, x) \\
& \left.+\frac{\gamma(1-\gamma)}{2}\left(q_{n}(u, x)-q_{n}(v, x)\right)^{2} \right\rvert\,  \tag{86}\\
& \leq C\left(\left|q_{n}(u, x)\right|^{3}+\left|q_{n}(v, x)\right|^{3}\right) .
\end{align*}
$$

Another Taylor expansion gives

$$
\begin{equation*}
q_{n}(z, x)=\frac{z}{\sqrt{n}} \frac{\dot{p}_{n}(x)}{p_{n}(x)}+\frac{1}{p_{n}(x)} \int_{0}^{z / \sqrt{n}}(z / \sqrt{n}-w) \ddot{p}_{\Delta_{n}}(x \mid \sigma+w, G) d w \tag{87}
\end{equation*}
$$

Next, for any $\varepsilon \in(0,1 / 2)$, we have $\left|\left(y+y^{\prime}\right)^{2}-y^{2}\right| \leq 2 \varepsilon y^{2}+y^{\prime 2} / \varepsilon$. With $y=$ $(u-v) \dot{p}_{n}(x) / \sqrt{n} p_{n}(x)$ and $y^{\prime}=q_{n}(u, x)-q_{n}(v, x)-y$, we deduce

$$
\begin{align*}
& \left|\left(q_{n}(u, x)-q_{n}(v, x)\right)^{2}-\frac{(u-v)^{2}}{n} \frac{\dot{p}_{n}(x)^{2}}{p_{n}(x)^{2}}\right| \\
& \quad \leq \frac{C \varepsilon}{n} \frac{\dot{p}_{n}(x)^{2}}{p_{n}(x)^{2}}+\frac{1}{n \varepsilon p_{n}(x)^{2}}\left(\int_{v / \sqrt{n}}^{u / \sqrt{n}}\left|\ddot{p}_{\Delta_{n}}(x \mid \sigma+w, G)\right| d w\right)^{2} \tag{88}
\end{align*}
$$

(recall that the constant $C$ can change from line to line) and therefore

$$
\begin{align*}
& \left|\int p_{n}(x)\left(q_{n}(u, x)-q_{n}(v, x)\right)^{2} d x-\frac{(u-v)^{2}}{n} I_{\Delta_{n}}(\sigma, G)\right| \\
& \quad \leq \frac{C \varepsilon}{n} I_{\Delta_{n}}(\sigma, G)+\frac{C b_{n}}{n \varepsilon} \tag{89}
\end{align*}
$$

where

$$
b_{n}=\int \frac{1}{p_{n}(x)}\left(\int_{v / \sqrt{n}}^{u / \sqrt{n}}\left|\ddot{p}_{\Delta_{n}}(x \mid \sigma+w, G)\right| d w\right)^{2} d x
$$

Observing that $\int p_{n}(x) d x=1$ and $\int p_{n}(x) q_{n}(z, x) d x=0$, (85) and (89) yield

$$
\left|1-H_{\Delta_{n}}(\gamma \mid \sigma+u / \sqrt{n}, \sigma+v / \sqrt{n}, G)-(u-v)^{2} \gamma(1-\gamma) I_{\Delta_{n}}(\sigma, G) / 2\right|
$$

$$
\begin{equation*}
\leq \frac{C a_{n}}{n}+\frac{C \varepsilon}{n} I_{\Delta_{n}}(\sigma, G)+\frac{C b_{n}}{n \varepsilon} \tag{90}
\end{equation*}
$$

where, with the notation $z_{n}=(|u|+|v|) / \sqrt{n}$,

$$
a_{n}=n \int \frac{1}{p_{n}(x)^{2}}\left(\int_{-z_{n}}^{z_{n}}\left|\dot{p}_{\Delta_{n}}(x \mid \sigma+w, G)\right| d w\right)^{3} d x .
$$

Since (90) holds for any $\varepsilon \in(0,1 / 2)$ and $I_{\Delta_{n}}(\sigma, G) \rightarrow \ell(\beta) / \sigma^{2}$, we see that (81) holds, provided that we prove $a_{n} \rightarrow 0$ and $b_{n} \rightarrow 0$. Using (75), (76) and (77), we see that if we define

$$
c_{n}=\frac{n^{j}}{\Delta_{n}^{1 / \beta}} \int \frac{\left(\int_{-z_{n}}^{z_{n}} d w \int G_{\Delta_{n}}(d y) g\left(\frac{x-y}{(\sigma+w) \Delta_{n}^{1 / \beta}}\right)\right)^{2+j}}{\left(\int G_{\Delta_{n}}(d y) h_{\beta}\left(\frac{x-y}{\sigma \Delta_{n}^{1 / \beta}}\right)\right)^{1+j}} d x
$$

then $a_{n} \leq C c_{n}$ if $j=1$ and $g=\left|\breve{h}_{\beta}\right|$, and $b_{n} \leq C c_{n}$ if $j=0$ and $g=\left|\widehat{h}_{\beta}\right|$. At this point, we use Hölder's inequality, with conjugate exponents $r=2+j$ and $s=(2+j) /(1+j)$, first for the integral with respect to $d w$,

$$
\begin{aligned}
& \left(\int_{-z_{n}}^{z_{n}} d w \int G_{\Delta_{n}}(d y) g\left(\frac{x-y}{(\sigma+w) \Delta_{n}^{1 / \beta}}\right)\right)^{2+j} \\
& \quad \leq\left(\int_{-z_{n}}^{z_{n}} d w\right)^{1+j} \int_{-z_{n}}^{z_{n}}\left(\int G_{\Delta_{n}}(d y) g\left(\frac{x-y}{(\sigma+w) \Delta_{n}^{1 / \beta}}\right)\right)^{2+j} d w
\end{aligned}
$$

and second for the inside integral with respect to $G_{\Delta_{n}}(d y)$, to obtain

$$
\begin{aligned}
& \left(\int G_{\Delta_{n}}(d y) g\left(\frac{x-y}{(\sigma+w) \Delta_{n}^{1 / \beta}}\right)\right)^{2+j} \\
& \quad \leq\left(\int h_{\beta}\left(\frac{x-y}{\sigma \Delta_{n}^{1 / \beta}}\right) G_{\Delta_{n}}(d y)\right)^{1+j} \\
& \quad \times \int G_{\Delta_{n}}(d y) g\left(\frac{x-y}{(\sigma+w) \Delta_{n}^{1 / \beta}}\right)^{2+j} h_{\beta}\left(\frac{x-y}{\sigma \Delta_{n}^{1 / \beta}}\right)^{-(1+j)}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
c_{n} \leq \frac{n^{j}\left(2 z_{n}\right)^{1+j}}{\Delta_{n}^{1 / \beta}} \int G_{\Delta_{n}}(d y) \int_{-z_{n}}^{z_{n}} d w \int d x \frac{g\left(\frac{x-y}{(\sigma+w) \Delta_{n}^{1 / \beta}}\right)^{2+j}}{h_{\beta}\left(\frac{x-y}{\sigma \Delta_{n}^{1 / \beta}}\right)^{1+j}} \tag{91}
\end{equation*}
$$

Next, we introduce the change of variable from $x$ to $z=(x-y) / \Delta_{n}^{1 / \beta}$ to obtain

$$
c_{n} \leq n^{j}\left(2 z_{n}\right)^{1+j} \int G_{\Delta_{n}}(d y) \int_{-z_{n}}^{z_{n}} d w \int d z \frac{g\left(\frac{z}{\sigma+w}\right)^{2+j}}{h_{\beta}\left(\frac{z}{\sigma}\right)^{1+j}} \leq C n^{j} z_{n}^{2+j} .
$$

To obtain the last inequality, we note that $\int G_{\Delta_{n}}(d y)=1$ and use the fact that $g\left(\frac{z}{\sigma+w}\right)^{2+j} / h_{\beta}\left(\frac{z}{\sigma}\right)^{1+j}$ is less than $C /|z|^{1+\beta}$ for all $|w| \leq \sigma / 2$, in light of (7). Since $n^{j} z_{n}^{2+j} \rightarrow 0$ when $j=0$ and $j=1$, we obtain $c_{n} \rightarrow 0$ and the proof is finished.
13.2. Proof of Theorem 3. We begin with (b). With the notation $H=\breve{h}_{\beta} / h_{\beta}$, we see that in addition to (26), we have $I(k)=E\left(k\left(W_{1}\right) H\left(W_{1}\right)\right)$ and $\ell(\beta)=$ $E\left(H\left(W_{1}\right)^{2}\right)$. Integration by parts yields $E\left(H\left(W_{1}\right)\right)=0$, so $J(k)=E\left(k^{\prime}\left(W_{1}\right)^{2}\right)$ and $I(k)=E\left(k^{\prime}\left(W_{1}\right) H\left(W_{1}\right)\right)$ if $k^{\prime}(x)=k(x)-E\left(k\left(W_{1}\right)\right)$. The desired inequality, which is $I(k)^{2} \leq J(k) \ell(\beta)$, follows from Cauchy-Schwarz. If $k=\bar{h}_{\beta}$, we also have $k=1+H$, so this inequality is obviously an equality.

For (a), it is enough to prove that if $G^{n}$ is a sequence in $\mathcal{g}(\phi, \beta)$ for some $\phi \in \Phi$, then the sequence $\sqrt{n}\left(\widehat{\sigma}_{n}\left(G^{n}, \phi, k\right)-\sigma\right)$ converges in law to $N\left(0, \sigma^{2} \Sigma^{2}(k)\right)$, under $P_{\sigma, G^{n}}$ and uniformly in $\sigma$ in compact subsets of $(0, \infty)$. For this, and since $p_{n} \sim n$, we apply Theorem 6(b) with $P_{n, \sigma}=P_{\sigma, G^{n}}$ and the $p_{n}$ increments $\left\{\chi_{i}^{n}\right\}_{m_{n}+1 \leq i \leq n}$, which are independent of the increments $\left\{\chi_{i}^{n}\right\}_{1 \leq i \leq m_{n}}$ and therefore of $S_{n}$. The first step consists in proving (A1) for $S_{n}=S_{n}(G)$. This amounts to the following lemma, where $\sigma_{n} \rightarrow \sigma>0$ and $P_{n}=P_{\sigma_{n}, G^{n}}$ :

Lemma 9. The sequence $S_{n}$ converges to $\sigma$ in $P_{n}$-probability.
Proof. By Lemma 2(b), the variables $Z_{\Delta_{n}}^{n}(\beta)$ associated with the law $G^{n}$ converge in law to 0 . The variables $\chi_{i}^{\prime n}$, which equal $\sigma_{n} W_{1}+Z_{\Delta_{n}}^{n}(\beta)$ in law, converge in law to $\sigma W_{1}$. Hence, $\gamma_{n}:=P_{n}\left(\left|\chi_{i}^{\prime n}\right|>1\right) \rightarrow \psi(\sigma)$. If $\zeta_{i}^{n}=1_{\left\{\left|\chi_{i}^{\prime n}\right|>1\right\}}$, then (70) applied with $\kappa_{n}=m_{n}$ yields $V_{n} \xrightarrow{P_{n}} \psi(\sigma)$. Since $\psi^{-1}$ is $C^{\infty}$ and strictly monotone, the result readily follows.

Next, we set $Q_{n}=0$, so (A2) is satisfied and

$$
\begin{aligned}
f_{n, s, q}(x) & =k_{n}\left(\frac{\Delta_{n}^{-1 / \beta}\left(x-b^{\prime}\left(G^{n}, \beta\right) \Delta_{n}\right)}{s}\right) \\
H_{n, s}(u) & =\Psi_{G^{n}, \Delta_{n}, \beta, k_{n}}\left(\frac{u}{s}, \frac{1}{s}, 0\right)
\end{aligned}
$$

On comparing (24) and (25) with (67) and (68), we see that $\widehat{\sigma}_{n}\left(G^{n}, \phi, k\right)=$ $\widehat{\sigma}_{n}\left(S_{n}, Q_{n}\right)$. Therefore, it remains to prove (B1)-(B6), with a sequence $w_{n}$ in (B6) satisfying $w_{n} / \sqrt{p_{n}} \rightarrow \infty$, and that

$$
\begin{equation*}
\Xi^{2}(\sigma)=\sigma^{2} J(k) / I(k)^{2} \tag{92}
\end{equation*}
$$

Observe that, under $P_{\sigma, G^{n}}$, the variables $\chi_{i}^{n}$ have the same law as $\sigma W_{1}+Z_{\Delta_{n}}(\beta)$. Then (69) gives $F_{n, s, q}(\sigma)=H_{n, s}(\sigma)$, so (B6) holds with $w_{n}$ arbitrarily large, while (B2) follows from Lemma 4. If $k$ is bounded, then we have $\left\|f_{n, s}\right\| \leq\|k\|$ and (B1) is obvious; further, (61) with $\alpha=\beta$ and $k^{r}$ yields

$$
\begin{aligned}
j=0 & , 1, r=1,2, \eta \leq u \leq \frac{1}{\eta}, v \leq \frac{1}{\eta} \\
& \Longrightarrow\left|\frac{\partial^{j}}{\partial u^{j}} \Psi_{G^{n}, \Delta_{n}, \beta, k^{r}}(u, v, 0)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k^{r}}(u, 0)\right| \leq C_{\eta, k} \phi_{\beta}\left(\Delta_{n}^{1 / \beta}\right),
\end{aligned}
$$

which gives (B3) with $\bar{F}_{s}(u)=\Psi_{k}(u / s, 0)$ and (B5) with $F^{\prime}(u)=\Psi_{k^{2}}(1,0)$. On the other hand, when $k$ is unbounded, we have $\left\|f_{n, s}\right\| \leq v_{n}$ and thus (B1) follows from (23).

Further, $v_{n} \rightarrow \infty$ and we can combine (61) for the difference $\frac{\partial^{j}}{\partial u^{j}} \Psi_{G^{n}, \Delta_{n}, \beta, k_{n}^{r}}(u$, $v, 0)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k_{n}^{r}}(u, 0)$, with (54) for the difference $\frac{\partial^{j}}{\partial u^{j}} \Psi_{k_{n}^{r}}(u, 0)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k^{r}}(u, 0)$, to obtain, for all $n$ sufficiently large and $j=0,1, r=1,2, \eta \leq u \leq 1 / \eta, v \leq 1 / \eta$,

$$
\begin{aligned}
& \left|\frac{\partial^{j}}{\partial u^{j}} \Psi_{G^{n}, \Delta_{n}, \beta, k_{n}^{r}}(u, v, 0)-\frac{\partial^{j}}{\partial u^{j}} \Psi_{k^{r}}(u, 0)\right| \\
& \quad \leq \begin{cases}C_{\eta, k}\left(v_{n}^{r} \phi_{\beta}\left(\Delta_{n}^{1 / \beta}\right)+\frac{1}{v_{n}^{\beta / r \gamma-1}}\right), & \text { if } \beta<2, \\
C_{\eta, k}\left(v_{n}^{r} \phi_{2}\left(\Delta_{n}^{1 / 2}\right)+e^{-\eta v_{n}^{1 / r \gamma}}\right), & \text { if } \beta=2 .\end{cases}
\end{aligned}
$$

Then, in view of (23) and the fact that $2 \gamma<\beta$ when $\beta<2$, we again deduce (B3) with $\bar{F}_{s}(u)=\Psi_{k}(u / s, 0)$ and (B5) with $F^{\prime}(u)=\Psi_{k^{2}}(1,0)$.

Since $h_{0,1}=-\breve{h}_{\beta}$, we deduce that $\bar{F}_{\sigma}^{(1)}(\sigma)=(1 / \sigma) \partial \Psi_{k}(1,0) \partial u=-I(k) / \sigma$ [recall (59) and the second part of (20)], hence (B4) holds. We also have $\bar{F}_{\sigma}(\sigma)=$ $\Psi_{k}(1,0)=E\left(k\left(W_{1}\right)\right)$ and $F^{\prime}(\sigma)=E\left(k\left(W_{1}\right)^{2}\right)$, hence $J(k)=F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)^{2}$ and (92) follows.
13.3. Proof of Theorems 4 and 5. As above, we refer to Theorems 4 and 5 as the symmetrical and the asymmetrical cases, respectively. We fix $\alpha \in(0, \beta), \phi \in \bar{\Phi}$ and let $\zeta=\phi_{\alpha}(1)$ and

$$
\rho=\left\{\begin{array}{ll}
\rho^{\prime}(\alpha, \beta), & \text { in the symmetrical case, }  \tag{93}\\
\rho(\alpha, \beta), & \text { in the asymmetrical case },
\end{array} \quad \lambda_{n}=\sqrt{n} \wedge \frac{1}{\Delta_{n}^{\rho}} .\right.
$$

It is enough to take a sequence $\sigma_{n} \rightarrow \sigma>0$ and a sequence $G^{n}$ in $\mathcal{g}^{\prime}(\phi, \alpha)$ in the symmetrical case [resp. $\mathscr{G}(\phi, \alpha)$ in the asymmetrical case] and to prove the tightness or convergence in law of the suitably normalized estimation errors $\widehat{\sigma}_{n}-\sigma_{n}$ under the measures $P_{n}=P_{\sigma_{n}, G^{n}}$. Below, we fix the sequences $\sigma_{n}$ and $G^{n}$ and $\Delta_{n} \rightarrow 0$ (so we can assume that $\Delta_{n} \leq 1$ for all $n$ ). Let $Z_{n}:=Z_{\Delta_{n}}^{n}(\alpha)$ be the variable associated with the measure $G^{n}$ by (13) and set $b_{n}^{\prime}=\Delta_{n}^{1-1 / \beta} b^{\prime}\left(G^{n}, \alpha\right)$, which vanishes in the symmetrical case.

Let $Q_{n}=\lambda_{n} B_{n}^{\prime}$, where $B_{n}^{\prime}=\left(\Delta_{n}^{-1 / \beta} B_{n}-b_{n}^{\prime}\right)$. We want to prove that the sequence $Q_{n}$ satisfies (A2). This is obvious in the symmetrical case because $Q_{n}=0$. So, we suppose that we are in the asymmetrical case. We introduce some notation. With $j=1,2$ and $\left[\theta^{j}\right]^{(p)}$ being the $p$ th derivative of $\theta^{j}$, let

$$
\Gamma_{j, p}(\sigma, u)=(-1)^{p} E\left(\left[\theta^{j}\right]^{(p)}\left(\sigma W_{1}-u\right)\right)=(-1)^{p} \int\left[\theta^{j}\right]^{(p)}(\sigma x-u) h_{\beta}(x) d x
$$

Note that $\Gamma_{j, p}(\sigma, u)=\partial^{p} \Gamma_{j, 0}(\sigma, u) / \partial u^{p}$. Observe that $B_{n}^{\prime}$ is the only root of $\mathcal{R}_{n}()=$.0 , where

$$
\begin{aligned}
\mathcal{R}_{n}(u)=R_{n}\left(\Delta_{n}^{1 / \beta}\left(u+b_{n}^{\prime}\right)\right) & =\frac{1}{r_{n}} \sum_{i=1}^{r_{n}} \zeta_{i}^{n}(u), \\
& \text { with } \zeta_{i}^{n}(u)=\theta\left(\Delta_{n}^{-1 / \beta} \chi_{i}^{n}-u-b_{n}^{\prime}\right) .
\end{aligned}
$$

The $\zeta_{i}^{n}(u)$ 's for $i \geq 1$ are i.i.d. with the same law (under $P_{n}$ ) as the variable $\theta\left(\sigma_{n} W_{1}+Z_{n}-u\right)$. Here, we have used the scaling property of $W$.

The functions $\gamma_{n, j}(u)=E_{n}\left(\left(\zeta_{i}^{n}(u)^{j}\right)\right.$ for $j \in N$ are $C^{\infty}$ and bounded (along with their derivatives), uniformly in $u$ and $n$, and we can interchange differentiation and expectation. So, we can apply the first part of (51) to the functions $\left.g_{n, j, p}(w)=\int h_{\beta}(x)\left(\partial^{p} \theta^{j} / \partial u^{p}\right)\left(\sigma_{n} x+w-u\right)-\left(\partial^{p} \theta^{j} / \partial u^{p}\right)\left(\sigma_{n} x-u\right)\right) d x$ to obtain, for $p, j \in N$,

$$
\begin{equation*}
\left|\frac{\partial^{p}}{\partial u^{p}} \gamma_{n, j}(u)-\Gamma_{j, p}\left(\sigma_{n}, u\right)\right| \leq C_{p, j} \zeta \Delta_{n}^{\rho} . \tag{94}
\end{equation*}
$$

Now, $\mathscr{R}_{n}$ is also $C^{\infty}$ and bounded (along with all of its derivatives) uniformly in $n, u$ and $\omega$. Hence, an application of Lemma 5 and the continuity of the functions $\Gamma_{j, p}$ readily yield

$$
\begin{align*}
& \frac{\partial^{p}}{\partial u^{p}} \mathcal{R}_{n}(u) \rightarrow \Gamma_{1, p}(\sigma, u), \quad \text { locally uniformly in } u, \text { in } P_{n} \text {-probability, }  \tag{95}\\
& \eta_{n}:=\sqrt{r_{n}}\left(\mathcal{R}_{n}(0)-\gamma_{n, 1}(0)\right) \xrightarrow{L\left(P_{n}\right)} N\left(0, \Gamma_{2,0}(\sigma, 0)-\Gamma_{1,0}(\sigma, 0)^{2}\right) . \tag{96}
\end{align*}
$$

The properties of $\theta$ imply that $u \mapsto \Gamma_{1,0}(\sigma,$.$) decreases strictly and vanishes at 0$ because the function $\theta$ is odd. By construction, $\mathcal{R}_{n}\left(B_{n}^{\prime}\right)=0$, so (95), for $p=0$, implies $B_{n}^{\prime} \xrightarrow{P_{n}} 0$ and also implies $\mathcal{R}_{n}^{(1)}\left(B_{n}^{\prime \prime}\right) \xrightarrow{P_{n}} \Gamma_{1,1}(\sigma, 0)$ for any sequence $B_{n}^{\prime \prime}$ of random variables converging to 0 in $P_{n}$-probability. Since $\mathcal{R}_{n}\left(B_{n}^{\prime}\right)=0$, we have

$$
\begin{equation*}
\mathcal{R}_{n}^{(1)}\left(B_{n}^{\prime \prime}\right) B_{n}^{\prime}=-\mathcal{R}_{n}(0)=-\frac{\eta_{n}}{\sqrt{r_{n}}}-\gamma_{n, 1}(0) \tag{97}
\end{equation*}
$$

for some random variable $B_{n}^{\prime \prime}$ satisfying $\left|B_{n}^{\prime \prime}\right| \leq\left|B_{n}^{\prime}\right|$. Moreover, from $\Gamma_{1,0}(\sigma, 0)=$ 0 , we have $\left|\gamma_{n, 1}(0)\right| \leq C \zeta \Delta_{n}^{\rho}$, by (94). Since $\mathcal{R}_{n}^{(1)}\left(B_{n}^{\prime \prime}\right) \xrightarrow{P_{n}} \Gamma_{1,1}(\sigma, 0) \neq 0$, we deduce that $Q_{n}=\lambda_{n} B_{n}^{\prime}$ satisfies (A2), from (96) [recall $r_{n} \sim \delta n$ and (93)].

Next, we proceed to prove the consistency of the preliminary estimators $S_{n}$. In the symmetrical case, the variables $V_{n}$ and $S_{n}$ are the variables $V_{n}\left(G^{n}\right)$ and $S_{n}\left(G^{n}\right)$ of (14) and (19), respectively (they do not depend on $G^{n}$, in fact), so the result follows from Lemma 9. In the asymmetrical case, set

$$
V_{n}(v)=\frac{1}{m_{n}} \sum_{i=q_{n}+1}^{q_{n}+m_{n}} 1_{\left\{\left|\Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-v\right)\right|>1\right\}}, \quad \delta_{n}(v)=P_{n}\left(\left|\Delta_{n}^{-1 / \beta}\left(\chi_{i}^{n}-v\right)\right|>1\right)
$$

Then (70) yields $V_{n}\left(v_{n}\right)-\delta_{n}\left(v_{n}\right) \xrightarrow{P_{n}} 0$ for any sequence $v_{n}$. However, $\Delta_{n}^{-1 / \beta}\left(\xi_{i}^{n}-\right.$ $v_{n}$ ) has the same distribution as $\sigma_{n} W_{1}+Z_{n}+b_{n}^{\prime}-\Delta_{n}^{-1 / \beta} v_{n}$, which, by Lemma 2, converges in law to $\sigma W_{1}$ provided that $b_{n}^{\prime}-\Delta_{n}^{-1 / \beta} v_{n} \rightarrow 0$. Since $B_{n}$ and $\left(V_{n}(v): v \in \mathbb{R}\right)$ are independent and since $B_{n}^{\prime}=\Delta_{n}^{-1 / \beta} B_{n}-b_{n}^{\prime} \xrightarrow{P_{n}} 0$ [because $Q_{n}=\lambda_{n} B_{n}^{\prime}$ satisfies (A2) and $\lambda_{n} \rightarrow \infty$ ], we deduce that $V_{n}=V_{n}\left(B_{n}\right) \xrightarrow{P_{n}} \psi(\sigma)$. The consistency is then proved as in the end of the proof of Lemma 9.

At this stage, we apply Theorem 6, with the variables $\left(S_{n}, Q_{n}\right)$ as above and the i.i.d. variables $\left(\chi_{q_{n}+m_{n}+i}^{n}: 1 \leq i \leq p_{n}\right)$, which we recall are independent of $\left(S_{n}, Q_{n}\right)$. With the notation (68) and (31), we have $\widehat{\sigma}_{n}^{\prime}(k)=\widehat{\sigma}_{n}\left(S_{n}, Q_{n}\right)$. We have shown (A1) and (A2) in the two previous steps. Set

$$
f_{n, s, q}(x)=k\left(\frac{\Delta_{n}^{-1 / \beta} x-b_{n}^{\prime}-q / \lambda_{n}}{s}\right), \quad H_{n, s}(u)=\Psi_{k}\left(\frac{u}{s}, 0\right)
$$

Then (69) gives, for $r=1,2$,

$$
\begin{aligned}
& F_{n, s, q}(u)=\Psi_{G^{n}, \Delta_{n}, \alpha, k}\left(\frac{u}{s}, \frac{1}{s},-\frac{q}{s \lambda_{n}}\right), \\
& F_{n, s, q}^{\prime}(u)=\Psi_{G^{n}, \Delta_{n}, \alpha, k^{2}}\left(\frac{u}{s}, \frac{1}{s},-\frac{q}{s \lambda_{n}}\right) .
\end{aligned}
$$

Let us check (B1)-(B6). Since $k$ is bounded, (B1) is obvious, whereas (B2) follows from Lemma 3. Next, if we set $\bar{F}_{s}(u)=\Psi_{k}(u / s, 0)$ and $F^{\prime}(u)=\Psi_{k^{2}}(1,0)$, Lemma 4 yields, for $j=0,1, \eta \in(0,1), s, u \in[\eta, 1 / \eta]$ and $|q| \leq 1 / \eta$,

$$
\begin{aligned}
\left|\frac{\partial^{j}}{\partial u^{j}} H_{n, s}(u)-\frac{\partial^{j}}{\partial u^{j}} \bar{F}_{s}(u)\right| & \leq C_{k, \eta} \zeta \Delta_{n}^{\rho} \\
\left|F_{n, s, q}^{\prime}(u)-F_{s}^{\prime}(u)\right| & \leq C_{k, \eta}\left(\zeta \Delta_{n}^{\rho}+\frac{1}{\lambda_{n}}\right) \\
\left|F_{n, s, q}(u)-H_{n, s}(u)\right| & \leq C_{k, \eta}\left(\zeta \Delta_{n}^{\rho}+\frac{1}{\lambda_{n}}\right)
\end{aligned}
$$

These give (B3) and (B5), as well as (B6) with $w_{n}=\lambda_{n}$. Finally, (B4) holds because $\bar{F}_{s}^{(1)}(s)=(\partial / \partial u) \psi_{k}(1,0) / s=-I(k) / s$ and (92) holds here as well as in the previous section.

We can thus apply Theorem 6. The sequence $\lambda_{n}\left(\widehat{\sigma}_{n}-\sigma_{n}\right)$ is tight under $P_{n}$ in all cases and this gives the two claims (b). Under (33) or (34), we have $\lambda_{n} / \sqrt{n} \rightarrow \infty$, hence, $\lambda_{n} \sqrt{p_{n}} \rightarrow \infty$ as well, so $\sqrt{p_{n}}\left(\widehat{\sigma}_{n}-\sigma_{n}\right)$ converges in law under $P_{n}$ to a centered Gaussian variable with variance $\Xi^{2}(\sigma)=\left(F^{\prime}(\sigma)-\bar{F}_{\sigma}(\sigma)^{2}\right) / \bar{F}_{\sigma}(\sigma)^{2}$, which, in view of the fact that $\bar{F}_{\sigma}(\sigma)^{2}=J(k) / \sigma^{2}$, equals $\sigma^{2} \Sigma^{2}(k)$. Since $p_{n} \sim n$ in the symmetrical case and $p_{n} \sim(1-\delta) n$ in the asymmetrical case, we obtain the two claims (a).
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