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Abstract

We study the potential evolutionary appeal of rationality in a model in which different populations differ with respect to their experimentation over rules of behavior. We show that more risky experimentation in the sense of mean preserving spread dominates less risky experimentation. Experimentation over the set of (strictly) rational rules is shown to be universally more risky than, and therefore dominates, any other symmetric form of experimentation. This evolutionary advantage of strict rationality, furthermore, is quantified and shown to be substantial when learning takes place over a limited amount of time, or when the environment is stochastically changing, or when the complexity or the environment is moderately large.
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1 Introduction

The aim of this paper is to study the potential evolutionary appeal of rationality. We are particularly interested in actual rational behavior as opposed to “as if” rational behavior.
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In order to do so we distinguish between behavior that is rational and behavior that is what we call adapted to the environment it interacts with. Rationality is in fact a property of individual behavior which is independent of the environment, and the degree to which a particular behavior is adapted to a given environment is a priori a distinct question as to whether or not this behavior is rational. The framework we use to make this distinction is the context of choice from sets of alternatives.

As in consumer choice theory, we describe an agent’s behavior by a choice rule (in fact a correspondence). This rule tells us what the agent chooses when presented with any subset of the set of all possible alternatives. An agent is rational if her behavior is consistent with a preference relation over alternatives that is a weak order, i.e. satisfies completeness and transitivity. When choice sets contain all possible finite sets, which is the framework of this paper, Arrow (1959)’s well known result shows that an agent is rational in the above sense if and only if her choice rule exhibits the weak axiom of revealed preferences of Samuelson (1938). A preference is strict if it exhibits no ties, and a corresponding choice rule is then strictly rational.

In our model there are multiple populations with a fixed and constant number of individuals. Each individual lives only for one period, and has offsprings who live in the period after that. Individuals face various decision problems multiple times over their lifetime according to some pre-specified distribution. A choice rule characterizes choices made by the agent. The environment describes the distribution over choice sets available to agents, and assigns a fitness to each alternative. Each combination of a choice rule and an environment induces an average fitness over all decision problems.

We model the evolution of individuals’ rules through experimentation and selection. At the beginning of each period of time, all individuals of one population use the rule that gave the best average fitness in the last period. One of the individuals in this population experiments by randomly drawing a rule according to this population’s fixed distribution. At the end of this period all individuals use the rule of these two that provides the best fitness given the environment in this period. Thus, all populations have the same fast selection process. Populations differ (only) by the distribution according to which new rules are experimented, called their sampling distribution.

We have in mind an environment which may evolve over time, and does not necessarily leave enough time for the learning process to converge. In
particular, and in contrast to most evolutionary models, our primary interest is not in the asymptotic properties of the process over rules used by individuals in a fixed environment when the number of generations becomes large. We rather focus our attention to the properties of the processes after a finite (thought as being small) number of generations, both when the environment is fixed across time, or when the environment is itself stochastic.

Looking first at the case of a fixed environment, our first set of results establishes a dominance of the set of strictly rational rules over other sets of choice rules. For every sampling distribution, our Rational Dominance Theorem (Theorem 1) shows the existence of another sampling distribution from the set of strictly rational choice rules with the property that the expected fitness of a population experimenting with the later distribution is no less than the expected fitness a population experimenting with the former. Furthermore, the Universal Rational Dominance Theorem (Theorem 2) shows that a population that experiments uniformly over the strictly rational rules obtains a fitness no less than that obtained by any other population using any symmetric sampling distribution over the set of rules. We stress the fact that these comparisons hold after any number of generations, be it small or large.

The superiority of the set of strictly rational rules is strict under mild conditions on the environment. In particular, and, perhaps surprisingly, the set of strictly rational rules performs better than the set of rational rules even if several alternatives provide the same level of fitness.

The driving force behind these results can only be understood by generally investigating the determinants of expected fitness comparisons of any two populations with symmetric sampling distributions. One may conjecture that, among the symmetric distributions, those that put a higher weight on the set of strictly rational rules perform always better than distributions that attach less weight on that set. In Section 3 we provide a counterexample to that conjecture, as well as to other simple conjectures about the determinants of evolutionary success. We also provide examples of two sampling distributions such that the first performs better than the second in the short-run, while the second performs better than the first in the long-run. Thus, in general, whether a sampling distribution performs better than another depends on the time horizon one has in mind. What then determines whether or not one sampling distribution performs better than another inde-
pendently of the time horizon? The answer is that this is the case whenever the distribution of fitness induced by the first sampling distribution is a mean preserving spread of the distribution of fitness of the second one. We then show by means of an example in Section 3, that the corresponding ranking between sampling distributions based on mean-preserving spread comparisons depends on the environment. There are pairs of sampling distributions such that the distribution of fitness induced by the first is a mean preserving spread of the distribution of fitness induced by the second in some environments, while this order is reversed in other environments.

What is unique about the set of strictly rational rules is that the uniform distribution over this set induces a distribution of fitness which is a mean preserving spread of the distribution of fitness of every other sampling distribution, and this independently of the environment. This remarkable property, which to the best of our knowledge is new in the literature, and not any other, is the key determinant of the evolutionary superiority of strictly rational rules.

Our second set of results quantifies the adaptation level of different populations after a fixed number of generations and the fitness-wedge between them. The most striking result is achieved when comparing a non-rational population which experiments uniformly from the set of all choice rules and a strictly rational population which experiments uniformly from the set of strictly rational rules. We prove that there is a significant payoff-wedge in favor of the strictly rational population. This advantage appears even after just one generation and persists to at least a number of generations which is a double exponential in the total number of alternatives. Even with a rather moderate number of alternatives in mind, this number of generations is a very large number.

Keeping the environment fixed, all populations (as long as the the sampling distribution has sufficient support) do equally well in the ultra-long run as they all eventually use a fitness-maximizing choice rule. This means that in the ultra-long run every individual in these populations will behave “as if” she is rational and “as if” she knows the exact fitness-function, i.e. will be perfectly adapted. Now, introducing the possibility that environments might change, no matter whether this happens very frequently or very rarely, will make this payoff-wedge between the strictly rational population and the non-rational population persist forever. This is the message of our Universal
Rational Dominance Theorem for changing environments, Theorem 3.

Our study thus shows that a population endowed with a ‘gene of rationality’ that forces its experimentation to the subset of strictly rational rules has an evolutionary advantage over any other population. In a set-up that allows to quantify this advantage, we see that it is substantial for a wide range of environments. In the case of changing environments, even if there is a cost associated to rationality, this cost might well be counterbalanced by the persistent payoff-wedge if environments change with some frequency. In this respect our paper offers an evolutionary foundation of rational choice, or rather, more precisely, of strictly rational choice.

The paper is organized as follows. Section 2 introduces the model. Section 3 illustrates the main results and their driving forces by means of simple examples. Section 4 discusses the distribution of fitness of randomly selected rules. For fixed environments, Section 5 establishes the superiority of rational rules. Section 6 studies the time different populations take to reach various degrees of partial adaptation. Section 7 addresses changing environments. We discuss related literature in Section 8 and finally, conclude in Section 9.

2 Model

2.1 Choice

Let $K = \{1, \ldots, K\}$, $K > 1$ be the set of all possible alternatives, subsets of which a decision maker may be presented with at one time or another. Let $\mathcal{L} = \mathcal{P}(K) \setminus \emptyset$ denote the set of all non-empty subsets of $K$. We call an element in $\mathcal{L}$ a choice set, as we think of these sets as the possible sets of choices an individual might at one point or another be faced with and be asked to make a choice from.

**Definition 1** A choice rule is a function $R : \mathcal{L} \to \mathcal{L}$ such that $R(L) \subseteq L$ for all $L \in \mathcal{L}$. Let $\mathcal{R}$ denote the set of all such choice rules.

Following Uzawa (1956) and Arrow (1959) (see also Chapter 1.B in Mas-Collel, Whinston, and Green (1995)), let $\succeq$ denote a binary (preference) relation over elements in $K$ with the interpretation that when $i \succeq j$ an agent holding this preference relation weakly prefers $i$ over $j$. The relation
\( \succeq \) is complete if for any two \( i, j \in K \), \( i \succeq j \) or \( j \succeq i \) (or both), it is transitive if \( i \succeq j \) and \( j \succeq l \) imply \( i \succeq l \). A complete and transitive relation is called rational (see e.g. Definition 1.B.1 in Mas-Collel, Whinston, and Green (1995)). In this paper a special case of rational preferences plays a prominent role, namely, strict preferences. A relation \( \succ \) is irreflexive if, for all \( i \in K \), we do not have \( i \succ i \). We call a preference relation strictly rational if it satisfies completeness, transitivity, and irreflexivity.

These definitions extend from preference relations to the corresponding agent’s behavior.

**Definition 2** A choice rule \( R \in \mathcal{R} \) is rational if there exists a complete and transitive preference relation \( \succeq \) such that, for every \( L \), \( R(L) \) is the set of maximal elements in \( L \) for \( \succeq \). Let \( \mathcal{R}_r \) denote the set of rational rules. It is strictly rational if it is rational and \( R(L) \) is a singleton for all \( L \in \mathcal{L} \). Let \( \mathcal{R}_s \) denote the set of all strictly rational rules.

As an alternative definition, a strictly rational rule is one based on a strictly rational preference relation.

It is interesting to know how the rationality of a choice rule expresses itself in terms of the choices made by the agent, or, in other words, what property a choice rule has to have such as to be derivable from a rational preference. The answer to this question was given by Arrow (1959) (see also Mas-Collel, Whinston, and Green (1995)[Proposition 1.D.2]). Namely, the choice rule \( R \), has to satisfy the weak axiom of revealed preferences, first stated by Samuelson (1938), see e.g. [Definition 1.C.1 in Mas-Collel, Whinston, and Green (1995)].

Our paper provides an evolutionary or learning model in which agents experiment rules from the set \( \mathcal{R} \) of choice rules. Nature first fixes the environment, which consists of two ingredients, the frequency distribution with which individuals face each \( L \in \mathcal{L} \) and the function that determines how
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1This is true since we assume the domain of \( R \) is \( \mathcal{L} \), and remains true, as shown by Arrow (1959), as long as this domain includes all finite subsets of \( K \). Arrow (1959) also shows that, in this case, \( R \) satisfies the weak axiom of revealed preferences if and only if it satisfies Ville (1946)’s and Houthakker (1950)’s strong axiom of revealed preferences. Houthakker (1950) demonstrates that this strong axiom of revealed preferences is sufficient for a choice (or demand) function to be rationalizable by a rational preference relation for the case where the domain of \( R \) is the set of all budgets (see e.g. Mas-Collel, Whinston, and Green (1995)[Chapter 3.J]), a case which does not meet the requirement of Arrow’s (1959) result.
much **fitness** or **material payoff** any particular choice provides (this is discussed in detail in Section 2.3). For a given environment (or a stochastic process over environments), we study the evolution of a population characterized by a distribution, over the set of all rules, it samples from. We allow this sampling probability to be any distribution $q$ over the set of all rules $\mathcal{R}$. Given the assumptions that individuals do not a priori know the environment nature chooses and that nature works on individuals independently of its choice of environment, we find those distributions $q$ over $\mathcal{R}$ of particular interest, in which the names of alternatives plays no role. I.e. if one permutes alternatives, the distribution over choice rules remains the same. These distributions are characterized by a symmetry property.

Let $\Pi$ be the set of all permutations over $K$. For $\pi \in \Pi$ and $L \in \mathcal{L}$ we let $\pi(L) = \{ j \in K | \exists i \in L : j = \pi(i) \}$ be the set-wise extension of $\pi$. For $\pi \in \Pi$ and $R \in \mathcal{R}$ let $R^{\pi} \in \mathcal{R}$ be such that $R^{\pi}(L) = \pi^{-1}(R(\pi(L)))$ for all $L \in \mathcal{L}$.

**Definition 3** A distribution $q$ over $\mathcal{R}$ is **symmetric** if for every $R$ such that $q(R) > 0$ and and every $\pi \in \Pi$, $q(R^{\pi}) = q(R)$.

One example of a non-symmetric distribution over decision rules is one that puts probability one on the decision rule induced by some strict ranking of $K$. One example of a symmetric distribution over decision rules is the uniform distribution over the set of all rules. Other symmetric distributions of special interest are the uniform distribution over the set of all rational rules, and the uniform distribution over the set of all strictly rational rules.

There are, however, many other symmetric distributions over decision rules. Consider for instance the set of rules which are all such that they designate a best option, which can be any one element of $K$, but otherwise do not impose any more restrictions. The best option is chosen whenever it is available. Let

$$\mathcal{R}^o = \{ R \in \mathcal{R} \mid \exists j \in K : R(L) = \{ j \} \ \forall \ L \text{ with } j \in L \}.$$ 

denote this set, which we refer to as the set of **optimistic** rules. Another set of rules of interest is what we call the set of **pessimistic** rules, given by

$$\mathcal{R}^p = \{ R \in \mathcal{R} \mid \exists j \in K : j \notin R(L) \ \forall \ L \text{ except } L = \{ j \} \}.$$
These rules are such that they dedicate a particular choice, which is to be avoided at all cost, without imposing any restrictions other than that.

The uniform distributions both on the set of optimistic and pessimistic rules are symmetric. If there are at least three alternatives ($K \geq 3$), the sets of optimistic and pessimistic rules differ, and are neither the set of all rules nor the set of rational or strictly rational rules. In fact, for $K \geq 3$ these sets are proper subsets of the set of all rules, while the set of strictly rational rules is properly contained in them.

The only symmetric distribution over choice rules which has a singleton as support is the one which puts probability one on the rule $R^0$ with the property that $R^0(L) = L$ for all $L \in \mathcal{L}$. This is the rational rule for an agent who is completely indifferent between all choices, and we refer to $R^0$ as the zero rule.

2.2 The environment

Recall that the set of alternatives $K = \{1, ..., K\}$ is fixed, as is the set of all choice sets $\mathcal{L} = \mathcal{P}(K)\setminus\{\emptyset\}$, the set of all non-empty subsets of $K$. Nature chooses the environment, which consists of two components.

First $p: \mathcal{L} \rightarrow \mathbb{R}$ denotes a probability mass function over all such choice sets. It describes the frequency with which choice sets are accessible to agents. In some cases, it is useful to consider neutral distributions, for which all alternatives play the same role.

Definition 4 A distribution $p$ over choice sets is neutral if, for every permutation $\pi$ of $K$, and every choice set $L \subseteq K$, $p(L) = p(\pi(L))$.

Obviously, the uniform distribution is neutral. Other examples of neutral distributions over choice sets are the uniform distributions over choice sets of fixed size $l$, for $1 \leq l \leq K$. Other results call for another (mild) assumption on $p$.

Definition 5 A distribution $p$ over choice sets has full support if it puts positive probability on every choice set that contains at least two elements, i.e. $p(L) > 0$ for all $L \in \mathcal{L}$ with $|L| \geq 2$.

Second $u: K \rightarrow \mathbb{R}_+$ is a function from the set of all possible choices to non-negative real numbers with the interpretation that $u(i)$ is the fitness,
or material payoff, an individual receives when choosing \( i \in K \). We extend any fitness function to the set \( \mathcal{L} \) of choice sets by setting

\[
u(L) = \frac{1}{|L|} \sum_{k \in L} u(k)
\]

for \( L \in \mathcal{L} \), with the natural interpretation that \( u(L) \) is the expected fitness for the agent when \( L \) is the set of accepted alternatives, using the fact that each element in \( L \) is then eventually chosen by the agent with equal probability. The pair \( e = (u, p) \) is called an environment. Some results will call for a (mild) assumption on the fitness function \( u \).

**Definition 6** A fitness function \( u \) is discriminatory if it is injective, i.e. \( u(i) \neq u(j) \) for all \( i \neq j \), i.e. every choice in \( K \) provides a distinct level of fitness.

In order to define the average fitness of a rule \( R \) in the environment \( e = (u, p) \), we need to first specify the choices realized by the agent when facing the choice set \( L \). If \( R(L) \) is a singleton, the agent ends up getting the alternative \( R(L) \), and obtains a fitness (for this period) of \( u(R(L)) \). If \( R(L) \) is not a singleton we assume that the agent accepts all alternatives in \( R(L) \) equally, and ends up with each of them with equal probabilities.\(^2\) Given our set extension of \( u \), the average fitness received by the agent is also, in this case, \( u(R(L)) \).

In the environment \( e = (u, p) \), the (average) fitness or material payoff of any rule \( R \in \mathcal{R} \) is then given by

\[
U_e(R) = \mathbb{E}_p[u(R(L))] = \sum_{L \in \mathcal{L}} p(L)u(R(L)).
\]

We study evolutionary processes under two assumptions on the environments. One in which there is a unique fixed environment which never changes, which is discussed in Sections 5 and 6, and one in which the environment follows a stochastic process, studied in Section 7. When dealing with a fixed environment \( e \) we suppress the dependence on the environment \( e \) in \( U_e(R) \) and simply write \( U(R) \).

\(^2\)We believe this to be an innocuous assumption, which, however, provides us with the property that the set of all decision rules is finite. We do not believe that any additional insight can be gained by relaxing this assumption.
2.3 The evolutionary or learning process

In a given environment (or stochastic process over environments), a population evolves according to a process of experimentation and selection.

At each generation, the population experiments a random rule selected according to a distribution \( q \) on the set of rules. This distribution, which is fixed across time and is a characteristic of the population, is called the population’s sampling distribution. The selection process is fast: at the end of each generation, the rule providing the best fitness in the current environment is selected, and is adopted by all agents in the population. Thus, at (the end of) every period all agents in the population use the same rule. It then makes sense to say, for instance, that the population (as a whole) uses rule \( R \) at time \( t \).

The evolutionary model thus has the two central features any model of evolution should have, mutation (or experimentation) and selection (or learning). Here mutations are fixed at a rate of one per generation and population and selection is fast.

Our model thus makes a distinction between the rule prevailing in the population at some generation \( t \) from the type of sampling distribution used by this population. In particular, a population may, at some moment in time, adopt a rational rule although its sampling distribution \( q \) does not put weight on rational distributions only. In such situations, the rationality of the population at time \( t \) is the result of a learning process among a larger set of rules, and is only temporary in case an offspring samples a non-rational but superior rule. On the other hand, if a population’s sampling distribution puts weight on rational rules only, agents in this population use rational rules at every point of the evolutionary process.

Each sampling distribution \( q \) defines a different population, with the understanding that at time 0 one agent uses a rule randomly chosen according to probability distribution \( q \) and all agents in the population adopt it by the end of time 0. Also all descendants use sampling distribution \( q \) when experimenting. We focus on the comparison of evolutionary performances of different populations. In particular, we refer to the population sampling according to the uniform distribution \( q^r \) over the set \( \mathcal{R}^r \) as the **rational population**, and to the population sampling according to the uniform distribution \( q^s \) over \( \mathcal{R}^s \) as the **strictly rational population**, and to the population sampling according to the uniform distribution \( q^u \) over
the whole set of rules $\mathcal{R}$ as the non-rational population.

3 Examples and presentation of the main results

In this section we present two examples. The first example analyzes the simplest situation of interest, where the choice set contains only three elements. This example serves as an illustration for Theorems 1 and 2, and underlines the driving force behind these results. The second example focuses on environments of large complexity, and numerically presents a measure of the superiority of uniform sampling from the set of strictly rational rules over uniform sampling from the set of all rules. It introduces the main results of Section 6.

**Example 1** We demonstrate the nature of the problem by looking at essentially the simplest example (and two simple variations of it). Throughout this section we have $K = \{A, B, C\}$, the smallest set of some interest. We here focus exclusively on singleton decision rules. That is rules $R \in \mathcal{R}$ such that $|R(L)| = 1$ for all $L \in \mathcal{L}$. Throughout this section we fix the fitness function such that $u(A) = 3$, $u(B) = 2$, and $u(C) = 1$. We do, however, look at three environments, which only differ in the (always neutral) distribution over choice sets. Let $p_0$ be uniform on the non-singleton subsets of $K$. That is $p_0(\{A, B, C\}) = p_0(\{A, B\}) = p_0(\{A, C\}) = p_0(\{B, C\}) = \frac{1}{4}$. Let $p_1$ be given by $p_1(\{A, B, C\}) = \frac{1}{7}$, $p_1(\{A, B\}) = p_1(\{A, C\}) = p_1(\{B, C\}) = \frac{2}{7}$. Let $p_2$ be given by $p_2(\{A, B, C\}) = \frac{1}{7}$, $p_2(\{A, B\}) = p_2(\{A, C\}) = p_2(\{B, C\}) = \frac{2}{7}$.

The symmetric sets of rules are independent of the environment $(u, p)$. Given $|K| = 3$, there are 24 singleton rules, of which 6 are strictly rational. Any symmetric set of rules must contain at least 6 rules, as there are 6 permutations of $K$. Here, there are exactly 4 smallest distinct symmetric sets of rules. Denote one by

$$
\mathcal{R}^s = \left\{ \begin{pmatrix} A \\ A \\ A \\ B \end{pmatrix}, \begin{pmatrix} A \\ A \\ A \\ C \end{pmatrix}, \begin{pmatrix} B \\ B \\ A \\ C \end{pmatrix}, \begin{pmatrix} C \\ C \\ B \\ C \end{pmatrix} \right\},
$$

the set of strictly rational rules, where the first element in each vector is the choice made from choice set $\{A, B, C\}$, the second the choice from choice
set \{A, B\}, the third the choice from choice set \{A, C\}, and the fourth and final choice from choice set \{B, C\}. This suffices as a description of a rule as singleton sets receive 0 probability in all our distributions \(p\) over choice sets. Denote the remaining three by

\[
\mathcal{R}^1 = \left\{ \begin{pmatrix} A \\ A \\ C \\ B \end{pmatrix}, \begin{pmatrix} B \\ A \\ C \\ C \end{pmatrix}, \begin{pmatrix} C \\ A \\ C \\ C \end{pmatrix}, \begin{pmatrix} A \\ A \\ B \\ B \end{pmatrix} \right\},
\]

\[
\mathcal{R}^2 = \left\{ \begin{pmatrix} A \\ A \\ C \\ C \end{pmatrix}, \begin{pmatrix} B \\ A \\ C \\ C \end{pmatrix}, \begin{pmatrix} C \\ A \\ C \\ C \end{pmatrix}, \begin{pmatrix} B \\ A \\ C \\ C \end{pmatrix} \right\},
\]

\[
\mathcal{R}^3 = \left\{ \begin{pmatrix} A \\ B \\ A \\ C \end{pmatrix}, \begin{pmatrix} B \\ B \\ B \\ B \end{pmatrix}, \begin{pmatrix} C \\ A \\ A \\ C \end{pmatrix}, \begin{pmatrix} C \\ A \\ B \\ C \end{pmatrix} \right\}.
\]

Any symmetric sampling distribution \(q\) must put equal weight on every element within each one of these four sets. Suppose the distribution of choice sets is \(p_0\) as given above. Consider the following three symmetric sampling distributions. One uniform over all singleton rules \(\mathcal{R}^a = \mathcal{R}^* \cup \mathcal{R}^1 \cup \mathcal{R}^2 \cup \mathcal{R}^3\), one uniform over \(\mathcal{R}^a \setminus \mathcal{R}^2\), and the last one uniform over \(\mathcal{R}^a \setminus \mathcal{R}^1\).

The following table provides the expected fitness of the three populations (one for each sampling distribution) at various points in time.\(^3\)

<table>
<thead>
<tr>
<th>(t)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>\cdots</th>
<th>15</th>
<th>16</th>
<th>\cdots</th>
<th>\infty</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{R}^a)</td>
<td>2.027</td>
<td>2.310</td>
<td>2.375</td>
<td>\cdots</td>
<td>2.602</td>
<td>2.610</td>
<td>\cdots</td>
<td>2.75</td>
<td></td>
</tr>
<tr>
<td>(\mathcal{R}^a \setminus \mathcal{R}^2)</td>
<td>2.194</td>
<td>2.292</td>
<td>2.354</td>
<td>\cdots</td>
<td>2.601</td>
<td>2.612</td>
<td>\cdots</td>
<td>2.75</td>
<td></td>
</tr>
<tr>
<td>(\mathcal{R}^a \setminus \mathcal{R}^1)</td>
<td>2.246</td>
<td>2.369</td>
<td>2.443</td>
<td>\cdots</td>
<td>2.652</td>
<td>2.658</td>
<td>\cdots</td>
<td>2.75</td>
<td></td>
</tr>
</tbody>
</table>

Compare first populations \(\mathcal{R}^a\) and \(\mathcal{R}^a \setminus \mathcal{R}^2\). Note that, while the expected fitness at time 1 is the same (a general property we prove in Lemma 1 in Section 4), at time 2 population \(\mathcal{R}^a\) is doing better than population \(\mathcal{R}^a \setminus \mathcal{R}^2\). Note that this is so, despite the fact that \(\mathcal{R}^a \setminus \mathcal{R}^2\) is a smaller set than

\(^3\)Recall that the first rule is also chosen randomly according to the respective sampling distribution.
$\mathcal{R}^a$, in fact a proper subset of $\mathcal{R}^a$, and despite the fact that its sampling distribution puts more weight on the “correct” rule. Now, note that this fitness advantage for population $\mathcal{R}^a$ over population $\mathcal{R}^a \setminus \mathcal{R}^2$ persists until $t = 15$. At time $t = 16$ the fitness advantage finally shifts. At any time $t \geq 16$ indeed population $\mathcal{R}^a \setminus \mathcal{R}^2$ is now doing better than population $\mathcal{R}^a$. After 16 periods (or generations), however, the environment might well have changed, so that this eventual fitness advantage of population $\mathcal{R}^a \setminus \mathcal{R}^2$ might never come to bear.

Now, note that population $\mathcal{R}^a \setminus \mathcal{R}^1$ on the other hand always has an expected fitness advantage over both populations $\mathcal{R}^a$ and $\mathcal{R}^a \setminus \mathcal{R}^2$. But why is this? What is it about the two sets of rules $\mathcal{R}^1$ and $\mathcal{R}^2$ that makes them different in a way that yields these results? What indeed makes $\mathcal{R}^1$ a “worse” symmetric set of rules than is $\mathcal{R}^2$? The answer is certainly not apparent from simply looking at these two sets.

The answer is that, given this environment, the fitness distribution induced by the uniform sampling distribution over $\mathcal{R}^2$ is a mean-preserving spread over the fitness distribution induced by the uniform sampling distribution over $\mathcal{R}^1$. It has more “risk”.

Given that the evolutionary process is such that at time $t$ the expected fitness is the expectation of the maximum of all prior fitness levels up to and including at time $t$, it follows from the convexity of the maximum-function that the expected fitness at time $t$ is higher under the distribution which is a mean-preserving spread of the other. Details are presented in Appendix A.

The (partial) order on populations (symmetric sampling distributions) which determines their evolutionary success is, thus, the order induced by mean-preserving spread comparisons of the fitness distributions induced by these sampling distributions. This partial order, however, depends on the environment as the next example demonstrates.

Given $p_0$ as defined above, it turns out the uniform sampling distribution over the sets $\mathcal{R}^1$ and $\mathcal{R}^3$ induce identical fitness distributions. Now consider the distribution over choice sets $p_1$ as given above. The following table provides the probability mass function of the distribution of fitness induced by uniform sampling over $\mathcal{R}^1$ and $\mathcal{R}^3$.
A • represents one rule, and, thus, a probability weight of \( \frac{1}{6} \). The fitness distribution induced by uniform sampling over \( \mathcal{R}^1 \), given environment \((u, p_1)\), thus, attaches weight \( \frac{2}{6} \) on realized fitness level \( \frac{12}{7} \), weight \( \frac{2}{6} \) on realized fitness level \( \frac{14}{7} \), and weight \( \frac{2}{6} \) on realized fitness level \( \frac{15}{7} \). It can be easily verified from the above table that the fitness distribution induced by uniform sampling over \( \mathcal{R}^3 \) is a mean-preserving spread over the fitness distribution induced by uniform sampling over \( \mathcal{R}^1 \). We already know that in environment \((u, p_0)\) both distribution are identical. In environment \((u, p_2)\), finally, the mean-preserving spread ranking is reversed. This can be seen as follows.

Indeed now the fitness distribution induced by uniform sampling over \( \mathcal{R}^1 \) is a mean-preserving spread of the one induced by uniform sampling over \( \mathcal{R}^3 \). As an example of how one might prove such claims, we present a proof of this in Appendix B.

Thus, the partial order comparing two different sampling distributions according to whether or not one is a mean-preserving spread of the other, which in turn determines the comparison in terms of expected fitness at all times \( t \), depends crucially on the environment. Different environments give rise to different mean-preserving spread comparisons and, thus, rise to different expected fitness comparisons. Thus, one population may do better than another in one environment, but do worse in another.

While the mean-preserving spread relation thus changes when the environment changes, it turns out that the fitness distribution of the strictly rational population is always a mean-preserving spread of the fitness distribution of any other symmetric population, and for all environments. This we prove in Section 4, but we can see examples of this here in our 3 different environments. For \( p = p_0 \) we have
for $p = p_1$ we have

\[
\begin{array}{ccccccccccc}
9/7 & 10/7 & 11/7 & 12/7 & 13/7 & 14/7 & 15/7 & 16/7 & 17/7 & 18/7 & 19/7 \\
\mathcal{R}^1 & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\mathcal{R}^2 & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\mathcal{R}^3 & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\mathcal{R}^s & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\]

and for $p = p_2$ we have

\[
\begin{array}{cccccccccccc}
8/7 & 9/7 & 10/7 & 11/7 & 12/7 & 13/7 & 14/7 & 15/7 & 16/7 & 17/7 & 18/7 & 19/7 & 20/7 \\
\mathcal{R}^1 & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\mathcal{R}^2 & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\mathcal{R}^3 & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\mathcal{R}^s & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\end{array}
\]

In all of these three environments, it can be checked that the distribution of fitness induced by the uniform distribution over strictly rational rules is a mean preserving spread of the distributions of fitness induced by the uniform distribution on all other symmetric sets of rules.

Example 1, thus, illustrates the evolutionary superiority of strictly rational rules over other sets of rules and explains the driving forces behind this result. All the general statements along these lines, which we can prove for any environment of any complexity, are then given and proved in Sections 4, 5, and 7.

Having, thus, demonstrated the evolutionary advantage of uniform sampling over strictly rational rules, we now turn to the question, taken up more formally in Section 6, as to the magnitude of this advantage.

We already know from the analysis of Example 1 that more “risky” distributions of $U(R)$ have an evolutionary edge over those distributions which are more concentrated around the mean. In order to quantify this evolutionary edge it is helpful to study the tails of this distributions. The “fatter” these tails the stronger is the advantage.

In Section 6, by analyzing how “fat” these tails are for classes of sampling distributions, covering uniform sampling over all rules as well as uniform
sampling over the strictly rational rules, we derive bounds on the speed of partial degrees of adaptation for various populations.

**Example 2** Consider an environment of complexity $K$: $K = \{1, \ldots, K\}$, with $u(k) = k$ and $p$ uniform over all choice sets. Let $q$ be any symmetric sampling distribution. The average payoff for a rule chosen according to $q$ is independent of $q$ (as shown in Lemma 1) and is $\frac{K+1}{2}$. Let us denote by $V$ the maximal payoff achieved by a rule in this environment. As a normalization for fitness, define the performance of a rule $R$ as $\rho(R) = \frac{U(R) - K + 1}{V - K + 1}$.

Therefore, the average performance of the first generation is 0, while in the ultra-long run, if $q$ puts positive probability on strictly rational rules, this performance eventually converges to 1. For complex environments, the time to full adaptation may be ridiculously long, so that a more appropriate measure of the speed of evolution can be provided by looking at the expected time a population takes to achieve a given level of performance.

Let us first consider the uniform sampling over the whole set of rules, or on the set of deterministic (i.e. singleton) rules. For a rule sampled according to these distributions, choices in different choice sets are independent. A consequence of the theory of large deviations is that the tail of the distribution of $U(R)$ is then very thin. We use this to obtain a lower bound of the expected number of generations before a given performance is reached in Proposition 1. The following table, derived from this proposition, illustrates this lower bound for various performance levels and environment complexities.

<table>
<thead>
<tr>
<th>$K$ \ $\delta$</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>$700$</td>
<td>$10^{71}$</td>
<td>$10^{284}$</td>
</tr>
<tr>
<td>25</td>
<td>$10^{91}$</td>
<td>$10^{2276}$</td>
<td>$10^{9107}$</td>
</tr>
<tr>
<td>30</td>
<td>$10^{2914}$</td>
<td>$10^{72862}$</td>
<td>$10^{291450}$</td>
</tr>
</tbody>
</table>

Lower bound on time to performance $\delta$; non-rational population

As can be seen from the table, with a complexity of 20, the number of generations needed to reach a performance of 10% makes it beyond reach in reasonable evolutionary time. For a complexity of 30, the non-rational population virtually never reaches a performance of even 1%.

Studying the distribution of $U(R)$ when $R$ is drawn according to the uniform distribution over strictly rational rules reveals that this distribution has

\footnotetext[4]{$^4$A computation of $V$ is given in Section 6.}
very fat tails. More importantly, this tail is fat independently of the complexity of the environment. This can be seen by looking at the distribution of performances $\rho(R)$: lower bounds can be obtained on the quantiles of this distribution that are independent of the environment complexity. Relying on this, Proposition 2 derives upper bounds on the expected time needed to reach certain performances for the strictly rational population. These upper bounds are illustrated numerically in the following table:

<table>
<thead>
<tr>
<th>$K \setminus \delta$</th>
<th>1%</th>
<th>25%</th>
<th>40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any</td>
<td>5</td>
<td>8</td>
<td>20</td>
</tr>
</tbody>
</table>

Upper bound on time to a performance of $\delta$ (independent of complexity $K$); strictly rational population

A performance of 40% can thus be reached in 20 generations of less, independently of the complexity of the environment. A comparison between the two tables reveals a tremendous advantage for the rational population over the non-rational one, which increases very fast as the complexity reaches values of 20 or more.

4 On the fitness distribution of sampled rules

In this section we study and compare the distributions of fitness of rules selected according to different sampling distributions. The results obtained here are the building blocks of the Rational Dominance Theorems of Sections 5 and 7. The reader mostly interested in the comparison of populations in the dynamic set-up may jump to Section 5. The main results in Sections 5 and 7 can be read without reading this section. Their proofs, however, are based on the results presented here.

The ingredients of this section are a fixed environment $e = (u, p)$ and various sampling distributions $q$ as set down in Section 2.2.3.

We study the distribution of fitness $\hat{U}^q = U(R) = U_e(R)$ induced by choosing rule $R$ randomly according to $q$. This is the random fitness a member of a population with sampling distribution $q$ encounters from her random experimentation. We call such $\hat{U}^q$, with distribution depending on $q$, the sampling fitness of the corresponding population.

The results in this section are as follows. First, the expected sampling fitness is the same for all symmetric sampling distributions. Therefore, in
terms of expected fitness, and in the absence of learning, all populations that experiment according to symmetric distributions perform equally well.

Second, for a population with sampling distribution $q$, symmetric or not, there is another population with sampling distribution $q'$ with support contained in the set of strictly rational rules such that the distribution of the sampling fitness induced by $q'$ is a mean-preserving spread of the sampling fitness induced by $q$. Moreover, and importantly, the sampling distribution $q'$, whose fitness is a mean-preserving spread of that induced by $q$, is the same for all environments (with same $p$), i.e. it does not depend on the fitness function $u$. This is saying that we can replace any rule with a convex combination of strictly rational rules such that the expected fitness of the latter coincides with the fitness of the former for every fitness-function $u$.

Third, if $p$ is neutral, there exists a unique sampling distribution $q'$, whose fitness is a mean-preserving spread of that induced by any symmetric distribution $q$, and this $q'$ is the sampling distribution of the strictly rational population, i.e. it is $q^u$, the uniform distribution over all strictly rational rules.

Finally, we provide conditions on $p$ and $u$ under which the mean-preserving spreads thus constructed are “strict” in the sense that the two distributions of fitness differ.

All results in this section are proven in Appendix C.

**Lemma 1** Let the environment $e = (u, p)$ be arbitrary. The expected value of the sampling fitness $\tilde{U}^q$ according to any symmetric sampling distribution $q$ is independent of the sampling distribution considered and is given by

$$\mathbb{E}_q \tilde{U}^q = \mathbb{E}_p u(L).$$

Although the expected sampling fitness associated to any two symmetric distributions over choice rules coincide, this is typically not at all true of their variances. A key to a better understanding of any agent’s sampling fitness is to look at the probability distribution over the agent’s choices induced by the distribution over alternatives, $p$, and some choice rule $R$. Given $p$ over choice sets $\mathcal{L}$, and $R$, let $\lambda_p(R)(k)$ denote the overall probability with which
an element \( k \in K \) is selected under the rule \( R \), it is given by

\[
\lambda_p(R)(k) = \sum_{L : k \in R(L)} \frac{p(L)}{|R(L)|}
\]

We call \( \lambda_p(R) \) the choice distribution associated to \( R \). For any fitness function \( u \) (and given \( p \)), the average fitness of rule \( R \) can be expressed as

\[
U(R) = \sum_k \lambda_p(R)(k)u(k),
\]

so that a rule’s average fitness is entirely determined by its choice distribution.

For instance, consider the case in which \( p \) is uniform on \( L \), and let \( R \) be the strictly rational rule that is induced by the preference relation which selects the least element available (1 is strictly preferred to 2, which is strictly preferred to 3, etc.). There are in total \( 2^K - 1 \) choice sets (all subsets of \( K \) except the empty set are choice sets), and \( 2^{K-1} \) of them contain the preferred choice (1). This preferred choice is chosen by the agent in all choice sets that contain it, so that \( \lambda_p(R)(1) = \frac{2^{K-1}}{2^{K-1}} \). The second preferred choice is selected whenever the first preferred choice is unavailable and the second preferred is available. This is the case for \( 2^{K-2} \) choice sets, and consequently \( \lambda_p(R)(2) = \frac{2^{K-2}}{2^{K-2}} \). More generally, \( \lambda_p(R)(l) = \frac{2^{K-l}}{2^{K-1}} \) for every \( l \). Strictly rational rules span all permutations of this probability vector.

For a given distribution \( p \) over choice sets, let \( \Lambda_p \) denote the set of all choice distributions, i.e. \( \Lambda_p = \{ \lambda_p(R), R \in \mathcal{R} \} \). Similarly, denote by \( \Lambda_p^s \) the set of choice distributions induced by strictly rational rules, i.e. \( \Lambda_p^s = \{ \lambda_p(R), R \in \mathcal{R}^s \} \). Obviously \( \Lambda_p^s \subseteq \Lambda_p \). A graphical depiction of these sets for \( K = 3 \) and \( p \) the uniform distribution is given in Figure 1. The following result locates the choice distributions induced by rational rules as extreme points in the set of choice distributions.

**Lemma 2** Given any distribution \( p \) over choice sets, every choice distribution in \( \Lambda_p \) is a convex combination of choice distributions in \( \Lambda_p^s \).

Lemma 2 shows that for any realization of \( \tilde{U}^q \), the underlying state, a rule \( R \in \mathcal{R} \), can be replaced by a lottery over strictly rational rules in \( \mathcal{R}^s \) with the same expected choice distribution. An important consequence is that, for every fitness function \( u \), the lottery over rules in \( \mathcal{R}^s \) achieves the same expected fitness as the rule \( R \). If we fix a distribution \( q \) on \( \mathcal{R} \) and replace each rule of \( \mathcal{R} \) by its corresponding lottery over rules in \( \mathcal{R}^s \), we obtain a distribution \( q' \) over \( \mathcal{R}^s \) such that, for every fitness function \( u \), the distribution
of $U^{q'}$ when rules $R$ are drawn according to $q'$ is a mean preserving spread of the distribution of $U^q$ when rules $R$ are drawn according to $q$. We thus have the following lemma.

**Lemma 3** Let $p$ be any distribution over choice sets. For every sampling distribution $q$, there exists a sampling distribution $q'$ with $q(R^s) = 1$ such that, given any fitness function $u$, the sampling fitness $U^{q'}$ induced by $q'$ in the environment $(u,p)$ is a mean preserving spread of the sampling fitness $U^q$ induced by $q$.

Note the order of quantifiers in Lemma 3. For a given distribution over choice sets $p$, the sampling distribution over exclusively strictly rational rules such that $U^{q'}$ is a mean preserving spread of $U^q$ is the same for all fitness functions $u$. Yet, the distribution $q'$ still depends on $q$. Interestingly, under some symmetry assumptions, $q'$ can be taken as the uniform distribution on $R^s$, and the dependence on $q$ disappears.

![Figure 1: Choice distributions of strictly rational rules (large dots) and of all rules (small dots), for $K = 3$ when $p$ is the uniform distribution over choice sets. The corners of the simplex represent the infeasible case of choosing one and the same of the three alternatives in $K = \{A, B, C\}$ in all decision problems. The convex hull of choice distributions induced by strictly rational rules clearly includes all feasible choice distributions.](image)

**Lemma 4** Assume $p$ is neutral and $q$ is a symmetric sampling distribution. Then the distribution $q'$ of Lemma 3 can be taken as $q^s$.

Note that both the assumption that $p$ is neutral as well as the assumption that $q$ is symmetric are necessary in Lemma 4, in the sense that we
can find counterexamples to the lemma for a non-symmetric \( q \) and also for a non-neutral \( p \), separately. First, consider the distribution \( q \) which puts probability 1 on the single rule which so happens to be a best rule. For almost every \( p \) there is no symmetric distribution which is a mean-preserving spread of this distribution. To see that neutrality is needed consider the following example.

**Example:** Consider 3 alternatives, \( K = \{ A, B, C \} \), and the following 8 choice rules (we omit their definitions on singletons).

<table>
<thead>
<tr>
<th></th>
<th>( R_1 )</th>
<th>( R_2 )</th>
<th>( R^*_AB )</th>
<th>( R^*_AC )</th>
<th>( R^*_BA )</th>
<th>( R^*_BC )</th>
<th>( R^*_CA )</th>
<th>( R^*_CB )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>ABC</td>
<td>ABC</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>AB</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>BC</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>AC</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
</tbody>
</table>

The rules \( R_1 \) and \( R_2 \) are not rational, and the distribution \( q \) that puts equal weight on each of them is symmetric. To see this, note that for all permutations \( \pi \) which switch exactly 2 elements in \( K \), i.e. these three: \( \pi(A) = A, \pi(B) = C, \pi(C) = B; \pi(A) = B, \pi(B) = A, \pi(C) = C; \) and \( \pi(A) = C, \pi(B) = B, \pi(C) = A \) we have that \( R^*_1 = R^*_2 \) and \( R^*_2 = R^*_1 \), while for the other three permutations we have that \( R^*_1 = R^*_1 \) and \( R^*_2 = R^*_2 \).

The other 6 rules are the strictly rational rules. Let \( p \) put probability 1/2 each on \( \{ A, B \} \) and \( \{ B, C \} \). This \( p \) is not neutral (as neutrality would here require that \( \{ A, C \} \) receives the same probability as the other two sets). Under \( p \), the distribution \( \lambda_p(R_1) \) induced over choices in \( K \) is given by \( \lambda_p(R_1) = \frac{1}{2}A + \frac{1}{2}B \). With \( R_2 \), the corresponding distribution \( \lambda_p(R_2) \) is given by \( \lambda_p(R_2) = \frac{1}{2}B + \frac{1}{2}C \). The choice distributions induced by the 6 rational rules are \( \lambda_p(R^*_AB) = \frac{1}{2}A + \frac{1}{2}B, \lambda_p(R^*_AC) = \frac{1}{2}A + \frac{1}{2}C, \lambda_p(R^*_BA) = B, \lambda_p(R^*_BC) = B, \lambda_p(R^*_CA) = \frac{1}{2}A + \frac{1}{2}C, \) and \( \lambda_p(R^*_CB) = \frac{1}{2}B + \frac{1}{2}C \).

Attach the following material payoff to the three alternatives. Let \( u(A) = 0, u(B) = 2, u(C) = 4 \). The expected fitness for both distributions in the environment \(( u, p)\) equals 2. The variance of \( \tilde{U}^q \) induced by \( q \) is 1, while the variance of \( \tilde{U}^q^* \) induced by the uniform distribution \( q^* \) over strictly rational rules is \( \frac{1}{3} \). Hence, the uniform distribution over strictly rational choice rules is not a mean preserving spread of the distribution of \( \lambda_p(R) \) induced by the symmetric distribution \( q \).
The following lemmata provide conditions under which the mean preserving spread in Lemma 3 is strict.

**Lemma 5** Given \( p \) and \( q \), there exists a distribution \( q' \) as in Lemma 3 such that the obtained mean preserving spread is strict whenever either i) \( p \) has full support, \( u \) is discriminatory, and \( q(R^*) < 1 \) or ii) \( p, q \) have full support and \( u \) is not constant.

Note that the provided proof in the appendix shows that part ii) of Lemma 5 holds under the weaker condition that \( q(R^0) > 0 \), where \( R^0 \) is the zero-rule. This suggests that the conditions of the lemma can be weakened further.

Under the symmetry assumptions of Lemma 4, a strict mean preserving spread obtains under minimal conditions on \( u \), and \( q \).

**Lemma 6** Let the distribution over choice rules \( p \) be neutral and have full support and \( u \) be non-constant. Then \( \tilde{U}^q \), the sampling fitness of the strictly rational population, sampling according to the uniform distribution \( q^* \) over \( R^* \), is a strict mean preserving spread of \( \tilde{U}^q \), for any symmetric sampling distribution \( q \) with \( q(R^*) < 1 \).

Note that both conditions, that \( u \) is not constant and that \( q(R^*) < 1 \) are also necessary.

5 Ranking of populations in a fixed environment

We use the results of the previous section to show that for any population with sampling distribution \( q \) there is another population with sampling distribution \( q' \) that puts weight 1 on \( R^* \) (i.e. it uses strictly rational rules only), such that for any time \( t \) the expected fitness of the latter population exceeds that of the former. When \( q \) is symmetric, \( q' \) can be taken as the uniform distribution \( q^* \) over strictly rational rules.

Furthermore, under mild assumptions on the environment, at any time \( t > 1 \) the strictly rational population has strictly higher expected fitness than any other symmetric population.

It is important to understand how the expected fitness of a population at generation \( t \) is related to the sampling distribution of that population. Let \( q \) be any sampling distribution, and \( R_t \) denote the choice rule experimented by generation \( t \) of the population. The sampling fitness of generation \( t \) is
\( \bar{U}_t = U(R_t) \), and \( \bar{U}_1, \ldots, \bar{U}_t \) are i.i.d. according to the distribution of the sampling fitness. Because each generation adopts the best rule between the one prevalent at the previous generation and the experimented one, the obtained fitness for generation \( t \) is given by \( Z_t = \max(\bar{U}_1, \ldots, \bar{U}_t) \).

**Theorem 1 (Rational Dominance)** Let \( p \) be arbitrary, and let \( q \) be any sampling distribution. There exists a sampling distribution \( q' \) such that \( q'(R^*) = 1 \) with the property that, for any fitness function \( u \), letting \( Z_t \) and \( Z^*_t \) be the fitness of the \( t \)-th generations of populations with sampling distribution \( q \) and \( q' \) respectively,

\[
\mathbb{E}Z^*_t \geq \mathbb{E}Z_t \quad \text{for all } t \geq 0
\]

with strict inequality for all \( t > 0 \) if either i) \( p \) has full support, \( u \) is discriminatory, and \( q(R^*) < 1 \) or ii) \( p, q \) have full support and \( u \) is not constant.

Proof: By Lemma 3 there exists a sampling distribution \( q' \) whose associated random fitness \( \bar{U}^*_t \) is a mean-preserving spread of the random fitness \( \bar{U}_t \) associated to \( q \). Under i) or ii) this mean-preserving spread can be taken to be strict by Lemma 5. Note that all \( \bar{U}^*_t \) and \( \bar{U}_t \) are independent and that all \( \bar{U}_t \), being in fact i.i.d., have the same support. The result (both the weak and the strict inequality) thus follows from Proposition 5 in the Appendix.

QED

**Theorem 2 (Universal Rational Dominance)** Let \( p \) be neutral and let \( q \) be any symmetric sampling distribution. Letting \( Z_t \) be the fitness of the \( t \)-th generations of populations with sampling distribution \( q \) and \( Z^*_t \) be the fitness of the \( t \)-th generation of the strictly rational population (sampling according to the uniform distribution \( q^* \) over \( R^* \)),

\[
\mathbb{E}Z^*_t \geq \mathbb{E}Z_t \quad \text{for all } t \geq 0
\]

with strict inequality for all \( t > 0 \) if \( u \) is non-constant, \( p \) has full support, and \( q(R^*) < 1 \).

Proof: Let \( \bar{U}^*_t \) and \( \bar{U}_t \) be the random fitness associated to the uniform distribution on strictly rational rules and to \( q \), respectively. By Lemma 4, \( \bar{U}^*_t \) is a mean-preserving spread of \( \bar{U}_t \). If \( u \) is non-constant, \( p \) has full support, and \( q(R^*) < 1 \), moreover, this mean-preserving spread can be taken to be
strict by Lemma 6. Note that all $\tilde{U}_t^s$ and $\tilde{U}_t$ are independent and that all $\tilde{U}_t$, being in fact i.i.d., have the same support. The result (both the weak and the strict inequality) thus follows from Proposition 5 in the Appendix.

QED

A corollary of this theorem is that, provided $p$ is neutral and has full support, the strictly rational population (with uniform sampling $q^s$ over $R^s$) performs strictly better than the rational population (with uniform sampling $q^r$ over $R^r$) as long as the fitness function $u$ is non-constant. Note that the fitness function can well have ties, i.e. two elements $i, j \in K$ have $u(i) = u(j)$. One might think that the rational population (which allows for indifferences) might have an advantage over the strictly rational one in this situation. Yet, this is not the case.

Let us summarize the findings of this section. For any distribution $p$ and any population, there exists a population, which samples over strictly rational rules only, that performs at least as well as the former, independently of the fitness function $u$. The latter does strictly better than the former under mild assumptions. In this sense, strictly rational populations are always superior to non-rational (or even just simply rational) ones. Furthermore, a much stronger result obtains if $p$ is neutral. In this case the population that samples uniformly over strictly rational rules does at least as well as, and in many cases strictly better than, any other symmetric population. Hence, under symmetry and neutrality, the strictly rational population is superior to any other population, independently of the environment. In fact, under very mild conditions on the environment, the strictly rational population is strictly superior to even the rational population.

6 Time to partial adaptation

As a preliminary remark, note that if the complexity of the environment is moderately large, even the strictly rational population takes a very long time in a fixed environment to achieve full adaptation. Indeed, given there are $K!$ strictly rational rules when the complexity is $K$, even for moderate $K$, the expected time to full adaptation, also equal to $K!$, is quite large. If one period represents a generation of individuals then we would certainly not expect the environment to stay constant throughout so many generations.
Giving up on full adaptation, in this section we provide bounds on the time necessary for different populations in order to achieve some degree of partial adaptation.

In particular, we address the question of the superiority of the rational population over other symmetric populations after a small number of generations. We thus estimate the expected fitness of different populations in the short run.

Although we know from Theorem 2 that the strictly rational population achieves no less than any other symmetric population, the difference in expected fitness between the two populations after a fixed number of generations depends on several parameters.

First, this difference must depend on the environment itself. If under $u$, all alternatives yield close fitness, the expected fitness of all rules, and hence all populations, are very close to one another. For this reason, we study the more interesting case in which $u$’s values are evenly spread, taking for $u$ a bijection from $K$ to itself. Also, the probabilities, defined by $p$, over sets of alternatives, play an important role. If $p$ is concentrated over one choice set, or on a set of few choice sets, the behavior of choice rules outside of this set have a small impact on the overall fitness. For this reason, our benchmark is the uniform distribution over all choice sets.

Second, the difference in expected fitness depends on the populations. Our main focus is on the comparison between the uniform distribution over strictly rational rules and the uniform distribution over all rules. We also derive results for populations sampling uniformly over optimistic rules, and over deterministic (singleton) rules.

Let $\tilde{U}^{q}$ denote the random fitness of a rule $R \in \mathcal{R}$ randomly drawn according to some symmetric distribution $q$. From Lemma 1, we know that the expected fitness of a rule drawn according to a symmetric distribution does not depend on the distribution at hand. Given $u$ is a bijection from $K$ to $K$ we can, as an application of Lemma 1, in fact, calculate this expectation. It is given by $\mathbb{E}_{q} \tilde{U}^{q} = \frac{K+1}{2}$. In particular, this is the fitness of the zero rule, which always accepts the whole choice set offered ($R^{0}(L) = L$ for every $L \in \mathcal{L}$).

For this environment we also obtain simple bounds for the fitness of any rule. The maximal payoff (fitness) any rule can obtain is denoted by $V$ and
is equal to

\[
V = \frac{2^{K-1}}{2^K - 1} K + \frac{2^{K-2}}{2^{K-1}} (K - 1) + \ldots + \frac{1}{2^{K-1}} 1
\]

\[
= \frac{1}{2^K - 1} \sum_{l=0}^{K-1} (K - l)2^{K-(l+1)} = \frac{2^K}{2^K - 1} [(K - 1) + \frac{1}{2^K}].
\]

Let us renormalize payoffs, and define the performance of a rule \( R \) as

\[
\rho(R) = \frac{U(R) - K+1}{V - 2^{K+1}}.
\]

Thus, a performance of 0 is achieved by the zero rule, whereas a performance of 1 corresponds to full adaptation. We now investigate the expected time to reach partial adaptation for different populations, defined as the expected time to reach a performance of e.g. 1%, 10%, or 40%.

For a given population, let \( \rho(\tilde{R}) \) be the performance of a randomly sampled rule \( \tilde{R} \). For \( 0 \leq \rho \leq 1 \), let \( T_\rho \) be the random variable corresponding to the first generation reaching a performance of \( \rho \) or more. It easily seen that \( T_\rho \) follows a geometric distribution with parameter \( q(\rho(\tilde{R}) \geq \rho) \) if \( q(\rho(\tilde{R}) \geq \rho) > 0 \), and is infinite otherwise. In the former case, the expected time to reach a performance of \( \rho \) is thus \( E T_\rho = \frac{1}{q(\rho(\tilde{R}) \geq \rho)} \). Hence, the expected time to partial adaptation is closely related to how concentrated the distribution of \( \rho(\tilde{R}) \) is around 0. We investigate this question in the following subsections, for different populations. We first investigate the populations defined by the uniform distributions over all rules as well as the set of all singleton rules, and then consider the populations defined by the uniform distributions over all optimistic rules as well as the set of all strictly rational rules.

### 6.1 On all rules

Let \( q \) be the uniform distribution over either \( \mathcal{R} \) (the set of all rules) or the set of all singleton rules, denoted \( \mathcal{R}^f \). The key point of this subsection is to recognize that, when \( R \) drawn uniformly in either the whole set of rules or in the whole set of single-valued rules, the choices made in different choice sets are independent. We recall the following result (Theorem A.1.18 in Alon and Spencer (2000)) from the theory of large deviations.

**Lemma 7** Let \( X_1, \ldots, X_n \) be a family of mutually independent random variables with each \( E X_i = 0 \) and no two values of any \( X_i \) are ever more than 1
apart. Then, for $a > 0$,

$$P(X_1 + \ldots + X_n > a) \leq \exp\left(-\frac{2a^2}{n}\right).$$

An application of Lemma 7 allows us to derive the following lower bound on the expected time to reach a performance of $\delta$.

**Proposition 1** For the populations defined by the uniform distribution either over the whole set of rules, or over the set of single-valued rules, the expected time to reach a performance of $\delta$ is at least $\exp(\delta^2 2^{K-4})$ for $K \geq 4$.

Proof: Recall that for a randomly drawn rule $R$ its random fitness is given by $U = \sum_{L \in \mathcal{L}} p(L)u(R(L))$, where $p(L) = \frac{1}{2^{K-1}}$. Let $Z_L = \frac{u(R(L)) - \mathbb{E}_q u(R(L))}{K-1}$. Then (in both cases) the family $(Z_L)_{L \in \mathcal{L}}$ is mutually independent, $\mathbb{E}_q Z_L = 0$ for each $L$ and no two values of $Z_L$ are more than 1 apart. Since $\sum_{L \in \mathcal{L}} Z_L = \frac{2^{K-1}}{K-1}(U - \mathbb{E}_p U)$ an application of Lemma 7 shows that for $a > 0$ we have

$$q\left(\frac{2^{K-1}}{K-1}(U - \frac{K+1}{2}) > a\right) \leq \exp\left(-\frac{2a^2}{2^{K-1}}\right).$$

Substituting for $a = \frac{2^{K-1}}{K-1}(V - \frac{K+1}{2})$, we obtain

$$q\left(\frac{U - \frac{K+1}{2}}{V - \frac{K+1}{2}} > \delta\right) \leq \exp\left(-\frac{2(\frac{2^{K-1}}{K-1}(V - \frac{K+1}{2})\delta)^2}{2^{K-1}}\right).$$

Given $\frac{V - \frac{K+1}{2}}{K-1} > \frac{1}{2}$ for $K \geq 4$, the previous inequality allows us to derive the bound $q(\rho(R) > \delta) < \exp\left(-\frac{2^{K-1}}{8}\delta^2\right) < \exp\left(-\delta^2 2^{K-4}\right)$, where the last inequality follows from the fact that, for $K \geq 4$, $\frac{2^{K-1}}{8} > 2^{K-4}$. QED

Proposition 1 then gives rise to the selected results shown in the first Table of Example 2 in Section 3.

### 6.2 On optimistic and strictly rational rules

**Proposition 2** For the rational and for the optimistic populations, the expected time to reach a performance of $\delta = \frac{2j-K-2}{2K-2}$, $j = 1, \ldots, K$ is no more than $\frac{4}{\sqrt{2^j}}$.

Note that Proposition 2 only yields (interesting) bounds on performance levels, $\delta$, between 0 and $\frac{1}{2}$. One could, in principle, modify the proof such as to cover performance levels above $\frac{1}{2}$. As we here are interested in the short run performance of these populations we do not pursue this extension here.
Let \( q \) now be the uniform distribution over either \( \mathcal{R}^o \) (the set of optimistic rules) or \( \mathcal{R}^s \) (the set of strictly rational rules). Let \( U^o \) and \( U^s \), respectively, denote the random fitness of a rule drawn uniformly from \( \mathcal{R}^o \) and \( \mathcal{R}^s \). We first prove the following lemma, expressed in terms of payoffs instead of performances.

**Lemma 8** For both \( U = U^o \) and \( U = U^s \) we have \( q \left( U \geq \frac{j}{2} + \frac{K}{4} \right) \geq \frac{K-j+1}{2K} \).

Proof: It is sufficient to consider the case in which the environment \( u \) is the identity mapping from \( K \) to \( K \). Let \( R \) be a randomly chosen optimistic or strictly rational rule. Let \( R(K) \) denote its preferred element in \( K \) (which is unique in both cases). Since \( R \) is chosen uniformly, the distribution of \( R(K) \) is uniform in \( K \). i.e. \( q(R(K) = j) = \frac{1}{K} \) for all \( j \in K \) and \( q(R(K) \geq j) = \frac{K-j+1}{K} \) for all \( j \in K \). For \( j \in K \) let \( A^j \) be the event \( R(K) = j \), i.e. the event (set of rules) with the property that the agent chooses \( j \) if presented with choice set \( K \). Conditional on the agent’s rule being in \( A^j \), \( 2^{K-1} \) of all choice sets, those \( L \in \mathcal{L} \) with \( j \in L \), also must provide fitness \( j \). The agent’s choice in the other \( 2^{K-1} - 1 \) choice sets, those \( L \in \mathcal{L} \) with \( j \notin L \), is completely independent of \( A^j \). For these \( 2^{K-1} - 1 \) choice sets the agent’s random payoff, denoted \( U' \), is that derived from the payoff of a choice rule from a symmetric distribution when there are \( K - 1 \) choices and payoffs are in the set \( \{1, 2, ..., j - 1, j + 1, ..., K\} \). This random variable \( U' \) is first-order stochastically dominated by another random variable \( \hat{U} \) which is the payoff obtained by a rule over \( K - 1 \) choices drawn according to the same symmetric distribution when payoffs are in the set \( \{1, 2, ..., K - 1\} \). This last distribution is symmetric around its mean \( \frac{K}{2} \). Hence,

\[
q \left( U \geq \frac{2^{K-1}}{2^{K-1} - 1} j + \frac{2^{K-1} - 1}{2^{K-1} - 1} \frac{K}{2} | A^j \right) \geq \frac{1}{2}
\]

Now, for any \( x \), \( q(U \geq x) = \sum_{j=1}^{K} q(U \geq x | A^j) q[A^j] \). Also for any \( j' \geq j \)

\[
q \left( U \geq \frac{j}{2} + \frac{K}{4} | A^{j'} \right) \geq q \left( U \geq \frac{2^{K-1}}{2^{K-1} - 1} j + \frac{2^{K-1} - 1}{2^{K-1} - 1} \frac{K}{2} | A^{j'} \right) \geq \frac{1}{2}
\]
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Hence,

\[
q \left( U \geq \frac{j}{2} + \frac{K}{4} \right) = \sum_{j'=1}^{K} q \left( U \geq \frac{j}{2} + \frac{K}{4} | A' \right) q \left( A' \right) \geq \sum_{j' \geq j} q \left( U \geq \frac{j}{2} + \frac{K}{4} | A' \right) q \left( A' \right) \geq \sum_{j' \geq j} \frac{1}{2} \frac{1}{K} = \frac{K - j + 1}{2K}.
\]

QED

Proof of Proposition 2: Let \( \rho \) denote the performance of either a uniformly chosen optimistic rule or a uniformly chosen rational rule. Lemma 8 shows that

\[
q \left( \rho \geq \frac{j}{2} + \frac{K}{4} - \frac{K}{4} + \frac{1}{2} \right) \geq \frac{K - j + 1}{2K}.
\]

Using that \( V \leq K \) we obtain

\[
q \left( \rho \geq \frac{2j - K - 2}{2K} \right) \geq \frac{K - j + 1}{2K}.
\]

Setting \( \delta = \frac{2j - K - 2}{2K} \), this becomes \( q(\rho \geq \delta) \geq \frac{1}{4} - \frac{K - 1}{2K} \delta \geq \frac{1 - 2\delta}{4} \). QED

Proposition 2 then gives rise to the selected results shown in the second Table of Example 2 in Section 3. Together, Propositions 1 and 2, thus, provide an enormous wedge between the evolutionary success of the non-rational and the strictly rational populations.

7 Changing environments

In this section we investigate the evolutionary performance of populations in a changing environment. The environment now follows a stochastic process, and we let \( e_t = (u_t, p_t) \) be the environment faced by generation \( t \).

The environment is renewed at stochastic times, and \( \tau = (\tau_1, \tau_2, \ldots) \) where \( \tau_k < \tau_{k+1} \) describes the process of renewal times. An interesting example is the case in which the intervals \( \tau_{k+1} - \tau_k \) between renewal times follow exponential processes with same parameter, but our results cover the more general case where the probability that the environment is renewed at a given time is history dependent.\(^5\) In particular, the rate of renewal of the environment needs not be constant over time. Periods of high instability of the environments can be followed by highly stable periods.

\(^5\)It is, however, not allowed to depend on rules or the environment prevalent at the time. We are thus ruling out cases in which the environment is influenced by the rules individuals follow, i.e. we are ruling out phenomena like human induced global warming.
Environments are drawn according to a distribution \( Q \) over the set \( \mathcal{E} \) of environments. The first environment, \( e_1 \), is drawn according to \( Q \). If the environment is renewed at stage \( t > 1 \) (\( t = \tau_k \) for some \( k \)), a new environment \( e_t \) is drawn according to \( Q \). Otherwise, the environment stays the same and \( e_t = e_{t-1} \).

Recall that, for an environment \( e = (u, p) \) and a choice rule \( R \in \mathcal{R} \) the rule’s average fitness in that environment is given by \( U_e(R) = \mathbb{E}_p u(R(L)) = \sum_{L \in \mathcal{L}} p(L) u(R(L)) \).

We turn to the evolution of rules adopted by agents. Each generation \( t \) samples a rule \( \hat{R}_t \) where the family of sampled rules is i.i.d. according to the population’s sampling distribution \( q \). The prevalent (or adopted) rule at generation \( t \) is denoted \( R_t \). The first generation adopts the sampled rule \( R_1 = \hat{R}_1 \). Generation \( t + 1 \) adopts the best rule between the prevalent rule at time \( t \) and the sampled rule at time \( t + 1 \), where both rules are evaluated in the environment in place at stage \( t + 1 \). Thus, \( R_{t+1} = \text{arg max} \left\{ U_{e_{t+1}}(R_t), U_{e_{t+1}}(\hat{R}_{t+1}) \right\} \). The induced process over agents’ fitness is given by \( Z_t = U_{e_t}(R_t) \).

A distribution \( Q \) over environments in \( \mathcal{E} \) is symmetric if for every \( e = (u, p) \in \mathcal{E} \), \( p \) is neutral and for every permutation \( \pi : K \to K \) we have that \( Q(e) = Q(e^\pi) \), where \( e^\pi = (u^\pi, p^\pi) \) and \( u^\pi(L) = u(\pi(L)) \) and \( p^\pi(L) = p(\pi(L)) \) for all \( L \in \mathcal{L} \).

The following result shows that, if the distribution of environments is symmetric, the strictly rational population performs better than any population with a symmetric sampling rule, after any number of generations.

**Theorem 3 (Universal Dominance Theorem for Changing Environments)**

Let \( Q \) be a symmetric distribution over \( \mathcal{E} \) and let \( q \) be a symmetric sampling distribution over \( \mathcal{R} \). Letting \( Z_t \) be the fitness of the \( t \)-th generation of the population with sampling distribution \( q \) and \( Z_t^* \) be the fitness of the \( t \)-th generation of the strictly rational population,

\[
\mathbb{E}Z_t^* \geq \mathbb{E}Z_t \text{ for all } t \geq 0
\]

with strict inequality for all \( t > 1 \) if there exists an environment \( e = (u, p) \) in the support of \( Q \) such that \( u \) is non-constant and \( p \) has full support, and \( q(\mathcal{R}^*) < 1 \).
Proof: We prove a stronger result, which is that the inequality holds conditional on any realization of the process $\tau$ of renewals of the environment. We first prove that the weak inequality also holds conditional on the current environment $e_t$. Let $\tau_k \leq t < \tau_k + 1$. We then have $e_t = e_{t-1} = \ldots = e_{\tau_k}$, and denote this environment by $e$. Conditional on $\tau$ and on $e$ the expected fitness of generation $t$ for the non-rational population is given by

$$\mathbb{E}[\max\{U_e(R_{\tau_k-1}), U_e(\hat{R}_{\tau_k}), \ldots, U_e(\hat{R}_t)\}|\tau, e].$$

Note that the random variables $U_e(R_{\tau_k-1}), U_e(\hat{R}_{\tau_k}), \ldots, U_e(\hat{R}_t)$ are independent given $\tau, e$, and that they all share the same support. Given the symmetries of $Q$ and $q$, the distribution of $R_{\tau_k-1}$ given $e, \tau$ is symmetric, and so are the distributions of $\hat{R}_{\tau_k}, \ldots, \hat{R}_t$. Also $U_e(R^s_{\tau_k-1}), U_e(\hat{R}^s_{\tau_k}), \ldots, U_e(\hat{R}^s_t)$ are independent given $\tau, e$. From Lemma 4 and Proposition 5 we obtain

$$\mathbb{E}[\max\{U_e(R_{\tau_k-1}), U_e(\hat{R}_{\tau_k}), \ldots, U_e(\hat{R}_t)\}|\tau, e] \leq \mathbb{E}[\max\{U_e(R^s_{\tau_k-1}), U_e(\hat{R}^s_{\tau_k}), \ldots, U_e(\hat{R}^s_t)\}|\tau, e].$$

If there exists an environment $e = (u, p)$ in the support of $Q$ such that $u$ is non-constant and $p$ has full support, and $q(R^s) < 1$ then this inequality is strict by the fact that $U_e(\hat{R}^s_t)$ is a strict mean preserving spread of $U_e(\hat{R}_t)$ due to Lemma 6 and the appropriate appeal to Proposition 5. The theorem then follows from averaging over all $\tau, e$.

Theorem 3 shows that the main message of the discussion of evolution in a fixed environment remains unchanged in a changing environment. If the distribution generating environments is symmetric then a population using a symmetric sampling distribution is fitness-dominated in every generation by the strictly rational population. We conjecture that we can relax either (but not both) of the two symmetry assumptions and yet obtain the same result.

One may wonder how the results of Section 6 that quantify the advantage of strictly rational rules over the whole set of deterministic rules can be generalized from the case of a fixed environment to the case of a changing environment. Instead of adapting or mimicking the logic of the proofs of Section 6, we show that the expected fitness of a symmetric population $t$ stages after a change in environment has natural bounds in term of the expected fitness of the same population after $t$ generations.
Fix a realization of \( \tau \), and let \( R_{\tau_k-1} \) denote the inherited rule at stage \( \tau_k \). Assume that \( \tau_k + t \leq \tau_{k+1} \). The fitness of generation \( \tau + t \) (thus \( t \) stages after the last environment change) is \( Z_{\tau_k+t} = \max\{ U_e(R_{\tau_k-1}), U_e(\hat{R}_{\tau_k}), \ldots, U_e(\hat{R}_{\tau_k+t}) \} \), where \( \hat{R}_{\tau_k}, \ldots, \hat{R}_t \) are i.i.d. according to \( Q \). Let \( Z^f_t = \max(U_e(\hat{R}_{\tau_k}), \ldots, U_e(\hat{R}_{\tau_k+t})) \) denote the fitness of the population after \( t \) stages in the fixed environment \( e \). Bounds on \( Z^f_t \) are obtained in Section 6.

**Proposition 3** Assume that \( Q, q \) are symmetric, fix realizations of the renewal times \( \tau \) and consider a stage \( t \) such that \( \tau_k + t \leq \tau_{k+1} \). We have

\[
\mathbb{E}[Z^f_t | \tau, e] \leq \mathbb{E}[Z_{\tau_k+t} | \tau, e] \leq \mathbb{E}[\max\{U_e(\hat{R}^t), Z^f_t \} | \tau, e]
\]

where \( \hat{R}^t \) is a uniformly drawn strictly rational rule.

Proof: The left-hand inequality is immediate. For the right-hand inequality, note that given \( \tau \) and \( e \), \( U_e(\hat{R}_{\tau_k}), \ldots, U_e(\hat{R}_{\tau_k+t}) \) are independent and the distribution of \( \hat{R}_{\tau_k} \) is symmetric, and apply Lemma 4 and Proposition 5.

QED

This result demonstrates two things. A population does better \( t \) stages after the last change of environment than after \( t \) stages in the fixed environment case (simply, due to the inheritance of a rule from the previous environment). Nevertheless, this advantage is bounded by the advantage that would be provided by adding one strictly rational uniformly chosen rule to the rules sampled by the population.

This shows that, analogous to results that quantify the adaptation level of a population in the fixed environment, very similar bounds can be provided for the expected fitness of the same population in a changing environment.

### 8 Related literature

The literature offers many evolutionary models in several different contexts. A great survey is Robson (2001b). The closest to our paper is perhaps Robson (2001a) who shows that individuals evolve to evaluate gambles (two-armed bandits) according to the “correct” expected utility criterion.\(^6\) The

\(^6\)Earlier models which, in the context of decision making under uncertainty, derive an “expected utility theorem” from evolutionary considerations, include Karni and Schmeidler (1986), where the evolutionary criterion is survival, and Robson (1996), where it is
individuals in Robson (2001a)’s model choose at each point in time among two arms of a multi-armed bandit. Each arm provides a lottery over a given and fixed finite set of consumption levels, each of which in turn provides a fixed Poisson distributed number of offspring which only depends on the consumption level. While the set of consumption levels and its link to offspring is fixed, the distribution of the two arms changes at discrete points in time. Individuals, however, always have enough time to correctly figure out these two distributions. One might say these individuals are perfectly adapted to the distribution over consumption levels of the two arms but not necessarily adapted to the correct link between consumption levels and expected number of offspring.

Robson (2001a) shows that evolution then favors those individuals who are adapted in both senses, i.e. adapted to the correct distribution of consumption levels for the two arms of the bandit, as they must be given the model, as well as adapted to the correct link between consumption levels and expected number of offspring. Thus evolution in Robson (2001a)’s model favors individuals who behave “as if” they are expected utility maximizers with the correct utility function.

The additional insight our paper provides is to demonstrate the evolutionary value of being “rational” even when not perfectly adapted. We could have studied the question of the evolutionary value of “rationality” in Robson (2001a)’s model. In order to find analogue results to ours in Robson (2001a)’s model, we would have to investigate the (possible) evolutionary advantage of being an expected utility maximizer without having correct beliefs, i.e. we would compare individuals who just follow some rule of thumb with individuals who have a consistent theory in their mind about the link between consumption levels and expected number of offspring. In order to see the exact advantage of “rationality” even without perfect “adaptedness” more clearly we chose to study the more basic problem of consumer choice, i.e. without uncertainty, which we also find of interest in its own right. We conjecture, though, that similar results to ours can be shown in Robson (2001a)’s context of decision making under uncertainty, i.e. that being rational even without perhaps ever being adapted is strongly favored by evolution over those who are not rational, where rational is in the sense of revealed preferences. In fact we consider our results, while of interest in the number of offspring.
its own right as they pertain to consumer choice, also to be a metaphor to illustrate the general evolutionary advantage of consistent behavior according to some true regularity properties about the world the individual lives in. Whatever these regularities are, populations using rules of behavior that are suited to this property have an evolutionary edge over those who do not.

Many other well-known models of evolution do not directly allow the discussion whether or not evolution favors actual rationality over “as if” rationality. For instance the literature on the evolution of preferences in games, based on the indirect evolutionary approach of Güth and Yaari (1992) and Güth (1995), perhaps culminating in Dekel, Ely, and Yilankaya (2007), assumes that individuals always hold consistent preferences, even if not necessarily the correct ones. I.e. these individuals are all rational, perhaps not adapted. Most of evolutionary game theory also does not allow the distinction between rational and “as if” rational. Typically (see e.g. Weibull (1995) for a textbook treatment of evolutionary game theory) individuals are programmed to play certain strategies and just may or may not eventually disappear. The evolutionary models which share these characteristics and, hence, for which the discussion below applies, includes static concepts of evolutionary stability such as the concept of an evolutionary stable strategy (ESS) of Maynard Smith and Price (1973), deterministic dynamic models of evolution such as the replicator dynamics of Taylor and Jonker (1978), as well as stochastic models such as that of Kandori, Mailath, and Rob (1993). If such an evolutionary process leads to a convergence point of its dynamics or an in some sense stable outcome, which then typically constitutes a Nash equilibrium, it looks “as if” individuals are rational. In fact this comes with the added implication that also their beliefs about nature as well as about their opponents are perfectly correct, i.e. they are adapted. Again they appear “as if” they are rational as well as “as if” they know the environment they live and act in, while they are not actually rational, being simply programmed to their strategy choice.

Interesting exceptions to this literature are the models of Dekel and Scotchmer (1992) and Banerjee and Weibull (1995). In addition to the above-mentioned programmed individuals playing the game, Dekel and Scotchmer (1992) allow for individuals who are programmed to rules, such as the rule “play a best response to the previous period’s population”, while Banerjee and Weibull (1995) allow individuals of a type, termed homo oeconomico-
cus, who, when called upon to play, always knows either the exact behavior of its opponent or at least the correct distribution of behaviors and plays a best response to its information. In either case one could call these additional types more rational than the programmed ones. Yet, the notion of rationality in both Dekel and Scotchmer (1992) and Banerjee and Weibull (1995) is obviously somewhat different than that in our paper as theirs pertains mostly to acting on beliefs about (or knowledge of) opponent behavior. Thus also the results are different. Both Dekel and Scotchmer (1992) as well as Banerjee and Weibull (1995) show that, while such rational individuals typically survive evolution, also programmed individuals can survive evolution for a wide class of games.

A lack of adaptedness is also central in Samuelson and Swinkels (2006) and Ely (2007). In Samuelson and Swinkels (2006), in a model close to Rob-son (2001a), nature is restricted in that she is not able to endow agents with the correct information-processing. Thus individuals, by assumption cannot be completely adapted to their environment. Samuelson and Swinkels (2006) show how nature then makes up for this inability by attaching utility to, fitness-irrelevant, intermediate actions. The resulting utility then has some interesting features such as choice-set dependence and its induced self-control problems. Ely (2007) provides a natural model, in which agents with positive probability never achieve perfect adaptation, even though the environment is, in essence, fixed. The present paper demonstrates the value of consistency, a vital part of rationality, especially in cases where individuals can never hope to be perfectly adapted to the world they live in.

Finally, while Campbell (1978) argues that rational choice functions are easy to compute, Kalai (2003) that they are easy to learn, Rubinstein (1996) that they are easy to describe, and Salant (2007) that they are procedurally simple, this paper argues that rational choice functions are likely to survive, i.e. have a strong evolutionary appeal.

9 Conclusion

In this paper we study a possible foundation of a crucial aspect of rationality (consistency in choice behavior) based on evolutionary selection arguments. Put simply, the questions we address are the following: 1) what are the characteristics of different forms of experimentation that determine evolu-
tionary success; 2) how are these characteristics related to rationality; 3) which environmental conditions are the most favorable to the emergence of rationality; and 4) how strong is this evolutionary advantage if there is one?

As our examples in Section 3 make clear, whether a sampling distribution fitness-dominates another does, in principle, depend on many factors. For instance, a population can do better than another one in the short-run, while the second does better than the first in the long-run. We then find that a population performs better than another for all generations if its fitness distribution is a mean-preserving spread of the fitness-distribution of the other. Thus, and answering the first question, mean-preserving spread comparisons dictate comparisons in terms of expected fitness which do not depend on the time-horizon. But these mean-preserving spread comparisons in terms of the fitness distribution induced by various sampling distributions are sensitive to the environment: Two sampling distributions can well be ranked one way in one environment and the opposite way in another. Thus, a population which does well in one environment can do poorly in another.

The striking feature of uniform sampling over strictly rational rules which makes it universally superior to all other symmetric sampling distributions is that its fitness distribution universally is a mean-preserving spread over all fitness-distributions induced by any other symmetric sampling distribution in every environment. This unique property of strictly rational rules endows it with a strong evolutionary appeal and provides the answer to our second question. To be precise, the Universal Rational Dominance Theorem shows that uniform sampling over strictly rational rules does at least as well as any sampling distribution for which no particular choice plays a special role. Moreover, in both cases, the strictly rational population performs strictly better than the other under mild conditions on the environment. This strict superiority in fitness of the strictly rational population is present at every generation, both if the environment is constant over time (Theorem 2) and when the environment changes (Theorem 3).

To answer the third question, we find that this form of rationality has a particular advantage if there is sufficient variability on the side of the environment. Indeed, if the environment is very stable, and there is sufficient time for the evolutionary processes to reach convergence, then in the ultra-long run, both “rational” and “non-rational” populations achieve perfect adaptation and, thus, behavior that seems rational. For a very large range
of parameters between (not including) complete instability and (including) complete instability, the advantage of rationality is quite substantial, which thus leads us to our answer to the fourth question.

The rational population reaches a significant degree of adaptation (although not necessarily perfect) in any finite number of generations larger than one, independently of the complexity of the environment (see Proposition 2). This contrasts sharply with the non-rational population, whose degree of adaptation stays desperately close to none for a large number of generations up to a point in time, which is a double exponential in the number of alternatives. Thus the rational population has a very strong evolutionary advantage over the non-rational one for a very large range of parameters.

Our findings are consistent with evidence from anthropology and cognitive sciences. Richerson, Bettinger, and Boyd (2005) show that periods of higher variability of the environment are closely followed by higher degrees of adaptation of cognitive skills of early humanoids. They argue that advanced cognitive skills permit social learning, and that this form of learning is suited for rapid adaptation (of the order of a few dozen generations), which is much faster than biological adaptation (of the order of 100,000 years). Another important advantage of highly developed cognitive skills is that they may be suited for the implementation of rational rules. In view of our results, social learning may permit fast selection of better suited rules in the population, but this fast selection alone is insufficient if sampling is done over the set of non-rational rules. But if both rationality and social learning are significantly enhanced by higher cognitive skills, they, in fact, complement each other in order to achieve fast adaptation in a changing environment.

Egan, Santos, and Bloom (2007) study sequential choices among alternatives by four year-old children and capuchin monkeys. The experiments are designed in such a way that the subjects are a priori indifferent between all alternatives. Yet, observed behavior is compatible with strictly rational choice rules, but allow to reject the hypothesis that all rational choice rules may be used (see also Chen (2008)). It is quite striking that subjects seem to “break indifferences” between alternatives they are initially indifferent from. Such a propensity to break indifferences between any pair of alternatives is, in fact, one of the implications of this paper. We show that strictly rational
rules perform better than merely rational rules, even when the environment exhibits indifferences.

A final caveat is in order. Even though our results argue in favor of rational behavior, we do not predict individuals to always make the correct choices. The sense in which we understand rationality here is that it is a form of regularity, or consistency, of the agent’s behavior. In the particular case of the choice between alternatives we are interested in, this regularity takes the form of the weak axiom of revealed preferences and of single choices, equivalently represented by a strict preference relation. We do not make the case, however, that an agent’s preference should always be the best suited given the environment the agent lives in. Quite on the contrary, we argue that a population may never reach perfect adaptation if the environment is not extremely stable over time. In other words, our results are not inconsistent with empirical findings that agents may make choices that are not in their best self-interest.

What we offer is a reinterpretation of the source of maladaptation of choices to the environment as coming from a difficulty in reaching perfect adaptation when the agent is confronted with new situations, rather than from a lack of rationality per se on the agent’s side. Looking at deviations of Homo Oeconomicus from the classical paradigm of optimal decision making in view of this new light (i.e. while maintaining some consistency assumptions on the agents’ part) might provide fruitful directions of future research.

A Mean Preserving Spreads

Let $X, Y$ be random variables with supports included in the finite sets $\mathcal{X}$ and $\mathcal{Y}$ respectively, subsets of $\mathbb{R}$ or $\mathbb{R}^n$. Recall that $X$ is a mean preserving spread of $Y$ if there exists a collection of vectors of weights $\alpha = \{\alpha_y\}_{y \in \mathcal{Y}}$ with $\alpha_y \in \Delta(\mathcal{X})$ such that $\sum_x \alpha_y(x) x = y$ for every $y \in \mathcal{Y}$ and such that $P(X = x) = \sum_{y \in \mathcal{Y}} P(Y = y) \alpha_y(x)$. If furthermore there exists $y$ such that $P(Y = y) > 0$ and $\alpha_y$ does not put probability 1 on $y$, we say that $X$ is a strict mean preserving spread of $Y$. Equivalently, $X$ is a strict mean preserving spread of $Y$ if and only if it is a mean preserving spread of $Y$ and the distributions of $X, Y$ differ.

Note that in creating $X$ as a mean preserving spread of $Y$, we are “re-
placing” each $y$ in the support of $Y$ with a distribution over $x$’s, such that its mean is exactly $y$. Alternatively one could say that we are “splitting” $y$ into a distribution over $x$’s, leaving the mean the same. We return to “splittings” in Appendix C. Since mean preserving spreads depend on random variables only through their distributions, we also say that the distribution of $X$ is a (strict) mean preserving spread of the distribution of $Y$.

**Proposition 4** Let $X, Y, Z$ be real valued random variables with finite support such that $X$ is a mean preserving spread of $Y$, and let $Z$ is independent of $X$ and of $Y$. Then

$$\mathbb{E} \max(X, Z) \geq \mathbb{E} \max(Y, Z)$$

Furthermore, the inequality is strict if $X$ is a strict mean preserving spread of $Y$ and the support of $Z$ contains the support of $Y$.

Proof: For each pair of values $y, z$, Jensen’s inequality implies that $\sum_x \alpha_y(x) \max(x, z) \geq \max(y, z)$ with strict inequality if $\alpha_y$ does not put probability 1 on $y$ and $z = y$ (as the mapping $y \mapsto \max(y, z)$ is strictly convex at the point $y = z$). Summing over all values of $Y$, multiplying each inequality by $P(Y = y)$ yields $\mathbb{E} \max(X, z) \geq \mathbb{E} \max(Y, z)$ with strict inequality if $P(Y = z) > 0$ and $\alpha_z(z) < 1$. Now multiplying each inequality by $P(Z = z)$ and summing over values of $z$ gives the result. QED

**Proposition 5** Let $(X_i)_{i=1,\ldots,n}$ and $(Y_i)_{i=1,\ldots,n}$ be two families of independent random variables such that for each $i = 1, \ldots, n$ let $X_i$ be a mean preserving-spread of $Y_i$. Then

$$\mathbb{E} \max(X_1, X_2, \ldots, X_n) \geq \mathbb{E} \max(Y_1, Y_2, \ldots, Y_n).$$

The inequality is strict if at least one of the mean preserving spreads is strict and $Y_1, \ldots, Y_n$ have same support.

Proof: Assume $(X_i)$ and $(Y_i)$ are independent. For $k \in \{1, \ldots, n\}$, Lemma 4 gives the inequality

$$\mathbb{E} \max(X_1, \ldots, X_k, Y_{k+1}, \ldots, Y_n) = \mathbb{E} \max(X_k, \max(X_1, \ldots, X_{k-1}, Y_{k+1}, Y_n)) \geq \mathbb{E} \max(Y_k, \max(X_1, \ldots, X_{k-1}, Y_{k+1}, Y_n)) = \mathbb{E} \max(X_1, \ldots, X_{k-1}, Y_k, \ldots, Y_n)$$
If \( Y_1, \ldots, Y_n \) all have the same support then \( \max(X_1, \ldots, X_{k-1}, Y_{k+1}, Y_n) \) also has this support (the minimum of the support of \( X_i \) is no larger than the minimum of the support of \( Y_i \)), so that, if \( X_i \) is a strict mean preserving spread of \( Y_i \), the above inequality is strict by the “strict” part of Lemma 4. The result then follows from a finite chain of such inequalities. QED

B A simple mean-preserving spread comparison from Section 3.

In this section we provide a simple, step-wise, and colorful proof of the claim we make in Section 3 that uniform sampling over \( \mathcal{R}^1 \) provides a fitness distribution which is a mean-preserving spread over the the fitness distribution induced by uniform sampling over \( \mathcal{R}^3 \) in environment \((u, p_2)\). This can be seen as follows.

To understand the above “proof”, note that \( \circ = \frac{1}{2} \bullet \) and that a red \( \bullet \) in a row is about to be split in two halves, which are rendered blue in the next row, at equal distance from the original \( \bullet \). In a few such simple steps we obtain the fitness distribution induced by uniform sampling over \( \mathcal{R}^1 \) as a series of simple mean-preserving spreads of the starting point, the fitness distribution induced by uniform sampling over \( \mathcal{R}^3 \).

Note that this is just one of many ways to prove this claim. It is particularly simple as it only involves splitting of some realizations into two halves of equal weight and distance from the original realization. This proof serves as an example as to how all our other claims about mean-preserving spread comparisons in Section 3 could be easily verified.
C Proofs of Results in Section 4

C.1 Proof of Lemma 1

By definition

$$I \hat{E} q \tilde{U} q = \sum_{R \in \mathcal{R}} q(R) U(R) = \sum_{R \in \mathcal{R}} q(R) I p u(R(L)).$$

Changing the order of summation we have

$$I \hat{E} q \tilde{U} q = \mathbb{E}_p \sum_{R \in \mathcal{R}} q(R) u(R(L)).$$

For any choice set $L$ and any permutation $\pi$ of $K$, the symmetry of $q$ implies

$$\sum_{R \in \mathcal{R}} q(R) u(R(L)) = \sum_{R \in \mathcal{R}} q(R) u(\pi(R(L))).$$

By averaging the above equality on all permutations $\pi$, we deduce that

$$\sum_{R \in \mathcal{R}} q(R) u(R(L)) = \sum_{R \in \mathcal{R}} q(R) \sum_{\pi \in \Pi} \frac{1}{|\Pi|} u(R(\pi(L)))$$

$$= \sum_{R \in \mathcal{R}} q(R) u(L)$$

$$= u(L),$$

and, hence, the result. QED

C.2 Proof of Lemmata 2 and 3

**Proof of Lemma 2**: It is enough to prove that, for any vector $v = (v(k))_k \in \mathbb{R}^K$, $\max_{\lambda_p \in \Lambda_p} \sum_k \lambda_p(k) v(k)$ is attained for some $\lambda_p \in \Lambda_p$. Interpret $v(k)$ as a “utility” for the choice $k$. For $L \subseteq K$, let $v(L) = \frac{1}{|L|} \sum_{l \in L} v(l)$. Let $\pi$ be a permutation of $K$ that orders the coordinates of $v$ such that $v(\pi(1)) \geq v(\pi(2)) \geq \ldots \geq v(\pi(k))$. Maximizing $\sum_k \lambda_p(k) v(k)$ over $\lambda_p \in \Lambda_p$ is equivalent to maximizing the expected “utility” $\sum_{L \subseteq \mathcal{L}} p(L) v(R(L))$ over all rules.

The rule $R^\pi$ that selects the least element according to $\pi$ in every choice set, $R(L) = \min\{l, \pi(l) \in L\}$, maximizes each term of the sum $\sum_{L \subseteq \mathcal{L}} p(L) v(R(L))$, so it maximizes the sum. Also, $R^\pi$ is strictly rational,
since it is the rule that corresponds to the preference relation \( \pi(1) \succ \pi(2) \succ \ldots \succ \pi(k) \). Hence, \( \lambda_p(R^s) \) belongs to \( \Lambda_p \), and achieves \( \max_{\lambda_p \in \Lambda_p} \sum_k \lambda_p(k)v_k \).

QED

**Proof of Lemma 3:** Lemma 2 implies that for any \( R \in \mathcal{R} \) there exist non-negative coefficients \( \{\alpha_{R,R'}\}_{R' \in \mathcal{R}^s} \) summing to 1 such that \( \lambda_p(R) = \sum_{R'} \alpha_{R,R'} \lambda_p(R') \). Let \( q' \) be the distribution over \( \mathcal{R}^s \) defined by \( q'(R^s) = \sum_R \alpha_{R,R^s} q(R) \). It follows by construction that the distribution of \( \lambda_p = \lambda_p(R) \) under \( q' \) is a mean preserving spread of the distribution of \( \lambda_p \) under \( q \). The result follows, since for any \( u \), the application that associates to a choice distribution \( \lambda_p \) the corresponding sampling fitness \( \sum_{k \in K} \lambda_p(k)u(k) \) is linear. QED

**C.3 Proof of Lemma 4**

As in the proof of Lemma 3, it suffices to prove that the distribution of \( \lambda_p \) under \( q^s \) is a mean preserving spread of the distribution of \( \lambda_p \) under \( q \). Recall that, with \( q'(R^s) = \sum_R \alpha_{R,R^s} q(R) \), the distribution of \( \lambda_p \) under \( q' \) is a mean preserving spread of the distribution of \( \lambda_p \) under \( q \). For any permutation \( \pi \) of \( K \), with \( q''(R^s) = \sum_R \alpha_{R^s,R^s'} q(R^s) = \sum_R \alpha_{R^s,R^s} q(R) \), the distribution of \( \lambda_p \) under \( q'' \) is a mean preserving spread of the distribution of \( \lambda_p \) under \( q \). Hence, with \( q'' = \frac{1}{|\Pi|} \sum_{\pi} q'' \), the distribution of \( \lambda_p \) under \( q'' \) is, again, a mean preserving spread of the distribution of \( \lambda_p \) under \( q \). We now complete the proof by showing that \( q'' = q^s \), and for this, it is enough to show that \( q'' \) is symmetric. Indeed, for every permutation \( \pi' \),

\[
q''(R^{s,\pi'}) = \frac{1}{|\Pi|} \sum_R \left( \sum_{\pi} \alpha_{R^{s,\pi'}R^{s}} \right) q(R) = \frac{1}{|\Pi|} \sum_{\pi} \left( \sum_{\pi} \alpha_{R^{s,\pi'}} \right) q(R) = q''(R^{s}).
\]

QED

**C.4 Proofs of Lemmata 5 and 6**

We here identify conditions under which for some sampling distribution \( q \), there is another distribution \( q' \) with \( q'(R^s) = 1 \) such that, not only is the distribution of \( \hat{U}^q \) a mean preserving spread of \( \hat{U}^q \), but also these two
distributions are not identical. This means that the mean preserving spread is strict.

Note that the distribution \( q' \) as in Lemma 3 is not necessarily unique. The mean preserving spread may be strict for some \( q' \), but not for some other \( q' \). In order to tackle this issue, we look for mean preserving spreads with “maximal” support, in the sense that each rule \( R \) with \( q(R) > 0 \) is itself “split” (as in the construction of the proof of Lemma 3) into a maximal subset of \( \mathcal{R}^s \).

There are two main reasons why, for a given sampling distribution \( q \), we might not be able to construct a strict mean-preserving spread of it. First, there might be a rule \( R \in \mathcal{R} \) such that for all \( \alpha \), summing to one, with \( \lambda_p(R) = \sum_{R^s \in \mathcal{R}^s} \alpha_{R,R^s} \lambda_p(R^s) \) we have that \( \lambda_p(R^s) = \lambda_p(R) \) for all \( R^s \) with \( \alpha_{R,R^s} > 0 \). Thus all replacements of \( R \) with rules in \( \mathcal{R}^s \), which induce the same expected choice distribution, are such that all rules used in the replacement induce the exact same choice distribution. But then they all induce the same fitness. This is for example the case when the distribution \( p \) over choice sets puts probability only on singleton choice sets.

Second, even if, for every rule \( R \in \mathcal{R} \setminus \mathcal{R}^s \) we can find a replacement that is composed of strictly rational rules inducing different choice distributions, we might still find a rule \( R \in \mathcal{R} \) such that for all such replacements, i.e. for all \( \alpha_{R,R^s} \) collections, summing to one, with \( \lambda_p(R) = \sum_{R^s \in \mathcal{R}^s} \alpha_{R,R^s} \lambda_p(R^s) \) we have that \( \lambda_p(R^s) \neq \lambda_p(R) \) for some \( R^s \) with \( \alpha_{R,R^s} > 0 \) and, yet, \( U(R^s) = U(R) \) for all \( R^s \) with \( \alpha_{R,R^s} > 0 \). This is for example the case when the fitness function \( u \) is a constant function.

To guarantee that for every sampling distribution \( q \) with \( q(\mathcal{R}^s) < 1 \) there is a strict mean preserving spread \( q' \) with \( q'(\mathcal{R}^s) = 1 \) we thus need simultaneous conditions on the distribution over choice sets, \( p \), as well as on the fitness function, \( u \).

Fixing \( p \), for a given rule \( R \), a collection of weights \( \alpha = \{ \alpha_{R,R^s} \}_{R^s \in \mathcal{R}^s} \) is a splitting of \( R \) (or of \( \lambda_p(R) \)) if \( \alpha_{R,R^s} \geq 0 \) for all \( R^s \in \mathcal{R}^s \), \( \sum_{R^s} \alpha_{R,R^s} = 1 \), and \( \sum_{R^s} \alpha_{R,R^s} \lambda_p(R^s) = \lambda_p(R) \). Splittings form a convex set. If \( \alpha \), \( \alpha' \) are splittings, so is any convex combination of \( \alpha \) and \( \alpha' \). Hence, there exists a splitting \( R \) with maximal support. Its support includes the support of any other splitting. Let this maximal support be denoted by \( S(R) \) and, thus, given by \( S(R) = \{ R^s \in \mathcal{R}^s, \exists \text{ splitting } \alpha \text{ such that } \alpha_{R,R^s} > 0 \} \). The maximal support, \( S(R) \), of splittings of a rule \( R \) has a useful geometric
Lemma 9 For every $p$ and $R$, there exists a vector $v: K \to \mathbb{R}$ such that $S(R)$ is the set of maximizers of $\sum_k v(k) \lambda_p(R^s)(k)$ over $R^s \in \mathcal{R}^s$.

Proof: Consider the minimal face $F$ containing $\lambda_p(R)$ in the convex polyhedron whose vertices are the elements of $\Lambda^s_p$, i.e. in the convex hull of $\Lambda^s_p$. The maximal support for a splitting of $\lambda_p(R)$ is $F \cap \Lambda^s_p$. This support hence consists of the points of $\Lambda^s_p$ that maximize some linear functional. QED

Note that for a rule $R$ with a choice distribution $\lambda_p(R)$ that is in the strict interior of the convex hull of $\Lambda^s_p$ the minimal face, in the proof of Lemma 9, is the whole convex polyhedron. Thus, the vector $v$ must be constant in this case.

For any $q$, $q'$, let, abusing notation slightly, a collection of weights $\alpha = \{\alpha_{R,R'}\}_{R,R'}$ be a splitting of $q$ into $q'$ if each sub-collection $(\alpha_{R,R'})_{R'}$ is a splitting of each $R$ and for every $R^s$, $q'(R^s) = \sum_R \alpha_{R,R'}q(R)$. A splitting of $q$ into $q'$ has maximal support if each $(\alpha_{R,R'})_{R'}$ is a splitting of $R$ with maximal support.

Given $p$ and a fitness function $u$, the following characterizes splittings that induce strict mean preserving spreads in fitness. Recall that given a distribution $q$, $\tilde{U}^q$ denotes the random variable $U(R)$, where $R \sim q$.

Lemma 10 Let $\alpha$ be a splitting of $q$ into $q'$. The distribution of $\tilde{U}^{q'}$ is a strict mean preserving spread of the distribution of $\tilde{U}^q$ if and only if there exists $R, R^s$ with $q(R)\alpha_{R,R'} > 0$ and $U(R) \neq U(R^s)$.

Proof: To prove the “if” part, suppose that there exists $R, R^s$ with $q(R)\alpha_{R,R'} > 0$ and $U(R) \neq U(R^s)$. Thus this $R$ can be replaced by a strict mean preserving spread. Also all other rules $R'$ such that $q(R') > 0$ can be replaced by “weak” mean preserving spreads. Hence, $\tilde{U}^{q'}$ is a strict mean preserving spread of the distribution of $\tilde{U}^q$ by integration over the support of $q$. To prove the “only if” part, note that $U(R) = U(R^s)$ whenever $q(R)\alpha_{R,R'} > 0$ immediately implies that the distributions $\tilde{U}^q$ and $\tilde{U}^{q'}$ are the same. QED

Lemma 11 Assume that $p$ has full support and $u$ is discriminatory. Then for every $R \notin \mathcal{R}^s$ there exists $R^s \in S(R)$ such that $U(R) \neq U(R^s)$.
Proof: Let \( v \) be as in Lemma 9. If \( v \) is injective, since \( p \) has full support, there is only one rule \( R' \) achieving the maximum of \( \sum_k v(k)\lambda_p(R')(k) \), so that \( S(R) = \{ R \} \) and thus \( R \in R^s \), a contradiction. Assume then wlog that \( v(1) \geq \ldots \geq v(k) = v(k+1) \geq \ldots \geq v(K) \) for some \( k \geq 1 \). Then \( S(R) \) contains both rules \( R' \) and \( R'' \) corresponding to the preference orders \( 1 \succ \ldots \succ k - 1 \succ k \succ k + 1 \succ k + 2 \succ \ldots \succ K \) and \( 1 \succ \ldots \succ k - 1 \succ k + 1 \succ k \succ k + 2 \succ \ldots \succ K \) respectively. But then, \( \lambda_p(R)(i) = \lambda_p(R')(i) \) for \( i \neq k, k + 1 \). From this fact and the fact that \( \sum_l \lambda_p(R)(l) = 1 \) implying \( \sum_l \lambda_p(R')(l) = \sum_l \lambda_p(R''(l) \) we obtain \( \lambda_p(R)(k) + \lambda_p(k_1) = \lambda_p(R')(k) + \lambda(R')(k + 1) \), and, hence,

\[
\lambda_p(R)(k) - \lambda_p(R')(k) = \lambda_p(R')(k + 1) - \lambda_p(R)(k + 1).
\]

Note that \( \lambda_p(R)(k) - \lambda_p(R')(k) \) is given by the sum of \( p(L) \) over all \( L \in \mathcal{L} \) with \( k, k + 1 \in L \) and \( k = \min \{ L \} \). Thus \( \lambda_p(R)(k) - \lambda_p(R')(k) > 0 \) since \( p \) has full support. This implies \( U(R') \neq U(R'') \) since \( u \), being discriminatory, satisfies \( u(k) \neq u(k + 1) \).

QED

**Lemma 12** Assume that \( p \) has full support and \( u \) is non constant. For the zero rule \( R^0 \), there exists \( R^s \in S(R^0) \) such that \( U(R^0) \neq U(R^s) \).

Proof: Let \( v \) define \( S(R^0) \) as in Lemma 9. Since \( R^0 \) maximizes \( \sum_k \lambda_p(R)(k)v(k) \), and \( p \) has full support, \( v \) must be constant. Hence \( S(R^0) = \Lambda^s_p \). Now, if \( U(R^0) = U(R^s) \) for all \( R^s \), \( u \) must be constant, a contradiction. QED

**Lemma 13** Assume \( p \) is neutral and has full support, \( q \) is symmetric with \( q(R^s) < 1 \), and \( u \) is non-constant. Then there exists \( R \in R \) with \( q(R) > 0 \) and \( R^s \in S(R) \) such that \( U(R) \neq U(R^s) \).

Proof: Let \( R \notin R^s \) such that \( q(R) > 0 \), and let \( v \) define \( S(R) \) as in Lemma 9. Since \( R \notin R^s \) and \( p \) has full support, \( v \) must admit a tie. I.e. there exist \( i, j \) such that \( v(i) = v(j) \). Supposing \( U(R^s) = U(R) \) for all \( R^s \in S(R) \) we deduce that \( u(i) = u(j) \). Now, consider any permutation \( \pi : K \to K \). By the symmetry of \( q \) we must have \( q(R^\pi) = q(R) > 0 \). By the neutrality of \( p \), though, the set of convex combinations of strictly rational rules giving rise to \( U(R^\pi) \) must be symmetric to the set of convex combinations, above, giving rise to \( U(R) \). But then by the symmetric argument we must have
\[ u(\pi(i)) = u(\pi(l)) \]. As the choice of \( \pi \) is arbitrary we thus obtain that \( u \) must be constant, a contradiction. \( \text{QED} \)

**Proof of Lemma 5:** Fixing \( p \) and \( q \), let \( \alpha \) be a splitting of \( q \) into some \( q' \) with maximal support. Assume i) \( u \) is discriminatory and \( p \) has full support and \( q(R^s) < 1 \). For \( R \notin R^s \), by Lemma 11 there exists \( R^s \in R^s \) such that the pair \( R, R^s \) satisfies the conditions of Lemma 10, hence \( \tilde{U}' \) is a strict mean preserving spread of \( \tilde{U}^q \). Now if ii) \( p, q \) have full support and \( u \) is non-constant, by Lemma 12 there exists \( R^s \in R^s \) such that the pair \( R^0, R^s \) satisfies the conditions of Lemma 10, hence the result. \( \text{QED} \)

**Proof of Lemma 6:** Let \( p \) be neutral, \( q \) be symmetric, and \( \alpha \) be a splitting of \( q \) with maximal support into some \( q' \). The splitting constructed in the proof of Lemma 4 using all permutations of \( \alpha \) has a support that includes that of \( \alpha \), hence it is also maximal. Thus, we have a splitting \( \alpha' \) with maximal support of \( q \) into \( q^* \), the uniform distribution over \( R^s \). Choosing \( R \notin R^s \) such that \( q(R) > 0 \), Lemma 13 shows there exists \( R^s \in R^s \) such that \( R, R^s \) satisfies the conditions of Lemma 10 for \( \alpha' \), hence the result. \( \text{QED} \)
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