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Results

- $P_N$: Probability of Full Connectivity

Note

$$\frac{Nm^2_N}{l_N} = N \frac{m^2_N}{l_N} \approx Np(I_N, m_N)$$

If

$$\frac{Nm^2_N}{l_N} = \omega(\log N)$$

then $\lim_{N \to \infty} P_N = 1$,

if

$$\frac{Nm^2_N}{l_N} = \log N + a + o(1)$$

then $\lim_{N \to \infty} P_N \leq e^{-e^{-a}}$. 
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