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What is this course about?

*"The mathematical and algorithmic theory of making optimal decisions
subject to constraints.

sCommon theme of every optimization problem:
=You make decisions and choose one of many alternatives.
"You hope to maximize or minimize something (you have an objective).

=You cannot make arbitrary decisions. Life puts constraints on you.

= This pretty much encompasses everything that you do when you
are awake. But let’s see a few concrete examples...
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Examples of optimization problems

="|n what proportions to
invest in 500 stocks?

®To maximize return.

»To minimize risk.

=No more than 1/5 of
your money in any one
stock.

®Transactions costs <
S70.

=mReturn rate > 2%.

"How to drive an
autonomous vehicle
from A to B?

=*To minimize fuel
consumption.

»To minimize travel
time.

mDijstance to closest
obstacle > 2 meters.

=Speed < 40 miles/hr.

=Path needs to be
smooth (no sudden
changes in direction).
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Examples of optimization problems

"How to play a strategic
game?
=To maximize payoff.

= To maximize social welfare.

=Be at a (Nash) equilibrium.

sRandomize between no more
than five strategies.

"How to assign
likelihoods to emails
being spam?

=To minimize probability
of a false positive.

=To penalize overfitting
on training set.

=Probability of false
negative < .15.

»Misclassification error
on training set < 5%.




=So the question is not

="\Which problems are optimization problems?
(The answer would be everything.)

=The right question is

= Which optimization problems can we solve?

=This is what this course is about.
=\We will formalize what we mean by “solve”.

=\We'll see some of the most successful modern optimization tools available
to solve a broad class of problems.

=\We will also see problems that we simply cannot solve.

=Nevertheless, we’ll introduce strategies for dealing with them.

="There will be many applications...
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Prerequisites

"Linear optimization (e.g., at the level of ORF 522)

=Familiarity with modeling, linear programming, and basic
concepts of optimization.

"linear algebra
" Multivariate calculus
=Familiarity with MATLAB

=Easy to pick up
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Tentative list of topics

=Optimality conditions in nonlinear programming
=Convex analysis (a good dose)
=Duality and infeasibility certificates
=Computational complexity
=Focus on complexity in numerical optimization
=Conic programming
=*More in depth coverage of semidefinite programming
="A module on combinatorial optimization

=Selected topics:
=Robust optimization
=|nterior point methods
=Polynomial optimization
=Sum of squares programming
=Optimization in dynamical systems
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Agenda for today

" Meet your teaching staff & classmates
=Get your hands dirty with algorithms
"Game 1
"Game 2

=Course logistics and expectations
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Meet your teaching staff

»Amir Ali Ahmadi (Amir Ali, or Amirali, is my first name)

[ "l am a relatively new Assistant Professor at ORFE. | come here from MIT, EECS,
. after a fellowship at IBM Research.

e N =Office hours: Tuesdays, 6-8 PM, Sherrerd 329.
|
g\: http://aaa.princeton.edu/ a a a@p...

"Meet your classmates!

=Georgina Hall "= Your name?

=Grad student at ORFE = Department?

=Office hours: Wed 5-7, Sherrerd 322 . Maybe 3 bit of

http://scholar.princeton.edu/ghall  gh4@p... background?
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Let’s get to the games!
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Doodle

20 participants

Woodrow Wilson
F. Scott Fitzgerald
Richard Feynman
Michelle Obama
Paul Volcker
John Nash
Terence Tao
Ben Bernanke
Paul Krugman
Andrew Wiles
Steve Forbes
John Milnor
Kazuyo Sejima
Albert Einstein
George A Miller

/ Alan Turing
Jeff Bezos
Meg Whitman
Donald Rumsfeld

Eugene O'Neill
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Meet vour fellow Princetonians!

February 2016

Mon 1

3:.00 PM - 315PM- 3:30 PM - 3:45PM - 3:00 PM - 3:15PM - 3:30PM - 345PN - 3:00 PM - 315 PM - 3:30PM - 345PM - 3.00 PM - 3:15PM- 3:30PM- 345 PM - 3:00 PM - 315PM - 3:30 PM - 3:45PM -
3:15PM 3:30 PM 3:45PM 4:00PM 3:15PM 3:30PM 3:45PM 4:00PH 315PM 3:30PM 3:45PM 4.00 PM 3:15PM 3:30 PM 3.45PM 4:00 PM 3:15PM 3:30PM 345PM 4:00PH

=The green check marks tell you when your visitors are available.

=You want to meet as many of them as you can, for 15 minutes each.

H =20 visitors, 20 time slots. How many can you meet? 11
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= et me start things off for you. Here is 15 meetings:
Doodle . -

February 2016

Mon 1 Toe 2 Wed 3 ™ud ms

100 PN 115 WM 1440 J00 M 115 1NN LT 100 PN 315 1IN Y J00MN 15PN 1 PN &4 10PN 115 P 1NN 145 P
zomtwh JusPu 1 30 Py JasPu 40P Ji5» 30PN J45 PN 4007 J5MN b ) Ja5 P 400 PN J5 P 1NN )} &5 PN 400 PU =M 1IN Jat P

Woodrow Wison Q

F Scom Frzgerald ©

Richard Feynman Q
Michele Obama Q

- ]

Terence Tao

o C =

Paul Krugman
Andrew Wies

Steve Forbes Q

John Minor i ’

Kazuyo Seyma

Albert Ensten D

George A Miler D
'

Aan Turng

Jeff Bezos

Meg Whtman O

Donald Rumsfeld

=Can you do better? How much better?
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mmcmN - *You all get a copy of this Doodle on the handout. You have 8 minutes! 1,



20 participants

\‘ | Woodrow Wilson

i F. Scott Fitzgerald

_i Richard Feynman

Michelle Obama

) Paul Volcker

.‘ John Nash

Terence Tao

!| Ben Bernanke
Paul Krugman

| Andrew Wiles

Steve Forbes

: 4 John Milnor

_v Kazuyo Sejima

Albert Einstein

George A. Miller
4. " Alan Turing

'Y Jeff Bezos

Meg Whitman
Donald Rumsfeld

Eugene O'Neill
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You tell me, | draw...

e account | Signir

February 2016

Mon 1

3:00 PM - 315PM- 3:30 PM - 3:45PM - 3:00PM- 3:15PM - 3:30PM - 3:45PM - 3:00 PM - 3:115PM - 3:30 PM - 3:45PM - 3:00 PM - 3:115PM - 3:30 PM - 3:45PM - 3:00 PM - 3:15PM- 3:30 PM - 3:45PM -
315PM 3:30 PM 3:45PM 4:00PM 3:15PM 3:30 PM 3:45PH 4:00PH 3:15PM 3:30PM 3:45PM 4:00PM 3:15PM 3:30 PM 3:45PM 4:00 PM 3:15PM 3:30 PM 3:45PM 4:00PH
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A good attempt

=18 meetings!

Doodle

20 porticipants

' Woodrow Wison
F Scott Frzgerakd

Richard Feynman

L § Michele Obama
TS Paul Volcker

L John Nash

§ Terence Tao

| Paul Krugman

L Andrew Wies

L 5 Steve Fordes

] Kazuyo Seyma

Albert Einsten

'} George A Miter
. Alan Turng

7Y Jeff Bezos

5 8 Meg Whaman

Donakd Rumsfeld

Eugene ONed
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February 2016
Mon 1 Toe 2 Wed 3 ™u 4 mS
I 15 I JéEu J00 PR ISP I I8 100N 5P INPu Yt Pu J00 PN 5P 1IN I 00 MM I I J45M
I M Jasm 40P Ji15Pu 3N M Jas P 4a00™ J15P0 10PN Jasu 400 Pu Ji5rN 1IN 5P 400PN I 1P J45P0 400"

i

= —

=

=Can you do better?
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An even better attempt

=19 meetings!
Doodle * -

February 2016
Mon 1

Toe 2 s K n
100 PM Y15 1 0P P ) 00 PR I 330 )44 P 100PR 315 1IN 144 1 Y00 P %M 1 0 Py P LA 00 P J 15PN
Zopbﬂklp.ﬂh J15P% J30M 45PN d00PU 35PN INMN J45P% 40PN Ji15Pu I0MmM J45 PN d00PN 15PN INPN Jé5PN 400Pu 215 INMN

Woodrow Wison Q

F. Scott Fzgerald Q

Richard Feynman Q

Michele Obama Q

-t o
Terence Tao Q

Paul Krugman O

Andrew Wies Q

Steve Forbes Q

John Minor

—t @

Abert Ensten O

e (o
Aan Turng O

— ) @

=Can you do better?

"How would you convince someone that it’s impossible to do better?
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19 is the best possible!

=Proof by magic:

100PM 11900 5T ) &) P 104 P 115 R T FL Y] 300 PU 315Pu W 14 109 Pu 15PN INPY ) 45PN of Pu 115P0 ) e Y4 PU
109‘“‘(!900“ 14U TP Jas P 4 ') R P 30M 1497 v ] 35PN INE it Wt N a2l INMN Je5PN 400/ ~NUv INPN I8N 4 '

Woodrow Wison
F Scott Fazgerald——s=>p
Richard anun-—’
Michelie Obama
Paul Voicker
John Nash
Tetence Tao
Ben Bernanke
Paul Krugman
Andrew Wies
Steve Forbes
John Midnor
Kazuyo Seyma

Albert Ensten

il

George A Mdler
' Aan Turng
Jeff Bezos
Meg Whneman
Donald Rumsfeld

Eugene O'Nelt
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19 is the best possible!

=There are 19 red arrows.
=Each green checkmark “hits” at least one of them (by going either up or left).
=|f you could choose 20 green checkmarks, you would have to hit a red arrow twice.=

gy 5 ="And here is the magic: such a proof is always possible! |,
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A related problem: shipping oil!

Before we get to our second game, let’s look at another problem which may look more

familiar to you.
4
NPT =6
1 2

10

12

; 6

9 4
5 Image credit: [DPV08]

=Rules of the problem:

10

mCannot exceed capacity on the edges.
=For each node, except for S ant T, flow in = flow out (i.e., no storage).

PRINCETON = mGoal: ship as much oil as you can fromSto T. 18
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A couple of good attempts

G+4+44=12

—

e (Canyou do better?

S+4+4=13

e (Canyou do better?

¢ How can you convince
someone that it's
impossible to do better?

PRINCETON ==y 19
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13 is the best possible!

=Proof by magic:

6—rl+9.+1f=]g

*The rabbit is the red “cut”!
="Any flow from S to T must cross the red curve.

=So it can have value at most 13.
"And here is the magic: such a proof is always possible!

Wi =\What does any of this have to do with the Doodle problem? 20



From Doodle to Max-flow

315PM-  330PM- 345PM- 300PM- 3:15PM- 3:30PM- 345PM-

300PM-  3:15PM-  3:30PM- 345PM-  3:00PM- 3:15PM- 3:30PM- 345PM-  300PM- 3:15PM- 30PM-  345PM-
5 330PM  345PM  400PM  315PM  330PM  345PM  4:00PM

3
20 participants 315PM  3:30PM  345PM  400PM  3:15PM  3:30PM  345PM  400PM  3:15PM  3:30PM  345PM  4:00PM

Woodrow Wilson
F. Scott Fitzgerald
Richard Feynman
Michelle Obama
Paul Volcker
John Nash
Terence Tao
Ben Bernanke
Paul Krugman
Andrew Wiles
Steve Forbes
John Milnor
Kazuyo Sejima
Albert Einstein
George A Miller
14 Alan Turing
Jeff Bezos
Meg Whitman
Donald Rumsfeld

Eugene O'Neill

*The idea of
reductions

*"They’ll come up
often

(.-l PRINCETON
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A real-world instance of max-flow

= oRIGINS

22



"How long do you think an
optimization solver would
take (on my laptop) to find
the best solution here?

"How many lines of code
do you think you have to
write for it?

"How would someone
who hasn’t seen
optimization approach : __ | oo gy il

=Trial and error?
=Push a little flow here, a little there...
="Do you think they are likely to find the best solution?

"How would they certify it?

UNIVERSITY mm.




A bit of history behind this map

=*From a secret report by Harris
and Ross (1955) written for the
Air Force.

=Railway network of the Western
Soviet Union going to Eastern
Europe.

mDeclassified in 1999.

= ook at the min-cut on the map
(called the “bottleneck”)!

=There are 44 vertices, 105 edges,
and the max flow is 163K.

& “J) * .
s‘ W 3 | ORIGINS
2
" ) %
=" W ! i g =
-3 \ 4 it 3 T 5
7
5
[} v A

== ORIGINS

=Harris and Ross gave a heuristic which happened to solve the problem optimally in this case.

=L ater that year (1955), the famous Ford-Fulkerson algorithm came out of the RAND
corporation. The algorithm always finds the best solution (for rational edge costs).

PRINCETON ma More on this history: [Sch05] 24
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Let’s look at our second problem

...and tell me which one you
thought was easier

25



Robust-to-noise communication

=You are given a set of letters from an alphabet.

=\Want to use them for communication over a noisy channel.

mSome letters look similar and can be confused at the
receiving end because of noise. (Notion of similarity can be
formalized; e.g., think of Homming distance.)

EC JI SHS

=l et’s draw a graph whose nodes are our letters. There is an
edge between two nodes if and only if the letters can be
confused.

=\We want to pick the maximum number of letters that we
can safely use for communication (i.e., no two should be
prone to confusion).

= What are we looking for in this graph?

l

dy ////‘1‘( | ‘ S8
. ONCRN
T e

» Cléé)7

,’P,J"f/,

W

b o>
Ny
s S

\’

uw-é EEENC 1’/’
EebbA |
SSEERE)

N d - &j »%

mmcmN e =The largest “stable set” (aka “independent set”)!

UNIVERSITY =
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= et me start things off for you. Here is a stable set of size 3:

=You all get a copy of this graph on the handout.

Wi = = You have 8 minutes! 27



You tell me, | draw...

vd
i) V3
v 2
7 < vl
Ve v12
3 ¥11
v10
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vB

A couple of good attempts

<

N
—

N

v10

=Can you do better?

Size 4

29



A couple of good attempts

vd

6 2) Size 5

e ey
AN

=Can you do better?

30




A couple of good attempts

v

" ? Size 5

N X v*
)

>/
V.

=Tired of trying?

: v12

<
—
—_—

Wi EORF =|s this the best possible? 31



"Proof by magic?
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5 is the best possible!

=Unfortunately not ®

=*No magician in the world has pulled out
such a rabbit to this day! (By this we
mean a rabbit that would work on all
graphs.)

=Of course there is always a proof:
=Try all possible subsets of 6 nodes.
"There are 924 of them.
"Observe that none of them work.

=But this is no magic. It impresses nobody. We want
a “short” proof. (We will formalize what this means.)
Like the one in our Doodle/max-flow examples.

=l et’s appreciate this further... 32



What our graph can look like with 32 letters

vid ¥ "]

e =

s
e A
B

e
e s AN AN =G
) 4_‘1#‘&. i N AP

=Maximum stable set anyone? ;)
s there a stable set of size 167
=\Want to try all possibilities? There are over 600 million of them!!

=|f the graph had 100 nodes, there would be over 1018 possibilities to try!

(.-l PRINCETON —
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But there is some good news

=Even though finding the best solution always
may be too much to hope for, techniques
from optimization (and in particular from the
area of convex optimization) often allow us to

find high-quality solutions with performance
guarantees.

=For example, an optimization algorithm may
quickly find a stable set of size 15 for you.

=You really want to know if 16 is impossible.
Instead, another optimization algorithm (or
sometimes the same one) tells you that 18 is
impossible.

=This is very useful information! You know you got 15, and no one can do better than 18.

=We sill see a lot of convex optimization in this class!

(.-l PRINCETON '
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A related problem: capacity of a graph

*Suppose instead of single letters, we wanted to send k-tuples
of letters. How many k-tuples can we collect such that no two
among them can be confused?

_/,P’/
y =

*Two k-tuple can be confused if foreach 1 < i < k, their i-th
letters can be confused (or are equal).

*The answer is the stability number of the “k-th power of the
graph”, in the sense of strong graph products (k-th Kronecker
power of the adjacency matrix).

g —
*Example: k=2. C .

S

Ao =A@ A 5
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Capacity of a graph

K~9ﬂ0

; S (G}: Lim 3/ oc(Gk) (K0 $ize of max sTable Se‘I)

63

P .. o
!ﬁf e 8 (Cs):J—S_ Q(C;):? (OPCh)
% PRINCETON mm” i

US;nba Se\n\;le‘ftbv\l.ft ﬁo?fﬂnirﬂ (Hm’i’oma'}l‘( “H“ in ORF 52.5) 36
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Which of the two problems was harder for you?

Doodle . . "
= =) w3

W w1

v10

=Not always obvious. A lot of research in optimization and computer science
goes into distinguishing the “tractable” problems from the “intractable” ones.

*The two brain teasers actually just gave you a taste of the problem. (If
you haven’t seen these concepts formally, that’s OK. You will soon.)

=The first problem we can solve efficiently (in “polynomial time”).

=The second problem: no one knows. If you do, you literally get S1M!

=  More importantly, your algorithm immediately translates to an efficient
algorithm for thousands of other problems no one knows how to solve.




Modelling problems as a
mathematical program

38



Let’s revisit our first game

=\What were your decision

— variables?

o =\What were your constraints?
e =\What was your objective

e function?

e (one per e«l?e)

Moy Z Ae
Ceg
le 7}0 VQGE
Z'}Lg < l VU‘-&'V

(El g

He (L'Lq —o UQQE
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Let’s revisit our second game

=\What were your decision
variables?

=\What were your constraints?

=\What was your objective

. function?
Vo, qbles, Ay (bhe ptv rwJe)
G (V€ max LA
Ny 70 V'I,QV

Wyl if 6ig)¢E
i ()=e VeV
PRINCETON mr 40
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Why one hard and one easy? How can you tell?

Variables - e (one per e.ol?e,) yoriables: & (ohe ptv mJe)
G(v,E) Moy %u G (WE) TERRS
Yo - Veek Niyo YieV
Y < Yuel X L
gw ‘ Wty if )4E

Ke (\~1) =+ Veel Vi (W)=e  YieV

=Caution: just because we can write something as a
= s st = mathematical program, it doesn’t mean we can solve it. 41
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Fermat’s Last Theorem

=Can you give me three positive integers x, y, z such that

sSyre: (3,4,5) (5, 12, 13) (8, 15, 17) (7, 24, 25)
(20,21,29) (12,35,37)  (9,40,41) (28, 45, 53)

And there are infinitely many more...

"How about  x3 4+ y3 = 237
*How about  x* + y* = z%?

"How about x> + y° = z°?

(.-l PRINCETON -
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For n > 3, the equation x™ + y™ = z"™ has no
solution over positive integers.

"Proved in 1994 (357 years later!) by Andrew Wiles.

(Was on the faculty in our math department until a
few years ago.)

PRINCETON =27
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Fermat’s Last Theorem

Acrithmeticorum Liber I1. 61

meerualium numerorum 2. minor autem
1N. atque ideo maior 1N, —+ 2. Oportet
itaque 4 N. = 4.triplos cfle ad 2. & ad-
huc fuperaddere 10. Ter igitur 2.adfcis
tis vnitatibus 1o. xquatur 4 N, + 4. &

fiti N. 3. Erit ¢rgo minor 3. maior 5. & -

farisfaciune quattioni,

¢ hée b dog wilom Trms & i oF Bl dNb-
oo dog desung I pvadug & rpedagigvar
W) W £, € Tn Caviyen Wil ?)( deg
perddic B4 w0 oay ek 6™ I ugrday
d'.xy yirrey b deubud @t 3 Tow b il ingg-
g @ 3. 6 I wider 1 T meize 1)
wpiCrrys. N y

IN QVAESTIONEM VII.

aliud requirie quim vequadratus i )}

CO NDITIONIS appofite eadom ratcio eft qux & appofitx prxcedenti quzltioni, nil eniin
s s I 4

fit minor

Canones iiden hic ctiam locam habebunt, ve manifeftum eft.

X

. QVESTIO VIIL

Rorostyvu quadratum dividere
induos quadratos. Imperatum fic ve
16.dinidatur in duos quadratos. Ponatur
primus 1 Q.Oportetigituri6 —1 Qaqua-
L;cll'c quadrato. Fingo quadratum 4 nu-
metis quotquot libucrit, cum defe@u tor
wnitatum quod continee lats ipfius 16,
elto iz N.— 4. ipi igitur quadratus erig,
4 Q. =+ 16.—16 N. hac xquabuntur vni-
tatibus 16 —1 Q. Communis adiciatur
virimque defedtus,& a fimilibus auferan-
e fimilia , fiene s Q. xquales 16 N. & fic
1N, ¥ Esicigitur alter quadratorum 3.
alter verd 35 & viriufque fumma eft47* feu
1¢. & vecrque quadeatus eft.

ON Bhrrapfulz rerpdy wrcr Sireiv 6ig

dio rerpyamons. immirddio dn ¥
dundiy i Io vrpxydnoue. xg) rerdbe &
@cwro; Juvdure was, dikon deg upd-
dug 5 At"‘,“ Surdisws wa Trag 7) 1o
realing. Mdare  rarpyaner Yo ¢, oo
Sit move Aeld ot odrar i Sowr 31 8 T ©

LW madys T G 8 Y PO

des & nfdranee Ysw Puvduen & @ g
Mite § 5. i Y ppdor 5 Adye
Surdictes wag. xomh wesoxeBw ¥ Addics
% ¥oo ouclar Busra, Pwvdue dex i Vowy
a2lusic s, %) Yivrey b aeadudc i, wpr-
Toor. ¥sea 68 095" cixosomiuclen. § It M

cirosomtTors @ of Moo owndhry man

vearesemyenlz, Vo worddag o7, xad Tor ivdrpx mgdym @,

OBSERVATIO DOMINI PETRI DE FERMAT.

Vhum autem in dwos eubes , ant quadrasoquadratum in dues quadratoguadrates
G generilizer mullam ininfinitum vitra guadratum poteflatem in duos ciuf-
dem nominis fas off dinidere cains rei demenfirarionem mirabilem [ane devexi,

Hame marginis exignitas non caperes,

QVAESTIO IX.

Vrsvs oportear quadratum 36
Rdumlcrc in duos quadratos, Pona-

te rurfus primi latus ¢+ N, alterius verd
qllol(lll\qllt numecrorum cum dﬁfta" tot
vnitatuni, quot conftac latus dinidendi.
Eflo itaque 2 N, — 4. erunt quadrati, hic

uidem1 Q. ille vero 4 Q.+ 16.~16N.
?:z(crum volo virumque fimul xquari
wnitatibus 16. Igitur § Q. =+ 16.—16 N.
quatur voitatibus 16, & fic 1 N, erit

ITQ Ihowidr vdr 5 mrpdyenor -
E)m'v A, 85 rerpm arovs. Terafe widm
W wpuroy wadied ¢ ik, ¥ 5 7R iripe
& Smadimen Aol b B30 1 Naye
pudpn Ddpd. Gsw I of B rida i F,
irorrs; of renpdyenon 3 1B Suwduarg ind,
U IV Puvdirwr & 1 5 Mo o5 R
Qousy Tie 803 2008 i FirmacTrove ) o
. dwwdi dap i Wb F Ao & I frg
W5, xe) Y § dedudc F mnan

H iii
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Fermat’s Last Theorem

For n = 3, the equation x™ 4+ y™ = z™ has no solution over positive integers.

=Consider the following optimization problem (mathematical program):

min. (x4 2"’

X93n sin®(x t)
.t Ay, Y7l t7h ng3, | w W T
Sin2”n+5ih2ﬁ7('f' S}*hgﬂ-?_—r 51‘,4277'2 = 0. b\ V’w u/\} j

=lnnocent-looking optimization problem: 4 variables, 5 constraints.

=|f you could show the optimal value is non-zero, you would prove
Fermat’s conjecture!

(.-l PRINCETON —
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Course objectives

=The skills | hope you acquire:

=Ability to view your own field through the lens of optimization and computation

=To help you, we’ll draw basic applications from operations research, dynamical
systems, finance, machine learning, engineering, ...

="Comfort with proofs in convex analysis.
="Improved coding abilities (in MATLAB, CVX, YALMIP)

=There will be a computational component on every homework (usually the fun part
of the homework)

=Ability to recognize hard and easy optimization problems.
=Ability to rigorously show an optimization problem is hard.
=Solid understanding of conic optimization, in particular semidefinite programming.

=Familiarity with selected topics: robust optimization, polynomial optimization,
optimization in dynamical systems, etc.

(3 PRINCETON ~ mm 45
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Software you need to download
=Right away:

MATLAB
http://www.princeton.edu/software/licenses/software/matlab/

"In the next couple of weeks (will likely appear on HW#2):

CVX

http://cvxr.com/cvx/

mTowards the end of the course:

YALMIP

http://users.isy.liu.se/johanl/yalmip/
PRINCETON ma 46
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Course logistics

=Course website: aaa.princeton.edu/orf523

(should go live in a couple of days)

=Your grade:

50% homework (5 or 6 total — biweekly, can drop your lowest score, no extensions allowed)

Collaboration policy: you can and are encouraged. Turn in individual psets. Write the name of your collaborators.

20 % Midterm exams (in class — 80 mins, a single double-sided page of cheatsheet allowed)
* Exam 1: March 3™, Exam 2: in April, date TBA. Not cumulative. Can drop the lower score.

30% Final exam/assignment (think of it as a longer, cumulative homework that needs to be
done with no collaboration). In rare cases, may be replaced with a project. See syllabus.

sTextbooks

What matters primarily is class notes. You are expected to take good notes. (I teach on the
blackboard most of the time.) Georgina will kindly provide lecture outlines. | will also
occasionally post the notes that | use to prepare for lecture.

Four references will be posted on the course website if you want to read further —all should
be free to download online.
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Image credits and references

- [DPVO0S8] S. Dasgupta, C. Papadimitriou, and U. Vazirani. Algorithms.
McGraw Hill, 2008.

- [SchO5] A. Schrijver. On the history of combinatorial optimization
(till 1960). In “Handbook of Discrete Optimization”, Elsevier, 2005.
http://homepages.cwi.nl/~lex/files/histco.pdf
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