Chemotactic Motility-Induced Phase Separation
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Collectives of actively moving particles can spontaneously separate into dilute and dense phases—a fascinating phenomenon known as motility-induced phase separation (MIPS). MIPS is well-studied for randomly moving particles with no directional bias. However, many forms of active matter exhibit collective chemotaxis, directed motion along a chemical gradient that the constituent particles can generate themselves. Here, using theory and simulations, we demonstrate that collective chemotaxis strongly competes with MIPS—in some cases, arresting or completely suppressing phase separation, or in other cases, generating fundamentally new dynamic instabilities. We establish principles describing this competition, thereby helping to reveal and clarify the rich physics underlying active matter systems that perform chemotaxis, ranging from cells to robots.
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The thermodynamics of active matter—collections of agents that consume energy to move or exert forces—has been studied extensively due to its fundamental richness as well as its importance to diverse applications [1,2]. One prominent class of active matter is that composed of self-propelled agents, ranging from enzymes [3–5] and cells [6–9] to synthetic microswimmers and robots [10–12]. These forms of active matter can often be modeled as collections of active Brownian particles (ABPs), each of which self-propels with a velocity of magnitude $U_0$ and a direction that is continually reoriented by random thermal fluctuations, eventually decorrelating over a timescale $\tau_R$. The persistence length of an ABP trajectory is then given by $\sim U_0\tau_R$; the directedness of a particle of radius $a$ can therefore be described by the reorientation Péclet number $Pe_R \equiv a/(U_0\tau_R)$.

Studies of this canonical model have led to fascinating insights into the thermodynamics of active matter. For example, phase separation in passive equilibrium systems typically requires attractive interactions between constituents; in stark contrast, for small $Pe_R$, ABPs undergo motility-induced phase separation (MIPS) into dense and dilute phases without attractive interactions [13–18]. Remarkably, this nonequilibrium process can often be described using models inspired by the phase separation of thermally equilibrated passive systems [15,19–22].

This prior work focused on ABPs that move randomly, with no preferred direction. However, many forms of active matter exhibit collective chemotaxis—directed motion in response to an external chemical gradient that can be generated collectively by the agents themselves. In biology, this phenomenon enables populations of cells to escape from harmful environments, colonize new terrain, and migrate as groups [6,23–32]; at the subcellular level, enzymes may also perform chemotaxis [3–5]. Synthetic active materials that can perform chemotaxis have also been developed, often exhibiting new surprises in their phase behavior—e.g., unusual clustering and oscillatory density fluctuations [10,11,33–42]. However, despite these hints that chemotaxis can influence the physics of active matter, a broader understanding of how exactly chemotaxis alters MIPS remains lacking.

Here, we address this gap in knowledge by developing a theoretical model that combines both MIPS and chemotaxis, which are usually studied in isolation. We find that collective chemotaxis can dramatically suppress MIPS, arrest phase separation, or engender new complex phase separation dynamics reminiscent of other pattern-forming systems [43–59], but that arise due to completely different physics—in this case, due to the competition between MIPS, which drives ABPs to cluster into dense phases, and chemotaxis, which instead drives them to disperse away.

\textbf{Governing equations.}—Building on existing continuum models of MIPS [15,19–22], we describe the time evolution of the volume fraction $\phi$ of chemotactic ABPs via the continuity equation

\begin{equation}
\frac{\partial \phi}{\partial t} = -\nabla \cdot \mathbf{J},
\end{equation}

\begin{equation}
\mathbf{J} = -M_0 \phi \nabla (\bar{\mu}_b (\phi, Pe_R) - \kappa \nabla^2 \phi) + \chi_0 \phi \nabla f(\bar{\zeta}),
\end{equation}

where $t$ is time and $\mathbf{J}$ is the flux of particles. This flux has two contributions, as indicated by the underbraces in

\begin{itemize}
\item \textit{MIPS}: the directedness of a particle of radius $a$
\item \textit{chemotaxis}: directed motion in response to a chemical gradient
\end{itemize}
Eq. (2). The first reflects active Brownian motion, as established by the classical “model B”; in future work, it would be interesting to explore other models of MIPS that treat additional complexities [20]. As detailed in Sec. 1 of [60], $M_0 = 0.5U_0^2	au_R$ is the active diffusivity reflecting the random undirected motion of the particles, $\tilde{\mu}_h$ is the bulk chemical potential nondimensionalized by the energy scale $0.5\zeta U_0^2\tau_R$ with drag coefficient $\zeta$, and the characteristic length scale $\sqrt{2} \sim U_0\tau_R$ sets the width of the interface between the dense and dilute phases in MIPS [15,19].

The second term in Eq. (2) represents a new addition of chemotaxis to this classical model of MIPS. This term is widely used to describe the chemotaxis of microorganisms [6,24–32,77] as well as many synthetic forms of active matter [4,34,78,79]; indeed, it can be directly derived from an explicit microscopic description of chemotactic ABPs as detailed in Sec. 2 of [60], based on [34]. Here, $\tilde{c}$ is the concentration, nondimensionalized by a fixed characteristic concentration, of a diffusible chemical signal (the “chemoattractant”) that the particles sense and direct their motion in response to. The monotonically increasing function $f(\tilde{c})$ describes the ability of the particles to sense the chemoattractant; we take $f(\tilde{c}) = \tilde{c}$ as an illustrative example [80,81]. The chemotactic coefficient $\chi_0$ describes the ability of the particles to move up the sensed chemoattractant gradient. Thus, $\chi_0 \nabla f(\tilde{c})$ describes the chemotactic velocity, and when multiplied by $\phi$ describes the chemotactic flux [82,83]. Hence, we define a new chemotactic Péclet number $Pe_C \equiv \chi_0/M_0$ to describe the competition between directed chemotaxis and undirected active diffusion.

Chemoattractants (e.g., nutrients) are often taken up by the particles themselves—thereby collectively generating a local chemoattractant gradient that the particles bias their motion in response to [24–26,28,34,37,39,40,84–88].

Thus, we can describe the chemoattractant via

$$\frac{\partial \tilde{c}}{\partial t} = D_c \nabla^2 \tilde{c} - k\phi g(\tilde{c}) + S,$$

(3)

where $D_c$ is the chemoattractant diffusivity, $k$ is the characteristic volumetric rate of chemoattractant uptake, and $g(\tilde{c})$ describes how uptake rate increases with $\tilde{c}$; we use the linearized $g(\tilde{c}) = \tilde{c}$ for simplicity. Finally, $S$ represents the rate at which chemoattractant is externally supplied, taken to be constant and spatially uniform as an illustrative example.

**Chemotaxis suppresses MIPS.**—First, we establish the conventional case of MIPS as a baseline, described by our governing Eqs. (1)–(3) with $Pe_C = 0$. To do so, we choose a functional form for $\tilde{\mu}_h(\phi, Pe_R)$, given by Eq. (S4) of [60], that derives from a previously established ABP equation of state [16,89]. The homogeneous state with constant, spatially uniform $\phi(x) = \phi_0$, where $x$ denotes position, becomes unstable to fluctuations in $\phi$ when the free energy is nonconvex ($\partial^2_{\phi}\mu_h < 0$). Therefore, the spinodal curve demarcating the limit of stability is given by $\partial^2_{\phi}\mu_h = 0$, shown by the black curves in Fig. 1; $\phi_0$ represents the ABP volume fraction averaged over the entire system. Above this spinodal curve, the homogeneous state is linearly stable. Below the spinodal, ABPs spontaneously separate into dense and dilute phases, initially forming domains with a most unstable wavelength $\sim q_s = \sqrt{2k/\partial^2_{\phi}\mu_h}$ that coarsens over time via spinodal decomposition (Movie S1) as established previously [19,89].

How do the features of MIPS change upon the introduction of chemotaxis ($Pe_C > 0$)? Given a constant and uniform $S$, the homogeneous state is now described by spatially uniform ABP and chemoattractant profiles, $\phi(x) = \phi_0$ and $\tilde{c}(x) = \tilde{c}_0$, where $\tilde{c}_0$ is given by the steady-state solution to Eq. (3). $\tilde{c}_0 = S/(k\phi_0)$. By perturbing this steady state with small-amplitude fluctuations $\delta\phi = \delta\phi e^{i\mathbf{q}\cdot\mathbf{x} + i\omega t}$ and $\delta\tilde{c} = \delta\tilde{c} e^{i\mathbf{q}\cdot\mathbf{x} + i\omega t}$ of spatial wave vector $\mathbf{q}$ and growth rate $\omega$, we obtain the dispersion relation $\omega(\mathbf{q})$, given by Eq. (S33) of [60], where $q = |\mathbf{q}|$ is the wave number of a given mode. The homogeneous state is linearly stable if $Re \omega < 0$, which is always true when $\partial^2_{\phi}\mu_h > 0$. We therefore focus our subsequent analysis on the spinodal region of nonchemotactic MIPS where $\partial^2_{\phi}\mu_h < 0$, and nondimensionalize $q$ and $\omega$ by the characteristic nonchemotactic MIPS quantities $q_s$ and $\omega_s \equiv \omega(q_s, Pe_C = 0)$.

As detailed in Sec. 3 of [60], the dispersion relation for chemotactic MIPS [Eq. (S37)] solely depends on three dimensionless parameters: $\alpha \equiv -M_0\phi_0\partial\phi_0/D_c$, which compares the collective ABP diffusivity $-M_0\phi_0\partial\phi_0/D_c$ to that of the chemoattractant; the Damköhler number $Da = k\phi_0/(2D_c q_s^2) = -k\phi_0/(D_c \partial \tilde{\mu}_h)$, which compares the rates of chemoattractant uptake and diffusion over the length scale $q_s^{-1}/\sqrt{2}$; and the reduced chemotactic Péclet number $Pe_C' \equiv \chi_0\tilde{c}_0/(M_0\partial\phi_0\partial\tilde{\mu}_h)$. Because the MIPS phase diagram is conventionally parametrized by $\phi_0$ and $Pe_R$, which together set $\partial\phi_0\tilde{\mu}_h$ [Eq. (S5)], we also define versions of the three dimensionless parameters that are independent of these variables: $\alpha_0 \equiv M_0/D_c$, $Da_0 \equiv k/D_c$, and $Pe_C$ given earlier, such that $\alpha = -\alpha_0\phi_0\partial\phi_0\partial\tilde{\mu}_h$, $Da = -Da_0\phi_0\partial\phi_0\partial\tilde{\mu}_h$, and $Pe_C' = -Pe_C':S/(k\phi_0^2\partial\phi_0\partial\tilde{\mu}_h)$. Furthermore, because the proportionality between $Pe'_C$ and $Pe_C$ is scaled by $S/k$, without loss of generality, we fix the chemoattractant supply rate $S/k = 1$. Chemotactic MIPS is then parametrized by a total of five governing parameters: $(\phi_0, Pe_R, \alpha_0, Da_0, Pe_C')$, as summarized in Table S1. Thus, to examine how chemotaxis influences MIPS, we first investigate how the conventional $\phi_0 - Pe_R$ phase diagram of MIPS changes upon varying $\alpha_0$, $Da_0$, and $Pe_C$.

As detailed in Sec. 3 of [60] and summarized in Appendix A, our first main result from the linear stability analysis is that phase separation is suppressed by chemotaxis, but only when two criteria are simultaneously satisfied: (i) $Pe'_C \geq Pe'_C\text{crit}$, and (ii) $\alpha \leq \alpha_c\text{crit}$, where $Pe'_C\text{crit} = (1 + \min\{Da_0, 1\})^2/(4\min\{Da_0, 1\})$ and $\alpha_c\text{crit} = 1 + 2:Da_0 + 2\sqrt{Da_0(1 + Da_0)}$. We therefore designate the limits given by
FIG. 1. Chemotaxis suppresses MIPS. (a),(c),(e) Phase diagram determined by linear stability analysis for different Da$_0$ and $\alpha_0$; $\phi_0$ represents the system-averaged ABP volume fraction. The black curve shows the limit of stability without chemotaxis, below which is conventional MIPS. The colored solid and red dotted curves show Boundaries 1 and 2, defined in the main text; different colors indicate different Pe$_C$. Boundary 2 is below the horizontal axis in (a). The region above both boundaries is stable (ABPs in the homogeneous state), while the region below either boundary is unstable. The different instability types—finite (F) or unbounded (U), stationary (S) or oscillatory (O)—are denoted by the shaded, unshaded, nonhashed, and hashed regions, respectively. Dash-dotted and dashed curves indicate the boundaries between F/U and S/O instabilities, respectively. The predictions are corroborated by simulations (Movies S2-S4), snapshots of which are shown in (b),(d),(f), which focus on the gray boxed regions shown in (a),(c),(e). Snapshots in (b) and (d) correspond to Pe$_C$ = 1, while Pe$_C$ = 0.35 in (f).

Pe$_C$ = Pe’$_{C\text{crit}}$ and $\alpha = \alpha_{C\text{crit}}$ as “Boundary 1” and “Boundary 2”—shown in the Pe$_C$ – $\phi_0$ phase diagrams (Fig. 1) by the solid and red dotted curves, respectively. Boundary 1 is colored by the different values of Pe$_C$. Boundary 2 does not depend on Pe$_C$. Criteria (i) and (ii) correspond to the regions above Boundaries 1 and 2, respectively; hence, the region above both boundaries represents the stable regime in which the ABPs are in the homogeneous state, while conversely, the region below either Boundary 1 or 2 represents the unstable regime in which the ABPs phase separate.

As a starting example, we consider $D_{u0} = 0.2$ and $\alpha_0 = 1$, shown in Fig. 1(a). In this case, Boundary 2 is below the horizontal axis; hence, the system is linearly stable above Boundary 1 and unstable below it. Boundary 1 shifts to lower Pe$_C$ and a narrower range of $\phi_0$ with increasing Pe$_C$. That is, the region of instability shrinks and phase separation is suppressed when chemotaxis is stronger. Numerical simulations at Pe$_C$ = 1 confirm this linear stability result: ABPs are in the homogeneous state above Boundary 1, but phase separate below it, as shown in Fig. 1(b). Intriguingly, the features of this phase separation appear to be fundamentally distinct from the spinodal decomposition observed in conventional nonchemotactic MIPS. For example, as shown in Movie S2, ABPs phase separate into finite-sized domains that remain stationary and do not subsequently coarsen—unlike in conventional MIPS.

Next, upon increasing $\alpha_0$ to 4, Boundary 1 remains unaltered, but Boundary 2 shifts upward, as shown in Fig. 1(c). As a result, for the case of Pe$_C$ = 1, Boundary 2 rises above Boundary 1, which is omitted since Boundary 2 now corresponds to the limit of stability, as confirmed by numerical simulations shown in Fig. 1(d). As shown in Movie S3, ABPs phase separate into finite-sized domains and bands that form traveling waves, a feature that is fundamentally distinct both from conventional MIPS and Fig. 1(b).

Finally, to highlight yet another distinct form of phase separation, we then increase both $\alpha_0$ and $D_{u0}$ in Fig. 1(e),
where Boundary 1 shifts downward while Boundary 2 shifts upward, part of which becomes the limit of stability for $\text{Pe}_C = 0.35$, confirmed by simulations in Fig. 1(f). Strikingly, we find that throughout the unstable region, the patterns vary from traveling bands that are extended (shaded green + hashed region) or less extended (unshaded + hashed region) to domains that stretch, rotate, and translate (unshaded region below the green dashed curve), as shown in Movie S4.

Taken altogether, these results demonstrate that MIPS is suppressed when (1) the strength of chemotaxis, as quantified by $\text{Pe}_C$, and (2) chemoattractant diffusivity relative to that of the ABPs, as quantified by $a_0^{-1}$, are sufficiently high. Moreover, our simulations reveal that the features of phase separation are dramatically altered by chemotaxis—with separated domains that initially can either be finite-sized or unbounded in space, and can either be stationary or exhibit complex oscillatory dynamics in time, depending on the values of $\{\phi_0, \text{Pe}_R, a_0, \text{Da}_0, \text{Pe}_C\}$. We summarize these results in the $a_0 - \text{Pe}_C$ phase diagram shown in Fig. 2, holding $\phi_0, \text{Pe}_R$, and $\text{Da}_0$ fixed, and show the region of stability (which lies above Boundary 1 and to the left of Boundary 2 in the $a_0 - \text{Pe}_C$ plane shown) and snapshots of these different types of instability (animated in Movie S5) that we now seek to categorize.

**Chemotaxis arrests phase separation.**—We first classify the instabilities by their distinct spatial characteristics. In particular, depending on the range of initially unstable wave numbers $q_- < q < q_+$ in the dispersion relation $\omega(q)$ [Eq. (S33)] derived using our linear stability analysis, we differentiate instabilities as being either finite wavelength ($F$) when the unstable modes are spatially bounded ($q_- > 0$), and therefore phase-separated domains do not coarsen, or unbounded ($U$) when the unstable modes can instead extend indefinitely in space ($q_- = 0$) [90]. While conventional MIPS is a Type $U$ instability [19,43,89], our second main result is that chemotaxis can give rise to Type F instabilities as well—as shown by the domains that do not coarsen in, e.g., Movies S2 and S3 noted earlier. Comparing the ABP (Movies S2 and S3) and chemoattractant (Movies S6 and S7) profiles reveals the underlying reason: ABPs in an extended, dense domain collectively establish a strong local chemoattractant gradient through uptake—which in turn causes them to bias their motion up the gradient and disperse away, arresting phase separation.

This behavior is also reflected in the simulations shown in Fig. 2 and Movie S5. For the example of $a_0 = 2$ (left of Boundary 2), as $\text{Pe}_C$ increases, the coarsening slows and eventually becomes arrested (Sec. 6 of [60], forming finite-sized domains and stripes—ultimately reaching the homogeneous state at the largest $\text{Pe}_C$ above Boundary 1. Examining the dispersion relations corroborates this observation (see Appendix B). Indeed, determining $q_-$ directly from the dispersion relation yields the criterion that Type F is $\text{Pe}_C > 1$ (shaded regions in Fig. 1), while Type U is given by $\text{Pe}_C < 1$ (unshaded). The boundary between the two, given by $\text{Pe}_C = 1$ [Eq. (S68)], is represented by the dash-dotted curves in Figs. 1 and 2. In all cases, our predictions agree well with the simulations, as detailed in Sec. 7 of [60]—thereby providing a description of how chemotaxis can arrest MIPS. Indeed, as described in Sec. 9 of [60], this description may help to rationalize previous observations of bacterial populations [7,91].

**Chemotaxis engenders complex oscillatory dynamics.**—We further classify the instabilities by their distinct temporal characteristics [43]: “Stationary” (S) if all unstable modes are nonoscillatory with $\text{Im} \omega = 0$, or “Oscillatory” (O) if there exist unstable and oscillatory modes with $\text{Re} \omega(q) > 0$ and $\text{Im} \omega(q) \neq 0$. While conventional MIPS is a Type S instability, our third main result is that chemotaxis can give rise to Type O instabilities as well—e.g., Movies S3 and S4 noted earlier. This behavior is also reflected in Fig. 2 and Movie S5, and is again corroborated by examining the dispersion relations for the example of $a_0 = 8$ (Appendix B). In this case, at large $\text{Pe}_C$, chemotaxis proceeds more rapidly and the diffusing chemoattractant cannot equilibrate fast enough. As a result, variations in $\hat{c}(x)$ lag behind $\hat{\phi}(x)$ (Appendix B), driving sustained large-scale motion of the phase-separated

![FIG. 2. Chemotaxis arrests phase separation and generates dynamic instabilities. Phase diagram is parametrized by $a_0$ and $\text{Pe}_C$, holding $\phi_0 = 0.8, \text{Pe}_R = 10^{-3}$, and $\text{Da}_0 = 0.5$ fixed. Different instability types predicted by our linear stability analysis are indicated using the same labels as in Fig. 1, again corroborated by simulations (Movie S5), snapshots of which are shown. Arrows show the local velocity field $u$ relative to the characteristic velocity $u_0 = M_0/\sqrt{\kappa} \sim U_0$; $|u| < 0.005u_0$ vectors are omitted for clarity.](image-url)
domains [92,93], e.g., through stretching, rotating, and translating, as indicated by the arrows in Fig. 2 showing the local velocity field \( \mathbf{u} \).

The dispersion relation again yields a criterion for the Type O instability, shown as the dashed region in Fig. 1. The Type S/O boundary [Eq. (S60)] is represented using the dashed curves in Figs. 1(e), 1(f) and 2; in Fig. 1(c) and 1(d), this boundary coincides with Boundary 2. We again observe good agreement between the predicted Type S/O boundary and the simulations [94]. Thus, our analysis provides a key first step toward explaining how the interplay between chemotaxis and chemoattractant diffusion can generate more complex phase separation dynamics than in conventional MIPS. Indeed, as described in Sec. 9 of [60], our results may help guide new experiments using synthetic materials [12,95–101] to explore these rich physics. Our simulations also show other complex features, e.g., the quasiredered lattices in Fig. 2, whose description will require nonlinearties to be explicitly incorporated in the analysis; moreover, while here we examined a specific type of chemotaxis and MIPS, our theoretical framework can be readily extended to other forms of taxis and phase separation. We further describe these useful directions for future work in Sec. 10 of [60].
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Appendix A: Linear stability analysis.—Here, we provide a summary of the linear stability analysis in Sec. 3 of [60]. Substituting the small-amplitude perturbations \( \delta \phi \) and \( \delta \tilde{c} \) into linearized Eqs. (1), (2), and (3) yields

\[
\omega \delta \hat{\phi} = -M_0 \phi_0 q^2 (\partial \delta \tilde{u}_h + \kappa q^2) \delta \hat{\phi} + \chi_0 q^2 \gamma \phi_0 f' (\tilde{c}_0) \delta \tilde{c},
\]

\[
\omega \delta \tilde{c} = -D_c q^2 \delta \tilde{c} - k g (\tilde{c}_0) \delta \hat{\phi} + \phi_0 q^2 f' (\tilde{c}_0) \delta \tilde{c}.
\]

Section 3E of [60] shows that the system is always linearly stable outside the spinodal region \( \partial \delta \tilde{u}_h < 0 \). Therefore, we analyze the linear stability when \( \partial \delta \tilde{u}_h < 0 \) below. Nondimensionalizing the wave number \( \tilde{q} \) and growth rate \( \omega \) via \( \tilde{q} = q/(\sqrt{2} \omega) \) and \( \tilde{\omega} = \omega/(4 \omega_{sp}) \), we obtain the following quadratic equation for \( \tilde{\omega} \):

\[
\tilde{\omega}^2 + \left[ \tilde{q}^4 - \left( 1 - \frac{1}{\alpha} \right) \tilde{q}^2 + \frac{Da}{\alpha} \right] \tilde{\omega} + \frac{\tilde{q}^2}{\alpha} \left( \tilde{q}^2 - 1 \right) \tilde{q}^2 + Da + \frac{Da \cdot Pe'_c}{\alpha} = 0. \tag{A3}
\]

The stability condition is that the two solutions to the equation satisfy \( \text{Re} \tilde{\omega}_{\pm} (\tilde{q}) \leq 0 \) for all \( \tilde{q} \), or equivalently \( \tilde{\omega}_+ \tilde{\omega}_- > 0 \) and \( \tilde{\omega}_+ + \tilde{\omega}_- < 0 \).

Since

\[
\tilde{\omega}_+ \tilde{\omega}_- = \frac{\tilde{q}^2}{\alpha} \left( \left( \tilde{q}^2 - 1 \right) \tilde{q}^2 + Da + Da \cdot Pe'_c \right), \tag{A4}
\]

when \( Da \leq 1, a = 1, \tilde{\omega}_+ \tilde{\omega}_- \geq Da \cdot (Pe'_c - 1) \). When \( Da > 1 \), \( a = 1, \tilde{\omega}_+ \tilde{\omega}_- \geq -\left( 1 + Da \right)^2/4 + Da \cdot Pe'_c \). Therefore, \( \tilde{\omega}_+ \tilde{\omega}_- > 0 \) for all \( \tilde{q} \) is equivalent to criterion (i) (\( Pe'_c \geq Pe'_c \text{crit} \)).

Since

\[
\tilde{\omega}_+ + \tilde{\omega}_- = -\tilde{q}^4 + \left( 1 - \frac{1}{\alpha} \right) \tilde{q}^2 - \frac{Da}{\alpha}, \tag{A5}
\]

when \( \alpha \leq 1 \), \( \tilde{\omega}_+ + \tilde{\omega}_- \leq -Da/\alpha < 0 \). When \( \alpha > 1 \), \( \tilde{\omega}_+ + \tilde{\omega}_- \leq \left( 1 - \alpha^{-1} \right)^2/4 - Da/\alpha \). Therefore, \( \tilde{\omega}_+ + \tilde{\omega}_- < 0 \) for all \( \tilde{q} \) is equivalent to criterion (ii) (\( \alpha < \alpha_{\text{crit}} \)).

In the main text, we define Type U instability to be when the lower bound of the unstable wave number \( q_\text{crit} \) is zero. As shown in Sec. 3C of [60], this condition is equivalent to requiring that the second order derivative of \( \tilde{\omega}_+ \) at \( \tilde{q} = 0 \) is positive, that is, \( \tilde{\omega}_+'' (\tilde{q} = 0) = 2 (1 - Pe'_c) > 0 \), or \( Pe'_c < 1 \).

Oscillatory instability emerges when there exists \( \tilde{q} \) for which \( \Re \sigma (\tilde{q}) > 0 \) and \( \Im \sigma (\tilde{q}) \neq 0 \), or equivalently \( \tilde{\omega}_- > 0 \) and the discriminant of Eq. (A3) is negative. The first condition requires that criterion (ii) is not satisfied (\( \alpha > \alpha_{\text{crit}} \)). For the second condition, because the discriminant is

\[
\Delta = \left[ \tilde{q}^4 - \left( 1 + \frac{1}{\alpha} \right) \tilde{q}^2 - \frac{4Da \cdot Pe'_c}{\alpha} \right], \tag{A6}
\]

\( \Delta \) becomes negative when \( Pe'_c \) is sufficiently large. Sec. 3D of [60] derives the expression for the critical \( Pe'_c \) above which both conditions are met.

Appendix B: The role of chemotaxis in arresting phase separation and generating complex dynamics.—As shown in Fig. 2 and Movie S5, for the example of \( a_0 = 2 \) (left of Boundary 2), chemotaxis arrests phase separation with increasing \( Pe'_c \). Examining the dispersion relations in Fig. 3(a) corroborates this observation. At low nonzero \( Pe'_c \), the unstable modes extend to \( q_- = 0 \) (blue to green curves), indicating a Type U instability. By contrast, for the larger \( Pe'_c = 0.75 \), \( q_- > 0 \) (chartreuse curve), indicating a Type F instability.

Also as shown in Fig. 2 and Movie S5, for the example of \( a_0 = 8 \) (right of Boundary 2), chemotaxis arrests phase separation with increasing \( Pe'_c \). Examining the dispersion relations in Fig. 3(b) corroborates this observation. At low \( Pe'_c \) (blue and cyan curves), all unstable modes (with \( \Re \omega > 0 \)) are stationary (having \( \Im \omega = 0 \)), indicating a Type S instability; by contrast, at higher \( Pe'_c \) (green to orange curves), some unstable modes have \( \Im \omega \neq 0 \), indicating a Type O instability.
FIG. 3. (a),(b) Dispersion relations $\omega(q)$ corresponding to $a_0 = 2$ and $a_0 = 8$ in Fig. 2; solid (dashed) lines show the Real (Imaginary) components. Insets show long wavelengths. (c) Magnified contours of $\phi = \phi_0$ and $\bar{c} = \bar{c}$ (the spatial average of $\bar{c}$) for the dashed rectangles in the snapshots of Fig. 2 at $a_0 = 8$. Different colors in (a)–(c) show the different $Pe_C$ corresponding to the simulations shown in Fig. 2.

Comparing the ABP and chemoattractant profiles, $\phi(x)$ and $\bar{c}(x)$ respectively, sheds light on the physics underlying these complex dynamics at large $Pe_C$ and $\alpha_0$. Figure 3(c) shows the illustrative case of $a_0 = 8$ for the five different $Pe_C$ shown in (a). For the lowest two $Pe_C$, chemotaxis is weak, enabling $\bar{c}(x)$ to equilibrate in response to changes in $\phi(x)$. Consequently, the phase-separated patterns remain stationary, reflective of a Type S instability. For larger $Pe_C$, however, chemotaxis proceeds more rapidly and the diffusing chemoattractant cannot equilibrate fast enough. As a result, variations in $\bar{c}(x)$ lag behind $\phi(x)$, driving directed large-scale motion of the phase-separated domains [92,93], reflective of a Type O instability.
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[94] We note, however, that below the S/O boundary shown by the dashed curve in Figs. 1(e) and 1(f), the simulations still show some initial nonstationary behavior—reflecting the limitation of our linear stability analysis, which is strictly only applicable to conditions close to the initial homogeneous state.


S1. THERMODYNAMICS OF NON-CHEMOTACTIC ABPS

As derived in [1], the non-dimensional active pressure generated by ABPs in 2D is

$$\Pi = \phi^2 \frac{\partial}{\partial \phi} \left( \frac{f(\phi)}{\phi} \right) = f'\phi - f.$$  \hspace{1cm} (S2)

Combining Eqs. (S1)-(S2) then yields

$$\frac{f(\phi)}{\zeta U_0^2 \tau_R/2} = \frac{\phi}{v_0} \left[ \ln \phi - \phi - 0.1 \phi^2 - 4 \frac{\phi}{\phi_m} \ln \left( 1 - \frac{\phi}{\phi_m} \right) \right].$$  \hspace{1cm} (S3)

Given this Helmholtz free energy, one can further define the bulk chemical potential, which we use in the calculations described in the main text: $\mu_b \equiv \partial f/\partial n = \partial (v_0 f)/\partial \phi$. As explained in the main text, we define a nondimensionalized version of it as $\tilde{\mu}_b \equiv \mu_b/(\zeta U_0^2 \tau_R/2)$. This definition yields

$$\tilde{\mu}_b = \ln \phi + 1 - 2\phi - 0.3 \phi^2 - 4 \frac{\phi}{\phi_m} \ln \left( 1 - \frac{\phi}{\phi_m} \right) - \frac{\phi}{\phi_m}.$$  \hspace{1cm} (S4)

When analyzing the linear stability in §S3 we often need to evaluate the derivative of the non-dimensional chemical potential with respect to $\phi$,

$$\partial_\phi \tilde{\mu}_b = \frac{1}{\phi} - 2 - 0.6 \phi - 4 \frac{\phi}{\phi_m} \cdot \frac{\phi_m(\phi - 2\phi_m)}{(\phi + 2\phi_m)^2}.$$  \hspace{1cm} (S5)

It is useful to note that $-\partial_\phi \tilde{\mu}_b$ has an upper bound:

$$\sup_{\phi, \phi_m} (-\partial_\phi \tilde{\mu}_b) = \lim_{\phi \rightarrow \phi_m, \phi_m \rightarrow 0} -\partial_\phi \tilde{\mu}_b,$$

$$\sup_{\phi, \phi_m} (-\partial_\phi \tilde{\mu}_b) = -\frac{1}{\phi_m} + 2 + 0.6 \phi_m \approx 1.43.$$  \hspace{1cm} (S6)

Consistent with the classical Cahn-Hilliard theory of phase separation, the free energy can be extended to penalize a sharp interface [2-4]. The total free energy in a spatial field is

$$F = \int \left( f + \frac{1}{2} \zeta U_0^2 \tau_R/2 \right) \kappa \|\nabla \phi\|^2 \, dx,$$  \hspace{1cm} (S7)

from which the overall chemical potential can be defined variationally by $\mu \equiv \partial F/\partial n = v_0 \partial F/\partial \phi$; here, $\kappa = \frac{\lambda_0^2}{4}$ as noted in the main text. Again, we define a normalized version of this overall chemical potential $\tilde{\mu} \equiv \mu/(\zeta U_0^2 \tau_R/2)$. Therefore,

$$\tilde{\mu} = \tilde{\mu}_b - \kappa \nabla^2 \phi.$$  \hspace{1cm} (S8)

Using these thermodynamic rules, we next describe the phase dynamics following Ref. [1]. The particle volume fraction satisfies the conservation equation:

$$\frac{\partial f}{\partial t} = \nabla \cdot \left( \frac{\phi}{\zeta \nabla \mu} \right) = \nabla \cdot \left( M_0 \phi \nabla (\tilde{\mu}_b(\phi, \phi_{PE}) - \kappa \nabla^2 \phi) \right),$$  \hspace{1cm} (S9)

where $M_0 = U_0^2 \tau_R/2$. For convenience of notation, we define the collective diffusivity $M(\phi) \equiv M_0 \phi$. This expression thereby yields the part of Eq. (1) of the main text that reflects active Brownian motion.

S2. DERIVATION OF THE CONTINUUM MODEL OF CHEMOTAXIS

We introduce a modified model of self-phoretic active colloids that self-propel and chemotax in response to a chemical gradient based on Refs. [4, 5] where we take into account the inter-particle force,

$$\frac{dr_i}{dt} = U_0 e_i + \frac{D_{tr}}{k_B T} F_i - \zeta_{tr} \nabla \vec{c} + \xi_{tr,i},$$  \hspace{1cm} (S10)

$$\frac{de_i}{dt} = -\zeta_{rot} (I - e_i \otimes e_i) \nabla \vec{c} + \xi_{rot,i} \times e_i,$$  \hspace{1cm} (S11)

where $r_i$ is the position of particle $i$, $e_i$ is the orientation of particle $i$, $D_{tr}$ is the translation diffusivity, $F_i$ is the conservative inter-particle repulsive force on particle $i$, $\zeta_{tr}$ and $\zeta_{rot}$ are the translational and rotational diffusiophoretic coefficient, respectively, $I$ is the identity tensor, $\xi_{tr,i}$ and $\xi_{rot,i}$ are the independent translation and rotational thermal noise and their time correlations satisfy $\langle \xi_{tr,i}(t) \xi_{tr,i}(t') \rangle = 2 D_{tr} I \delta(t - t')$ and $
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\[ \langle \xi_{\text{rot},i}(t)\xi_{\text{rot},j}(t') \rangle = 2D_{\text{rot}} I \delta(t - t'), \] respectively, where \( D_{\text{rot}} = 1/\tau_{R} \) is the rotational diffusivity.

In order to obtain a closed-form continuum model of chemotactic MIPS based on the microscopic model, we must make certain assumptions and use closures. We follow and adapt the established methods used to derive continuum equations for MIPS based on the ABP model and for chemotactic colloids. Specifically, in Ref. [4]'s derivation of a continuum model based on Eq. (S10) and (S11), a Smoluchowski equation for a single particle is used without considering the interaction between particles, and the Keller-Segel model is obtained as the lowest order equation for the particle density. We extend the derivation to the MIPS regime where particle-to-particle repulsion in the densely packed region needs to be considered to account for particle slowing-down in the dense region and hence is the key to modeling MIPS. To achieve this goal, we follow the derivation in Ref. [2, 6] based on a Smoluchowski equation for the probability distribution \( \psi(r, e, t) \) of finding a single particle at position \( r \) moving in direction \( e \) and add the additional phoretic terms in Eq. (S10) and (S11) that involves \( \zeta_{\text{tr}} \) and \( \zeta_{\text{rot}} \) to obtain

\[
\frac{\partial \psi}{\partial t} = -\nabla \cdot (\psi v e) + \nabla \cdot (D_{\text{tr}} \nabla \psi) + \zeta_{\text{tr}} \nabla \cdot (\psi \nabla \psi) + \zeta_{\text{rot}} \partial_{\varphi}(\psi \partial_{\varphi} e \cdot \nabla \psi) + D_{\text{rot}} \partial_{\varphi}^{2} \psi, \tag{S12}
\]

where we consider the 2D case for simplicity, and \( \varphi \) is the orientation angle that corresponds to \( e \), \( v \) is the self-propulsion speed that is assumed to be isotropic (no dependence on \( e \)) and depends on local particle density [2, 6, 7]. Particle density is defined to be

\[ n(r, t) = \int \psi(r, \varphi, t) d\varphi. \tag{S13} \]

Additionally, we define polar order

\[ p(r, t) = \int \psi(r, \varphi, t) e d\varphi, \tag{S14} \]

nematic order tensor

\[ Q(r, t) = \int \psi(r, \varphi, t) \left( e \otimes e - \frac{1}{2} I \right) d\varphi, \tag{S15} \]

and the third order harmonics \( P_3 \) defined by (following Ref. [4]'s notation)

\[ P_3(r, t) = \int \psi(r, \varphi, t) \left( e \otimes e \otimes e - \frac{3}{4} e I \right) d\varphi, \tag{S16} \]

where \( (eI)_{ijk} = (e_i \delta_{jk} + e_j \delta_{ik} + e_k \delta_{ij})/3 \). Following Ref. [4] and integrating Eq. (S12), we obtain the dynamical equation for particle density

\[
\frac{\partial n}{\partial t} = -\nabla \cdot (vp) + \nabla \cdot (D_{\text{tr}} \nabla n) + \zeta_{\text{tr}} \nabla \cdot (n \nabla \psi). \tag{S17}
\]

Integrating Eq. (S12) multiplied by \( e \), we obtain the dynamical equation for polar order

\[
\frac{\partial p}{\partial t} = -\nabla \cdot (vQ) - \frac{1}{2} \nabla (vn) + \nabla \cdot (D_{\text{tr}} \nabla p)
+ \zeta_{\text{tr}} \nabla \cdot (p \otimes \nabla \psi) + \zeta_{\text{rot}} \left( Q - \frac{1}{2} I \right) \nabla \tilde{c} - D_{\text{rot}} p. \tag{S18}
\]

Following Ref. [2, 4], the dynamical equation for nematic order is

\[
\frac{\partial Q}{\partial t} = -\frac{1}{4} \left( (v(p) + [\nabla(vp)]^T - \nabla \cdot (vp)I) - \nabla \cdot (vP_3) \right.
+ \nabla \cdot (D_{\text{tr}} \nabla Q) + \zeta_{\text{tr}} \nabla \cdot (Q \otimes \nabla \psi)
\]

\[
\left. + \zeta_{\text{rot}} \left( 2P_3 - \frac{3}{2} P_1 + I \otimes p \right) \nabla \tilde{c} - 4D_{\text{rot}} Q \right), \tag{S19}
\]

where similar to \( e_1, p_1 = (p_1 \delta_{jk} + p_j \delta_{ik} + p_k \delta_{ij})/3 \). For clarity, we express the last term in index notation \( \zeta_{\text{rot}} (2P_{3,ijk} + \frac{2}{3} p_i \delta_{jk} - \frac{1}{2} p_j \delta_{ik} - \frac{1}{2} p_k \delta_{ij}) \partial_{\tilde{c}} \). Following Ref. [2, 4, 6], at a time scale much larger than the reorientation time \( \tau_{R} \) and length scale much larger than the persistence length \( \ell_0 \), the high order moments \( p \) and \( Q \) reach steady state much faster than \( n \). From \( \frac{\partial Q}{\partial t} \approx 0 \), we get the nematic order tensor

\[
Q = \frac{1}{4D_{\text{rot}}} \left( -\frac{1}{4} \left( (v(p) + [\nabla(vp)]^T - \nabla \cdot (vp)I) \right. \right.
\]

\[
\left. - \nabla \cdot (vP_3) + \zeta_{\text{rot}} \left( 2P_3 - \frac{3}{2} P_1 + I \otimes p \right) \nabla \tilde{c} \right) + O(\nabla^2), \tag{S20}
\]

where \( O(\nabla^2) \) refers to all terms involving second or higher mixed order derivatives of \( p, P_3, \) and \( \tilde{c} \). Substituting into \( \frac{\partial p}{\partial t} \approx 0 \), we get the polar order

\[
p = -\frac{1}{2D_{\text{rot}}} (v \nabla v) + \zeta_{\text{rot}} n \nabla \tilde{c} + O(\nabla^2), \tag{S21}
\]

where \( O(\nabla^2) \) refers to all terms involving second or higher mixed order derivatives of \( n, P_3, \) and \( \tilde{c} \). Substituting into Eq. (S17), we get the evolution of the particle density

\[
\frac{\partial n}{\partial t} = -\nabla \cdot (V n - D \nabla n + \chi n \nabla \tilde{c}) + o(\nabla^2), \tag{S22}
\]

where

\[
V = -\frac{v \nabla v}{2D_{\text{rot}}}, \tag{S23}
\]

\[
D = \frac{v^2}{2D_{\text{rot}}} + D_{\text{tr}}, \tag{S24}
\]

\[
\chi = -\left( \frac{\zeta_{\text{rot}} v}{2D_{\text{rot}}} + \zeta_{\text{tr}} \right) \tag{S25}
\]

and \( o(\nabla^2) \) refers to all terms involving mixed derivatives of \( n \) and \( \tilde{c} \) of order higher than 2. Following Ref. [2], \( v, \)
$D_{\text{rot}}$ and $D_{\text{tr}}$ depend on local particle density $n$, hence $V, D,$ and $\chi$ are functions (or in general functionals) of $n$, and we define excess free energy functional $F_{\text{ex}}[n]$ such that

$$-\frac{V}{D} = \nabla \left( \frac{\delta F_{\text{ex}}}{\delta n} \right)$$  \hspace{1cm} (S26)

and define the free energy function $F[n] = F_{\text{ex}}[n] + \int n \ln(n-1) dx$, and substituting into Eq. (S22) we obtain the following closed dynamical equation for $n$ up to diffusion and convection terms,

$$\frac{\partial n}{\partial t} = \nabla \cdot \left( D \nabla \left( \frac{\delta F}{\delta n} \right) - \chi n \nabla \bar{c} \right).$$  \hspace{1cm} (S27)

It is known that the local speed $v$ decreases with increasing particle density due to crowding [7]. This can lead to a concave free energy near the onset of instability and hence MIPS. To obtain the leading order model, we consider $\chi$ to be a constant ($\chi \approx \chi_0$, which occurs in the limit of $\text{Str} \gg \xi_{\text{rot}} U_{0}/(2D_{\text{rot}})$). Similarly, we approximate the diffusivity $D$ to be a constant, and when the diffusivity is due to randomly-oriented self-propulsion, $D \sim U_{0}^{2} \tau_{R}$. Finally, by converting the number density $n$ to volume fraction $\phi$ and using the free energy model described in §S1, we arrive at the leading order model for chemotactic MIPS (Eqs. (1-2) in the main text)

$$\frac{\partial \phi}{\partial t} = \nabla \cdot \left( M_{0} \phi \nabla (\bar{\mu}_{h} \phi, Pe_{R}) - \kappa \nabla^{2} \phi \right) - \chi_{0} \phi \nabla \bar{c}. \hspace{1cm} (S28)$$

In the derivation above going from Eq. (S22) to Eq. (S27), we made the assumption that the self-propulsion speed of a single freely-moving particle ($U_{0}$) is constant and independent of the chemical concentration $\bar{c}$, and hence $v, D_{\text{rot}},$ and $D_{\text{tr}}$ are also independent of $\bar{c}$ and only depend on $n$. For simplicity, the work presented here and in the main text focuses on this case in which the self-propulsion velocity is independent of $\bar{c}$; however, in some cases, the self-propulsion speed can depend on the chemical concentration. In this case, the general derivation spanning Eqs. (S12) to (S22) still holds; that is, Eq. (S22) remains true when $v, D_{\text{rot}}, D_{\text{tr}}, \xi_{\text{rot}},$ and $\xi_{\text{tr}}$ are also functions of both $n$ and $\bar{c}$, since no constraints are imposed on these variables. In this case, $V, D,$ and $\chi$ depend on both $n$ and $\bar{c}$. In general, the “integrability” condition [Eq. (S26)] may not be satisfied. However, when the translational diffusivity of particles due to thermal diffusivity $D_{\text{tr}}$ is negligible compared to the active part $v^{2}/(2D_{\text{rot}})$, which is often the case as discussed in Ref. [7], $-V/D = \nabla \ln[v(n, \bar{c})].$ This relation always satisfies the integrability condition [7] and $\frac{\delta F}{\delta n} = \ln v(n, \bar{c})$. Therefore, Eq. (S27) still holds and we arrive at a generalized version of Eq. (S28) where the chemical potential $\bar{\mu}_{h}(\phi, \bar{c})$ can depend on $\bar{c}$,

$$\frac{\partial \phi}{\partial t} = \nabla \cdot \left( M_{0} \phi \nabla (\bar{\mu}_{h}(\phi, \bar{c}) - \kappa \nabla^{2} \phi) - \chi_{0} \phi \nabla \bar{c} \right). \hspace{1cm} (S29)$$

This equation introduces a new coupling between $\phi$ and $\bar{c}$ and therefore a new way that the chemical concentration can affect the phase separation. The specific form of $\bar{\mu}_{h}$ is then determined by the exact functional dependence of self-propulsion speed $v$ on $n$ and $\bar{c}$.

**S3. LINEAR STABILITY ANALYSIS**

**A. Dispersion relation**

In this section, we study the linear stability of the governing equations, Eqs. (1)-(3) of the main text. For generality, here we do not assume any particular functional form for the chemotactic sensing function $f(\bar{c})$ or chemoattractant uptake rate $g(\bar{c})$. We perturb the homogeneous steady state $\phi(x) = \phi_{0}$ and $\bar{c}(x) = \bar{c}_{0} = g^{-1}(Sk^{-1}\phi_{0}^{-1})$ with small amplitude perturbations $\delta \phi = \delta \phi e^{\delta \bar{c} x + 2\omega t}$, and $\delta \bar{c} = \delta \bar{c} e^{\delta \bar{c} x + 2\omega t}$. Linearizing Eqs. (1)-(3) and substituting $\delta \phi$ and $\delta \bar{c}$ yields

$$\omega \delta \phi = -M(\phi_{0})q^{2}(\delta \phi \mu_{h}(\phi_{0}) + \kappa q^{2})\delta \phi + \chi_{0} \phi_{0} q^{2} f'(\bar{c}_{0}) \delta \bar{c}, \hspace{1cm} (S30)$$

$$\omega \delta \bar{c} = -D_{\text{c}} q^{2} \delta \bar{c} - k(g(\bar{c}_{0})\delta \phi + \phi_{0} g'(\bar{c}_{0}) \delta \bar{c}), \hspace{1cm} (S31)$$

where $q = |q|$. For simplicity of notation, in the following text, the arguments $\phi_{0}$ and $\bar{c}_{0}$ in $\delta \phi \mu_{h}(\phi_{0})$, $g(\bar{c}_{0})$, $g'(\bar{c}_{0})$, and $f'(\bar{c}_{0})$ are omitted. The eigenvalue $\omega$ satisfies

$$\omega^{2} + (M + D) \omega + MD + \Lambda = 0. \hspace{1cm} (S32)$$

The solution to $\omega$ is

$$\omega = \pm \frac{1}{2} \left( -(M + D) \pm \sqrt{(M - D)^{2} - 4 \Lambda} \right), \hspace{1cm} (S33)$$

where

$$M = M_{g}^{2}(\partial_{\phi} \mu_{h} + \kappa q^{2}), \hspace{1cm} (S34)$$

$$D = D_{g} q^{2} + \kappa \phi_{0} q^{2}, \hspace{1cm} (S35)$$

$$\Lambda = k(\phi_{0} q^{2})^{2}. \hspace{1cm} (S36)$$

In conventional non-chemotactic MIPS ($\chi_{0} = 0$), the two eigenvalues are $-M$ and $-D$, respectively. Because $D \geq 0$, the stability is determined by $\Lambda$. When $\partial_{\phi} \mu_{h} < 0$, or in the spinodal region as defined in the main text, $\omega$ can be positive in a range of wavenumber $q$, and the most unstable wavenumber that corresponds to maximum instability growth rate $\omega$ is $q_{sp}^{-1} \equiv \sqrt{-2\kappa/\partial_{\phi} \mu_{h}}$. Because of Eq. (S36), $q_{sp}^{-1} \gtrsim l_{0}$. In the majority of this section and the manuscript, we focus on the MIPS spinodal region. We provide a discussion of linear stability analysis outside the spinodal region in §S3. By nondimensionalizing wavenumber with the characteristic length scale of spinodal decomposition,

$$\tilde{q} \equiv \sqrt{-\frac{\kappa}{\partial_{\phi} \mu_{h}}} q = \frac{q}{\sqrt{2q_{sp}}}, \hspace{1cm} (S37)$$

and nondimensionalizing rate with the characteristic growth rate of non-chemotactic spinodal decomposition $4\omega_{sp} = 4\omega(q_{sp}, \text{Pe}_{C} = 0) = M(\partial_{\phi} \mu_{h})^{2}/\kappa$, $\tilde{\omega} \equiv$
\(\omega/(4\omega_{sp}), \tilde{M} \equiv M/(4\omega_{sp}), \tilde{D} \equiv D/(4\omega_{sp}), \tilde{\chi} \equiv \chi/(4\omega_{sp})^2\), we obtain the nondimensionalized equation for the eigenvalues

\[\tilde{\omega}^2 + (\tilde{M} + \tilde{D})\tilde{\omega} + \tilde{M}\tilde{D} + \tilde{\chi} = 0. \tag{S36}\]

The solution is then

\[\tilde{\omega}_{\pm} = \frac{1}{2}\left(- (\tilde{M} + \tilde{D}) \pm \sqrt{(\tilde{M} - \tilde{D})^2 - 4\tilde{\chi}}\right), \tag{S37}\]

where

\[\tilde{M} = \frac{q^2}{\alpha}(-1 + \tilde{q}^2), \quad \tilde{D} = \frac{1}{\alpha}(\tilde{q}^2 + Da), \quad \tilde{\chi} = \frac{Da}{\alpha}\text{Pe}C'\tilde{q}^2,\]

and the dimensionless parameters are

\[\alpha = \frac{M\partial_\tilde{q}\tilde{m}_h}{D_c}, \quad Da = \frac{\kappa k_0 g f}{D_c\partial_\tilde{q}\tilde{m}_h}, \quad \text{Pe}C' = -\frac{\chi_0}{M\partial_\tilde{q}\tilde{m}_h} f q. \tag{S39}\]

We restrict our discussion below to \(\partial_\tilde{q}\tilde{m}_h < 0\) (in the spinodal region), \(\alpha > 0\), \(Da > 0\), and \(\text{Pe}C' \geq 0\).

### B. Stability condition

When the discriminant of the quadratic equation Eq. (S36) is positive, i.e., \(\Delta \equiv (\tilde{M} - \tilde{D})^2 - 4\tilde{\chi} > 0\), it can be seen from Eq. (S37) that \(\tilde{\omega}_{\pm}\) decreases with increasing \(\text{Pe}C'\). In other words, chemotaxis has a stabilizing effect. Therefore, next, we derive the condition under which the system is stable, that is, \(\text{Re} \tilde{\omega}_{\pm} (\tilde{q}) \leq 0\) for all \(\tilde{q}\). This condition is equivalent to (1) \(I_2 \equiv \tilde{\omega}_{\pm} + \tilde{\omega}_{-} = \tilde{MD} + \tilde{\chi} \geq 0, \) and (2) \(I_1 \equiv \tilde{\omega}_{\pm} + \tilde{\omega}_{-} = - (\tilde{M} + \tilde{D}) \leq 0\) for all \(\tilde{q}\).

Criterion (1) \((I_2 \geq 0)\) can be achieved with sufficiently large \(\text{Pe}C'\): since

\[I_2 = \frac{\tilde{q}^2}{\alpha} - (1 - \frac{1}{\alpha})(\tilde{q}^2 + Da) + Da\text{Pe}C', \tag{S40}\]

\(I_2 \geq 0\) for all \(\tilde{q}\) is equivalent to \(\min_{\tilde{q}} \alpha \tilde{q}^{-2}I_2 \geq 0\). When \(Da \leq 1\), the minimum is obtained at \(\tilde{q} = 0\), and \(\min_{\tilde{q}} \alpha \tilde{q}^{-2}I_2 = Da(\text{Pe}C' - 1)\); hence, criterion (1) is equivalent to \(\text{Pe}C' > 1\). When \(Da > 1\), the minimum is obtained at \(\tilde{q}^2 = (1 - Da)/2\), and

\[\min_{\tilde{q}} \alpha \tilde{q}^{-2}I_2 = -\frac{(1 + Da)^2}{4} + Da\text{Pe}C'. \tag{S41}\]

In this case criterion (1) is equivalent to \(\text{Pe}C' > (1 + Da)^2/(4Da)\). Therefore, we can summarize criterion (1) in a more compact form as

\[\text{Pe}C' > \text{Pe}C_{\text{crit}} = \frac{(1 + \min\{Da, 1\})^2}{4\min\{Da, 1\}}. \tag{S42}\]

In other words, in order to suppress phase separation, chemotactic rate needs to be sufficiently fast.

As noted above, at the critical point of stability where \(\max_{\tilde{q}} I_2 = 0\), the critical wavenumber is

\[\tilde{q}_{\text{crit},2}^2 = \frac{1 - \min\{Da, 1\}}{2}. \tag{S43}\]

This result indicates that if criterion (2) is satisfied so that the stability of the system is solely determined by criterion (1), as the control parameter \(\text{Pe}C'\) varies near the critical condition of stability, the range of unstable

\[\text{Re} \tilde{\omega}_1 = - (\tilde{M} + \tilde{D}) = I_1/2\] near 0) if \(Da \geq 1\) or finite \((\tilde{q} \text{ near } \sqrt{(1-Da)/2})\) if \(Da \leq 1\). The former belongs to type F instability while the latter belongs to type U instability according to Cross and Hohenberg’s classification of dispersion relations [9].

Having large \(\text{Pe}C'\) is a necessary but insufficient condition for the suppression of phase separation. Another way to interpret criterion (2) \((I_1 \leq 0)\) is that, when \(\text{Pe}C'\) is sufficiently large, \(\Delta\) becomes negative, and \(\text{Re} \tilde{\omega}_{\pm} = -(\tilde{M} + \tilde{D})/2 = I_1/2\). Hence, sufficiently large \(\text{Pe}C'\) can fully stabilize the system only when \(I_1 < 0\).

Since

\[I_1 = -\tilde{q}^4 + \left(1 - \frac{1}{\alpha}\right)\tilde{q}^2 - \frac{Da}{\alpha}, \tag{S44}\]

when \(\alpha \leq 1\), the maximum is obtained at \(\tilde{q} = 0\), and \(\max_{\tilde{q}} I_1 = -Da/\alpha < 0\). When \(\alpha > 1\), the maximum is obtained at \(\tilde{q}^2 = (\alpha - 1)/2\alpha\), and

\[\max_{\tilde{q}} I_1 = \frac{1}{\alpha} \left(\frac{(\alpha - 1)^2}{4\alpha} - Da\right). \tag{S45}\]

\(I_1 \leq 0\) for all \(\tilde{q}\) is equivalent to \(\max_{\tilde{q}} I_1 < 0\), or equivalently \(\alpha \leq 1\) or \(Da \geq (\alpha - 1)^2/4\alpha\). This condition can be written in a more compact form as shown in the main text,

\[\alpha \leq \alpha_{\text{crit}} = 1 + 2 \cdot Da + 2\sqrt{Da(1+Da)}. \tag{S46}\]

Or alternatively,

\[Da \geq Da_{\text{crit}} = \frac{1 - \max\{\alpha, 1\}^2}{4\max\{\alpha, 1\}}. \tag{S47}\]

In other words, in order to suppress phase separation, chemoattractant diffusion or uptake rate needs to be sufficiently fast.

As noted above, at the critical condition of stability where \(\max_{\tilde{q}} I_1 = 0\), the critical wavenumber is

\[\tilde{q}_{\text{crit},1}^2 = \frac{1 - \alpha^{-1}}{2}. \tag{S48}\]

This result indicates that if criterion (1) is satisfied so that the stability of the system is solely determined by criterion (2), as the control parameter \(\alpha\) or \(Da\) varies near the critical condition of stability, the range of unstable
mode is finite and near \( q_{\text{crit},1} \). This belongs to type F instability according to Cross and Hohenberg’s classification of dispersion relations [9].

In summary, the stability criteria (1) and (2) are equivalent to \( Pe_C' \geq Pe_{C\text{crit}}' \) and \( \alpha \leq \alpha_{\text{crit}} \) (or \( Da \geq Da_{\text{crit}} \)), indicating that MIPS can be suppressed with sufficiently fast chemotaxis and chemoattractant diffusion (or uptake rate).

C. Finite and unbounded wavelength instabilities

In the main text, we define finite and unbounded wavelength instabilities based on the range of unstable modes, which we here express in dimensionless form: \( \bar{q}_{\text{u}} < \bar{q} < \bar{q}_{u^+} \). When \( \bar{q}_{u^-} = 0 \), the unstable wavelength extends all the way to infinity—we thus call this an unbounded instability (type U). Otherwise when \( \bar{q}_{u^-} > 0 \), the range of unstable wavelengths is finite—we thus call this a finite wavelength instability (type F).

From Eq. (S37), we see that \( \bar{\omega}'(\bar{q} = 0) = 0 \) and \( \bar{\omega}'(\bar{q} = 0) = 0 \). Hence the sign of the second order derivative determines whether modes near \( \bar{q} = 0 \) are stable. At \( \bar{q} = 0 \),

\[
\bar{\omega}'' = -\left. \frac{(\bar{M}\bar{D} + \bar{X})''}{\bar{M} + \bar{D}} \right|_{\bar{q}=0} = 2(1 - Pe_C').
\] (S49)

When \( Pe_C' < 1 \), \( \bar{\omega}''(\bar{q} = 0) > 0 \), we have \( \bar{q}_{u^-} = 0 \), hence the system has an unbounded instability. Otherwise, when \( Pe_C' > 1 \) and the system is in the unstable regime, it has a finite wavelength instability. These results suggest that as the chemotactic rate increases, modes near zero wavenumber become stabilized—and thus, phase separated domains are less likely to coarsen since chemotaxis disperses the particles.

When criterion (2) described in §S3B is satisfied, the dispersion relation can be classified by \( Pe_C' \). If \( Da < 1 \), the system has type U instability when \( Pe_C' < 1 \), type F instability when \( 1 < Pe_C' < Pe_{C\text{crit}}' \), and is stable when \( Pe_C' > Pe_{C\text{crit}}' \). The transition from instability to stability by increasing chemotactic rate is of type F [9]. Hence, when chemoattractant uptake rate is slow such that \( Da < 1 \), finite-sized domains can be observed near the boundary of stability.

If \( Da > 1 \), the system has type U instability when \( Pe_C' < 1 \), and is stable when \( Pe_C' > 1 \). The transition from instability to stability by increasing chemotactic rate is of type U [9]. Hence when chemoattractant uptake rate is fast such that \( Da > 1 \), phase separated domains are more likely to coarsen near the boundary of stability.

The classification of type F/U instability also applies when criterion (2) is not satisfied, which we describe in the next section.

D. Oscillatory instability condition

In §S3B we have shown that when criterion (2) is not satisfied, large \( Pe_C' \) cannot suppress phase separation. Instead, at high enough \( Pe_C' \), the discriminant becomes negative \( \Delta < 0 \), which means that eigenvalues can have imaginary part (\( \text{Im} \bar{\omega} \neq 0 \)). Therefore, next, we derive the condition for oscillatory instability—that there exists \( \bar{q} \) for which \( \text{Re} \bar{\omega} > 0 \) and \( \text{Im} \bar{\omega} \neq 0 \), or equivalently \( I_1 > 0 \) and \( \Delta < 0 \).

Since \( I_1 \) is a quadratic polynomial of \( \bar{q}^2 \), \( I_1 > 0 \) can be obtained by finding the values of \( \bar{q}^2 \) that correspond to the zeros of \( I_1 \):

\[
\bar{q}^2_1 = \frac{\alpha - 1 + \sqrt{(\alpha - 1)^2 - 4Da}}{2\alpha}.
\] (S50)

In this section, we always require that \( \alpha > 1 \) and \( Da < (\alpha - 1)^2/4\alpha \) (criterion (2) is not satisfied). This ensures that \( \bar{q}_1^2 \) exist and are positive. \( I_1 > 0 \) when \( \bar{q}_- < \bar{q} < \bar{q}_+ \). Notice that \( \bar{q}_+ < (\alpha - 1)/\alpha < 1 \).

Fig. S1 shows a typical plot of \( (\bar{M} - \bar{D})^2(q^2) \) and two lines that pass through the origin and are tangent to the curve at \( \bar{q}_1^2 \) and \( \bar{q}_2^2 \). \( Da = 0.05 \), \( \alpha = 1.5 \).

![FIG. S1: A plot of \((\bar{M} - \bar{D})^2(q^2)\) and two lines that pass through the origin and are tangent to the curve at \( \bar{q}_1^2 \) and \( \bar{q}_2^2 \). Da = 0.05, \( \alpha = 1.5 \).](image-url)
as shown in Fig. S1. Note that \( q^2_\omega > (\alpha + 1)/\alpha > 1 \). Hence, when \( Pe'_C > 0 \), \((\hat{M} - \hat{D})^2 \) and \( \hat{X} \) has at least one intersection beyond \( q^2_{\omega} \). This is shown graphically in Fig. S1 where we see that any straight line that goes through the origin has one interaction with the blue curve at \( q^2 > q^2_\omega \). In other words, \( \Delta \) has one root greater than \( q^2_\omega \).

Since we are interested in the region \( I_1 > 0 \), or \( \tilde{q}_- < \tilde{q} < \tilde{q}_+ \), and we have \( \tilde{q}_+ < 1 < \tilde{q}_c \), next, we focus on the roots of \( \Delta \) within \([0, q_c]\). Because at \( \tilde{q} = 0 \), \((\hat{M} - \hat{D})^2 > 0 \) and \( \hat{X} = 0 \), there is at least one root within \([0, q_c]\). Therefore, within this interval, there can be 1, 2, or 3 roots in total.

Having 2 roots in this interval or 3 roots in total for a quartic polynomial means that it has one root of multiplicity 2, or \( \Delta = 0 \) and \( d\Delta/dq^2 = 0 \). Graphically, this corresponds to the line \( \hat{X} \) being tangent to \((\hat{M} - \hat{D})^2 \), as shown in Fig. S1 where there are two solutions, and the root of multiplicity 2 is denoted as \( \tilde{q}^2 \) and \( \tilde{q}^2 \) respectively. Mathematically it is equivalent to:

\[
(\hat{M} - \hat{D})^2 = d(\hat{M} - \hat{D})^2 = 0 , \quad (S52)
\]

or

\[
\frac{\hat{M} - \hat{D}}{q^2} = \frac{d(\hat{M} - \hat{D})}{dq^2} . \quad (S53)
\]

Substituting in \( \hat{M} \) and \( \hat{D} \) [Eq. (S34)], we obtain

\[
3\alpha q^4 - (1 + \alpha)q^2 + Da = 0 . \quad (S54)
\]

A solution exists when

\[
Da \leq \frac{(\alpha + 1)^2}{12\alpha} , \quad (S55)
\]

and the roots are

\[
\tilde{q}^2_{l,r} = \frac{\alpha + 1 \pm \sqrt{(\alpha + 1)^2 - 12\alpha Da}}{6\alpha} . \quad (S56)
\]

In the above equation, \( \tilde{q}^2_{l} \) takes the minus sign and \( \tilde{q}^2_{r} \) takes the plus sign. In the discussion below, whenever we refer to \( \tilde{q}_{l,r} \), we imply that the inequality in Eq. (S55) holds. The Pécel number \( Pe'_C \) that corresponds to the tangent lines \( \Delta(\tilde{q}^2_{l,r}) = 0 \) is

\[
Pe'_C,l,r = \frac{(\hat{M} - \hat{D})^2(\tilde{q}^2_{l,r})}{4\alpha^{-1}Daq^2_{l,r}} = \frac{(\alpha \tilde{q}^2_{l,r} - (1 + \alpha)q^2_{l,r} - Da)^2}{4\alpha Daq^2_{l,r}} . \quad (S57)
\]

When \( 0 < Pe'_C < Pe'_C,l \), \( \Delta \) has one root \( \tilde{q}_l \) in \((\tilde{q}_r, \tilde{q}_c) \) and \( \Delta < 0 \) in \((q_1, q_c) \). When \( Pe'_C < Pe'_C < Pe'_C,l \), \( \Delta \) has three roots, \( \tilde{q}_2 \in (0, \tilde{q}_c) \), \( \tilde{q}_3 \in (\tilde{q}_r, \tilde{q}_c) \), and \( \tilde{q}_4 \in (\tilde{q}_c, \tilde{q}_l) \), and \( \Delta < 0 \) in \((q_2, q_3) \) and \((q_4, q_c) \). When \( Pe'_C > Pe'_C,l \), \( \Delta \) has one root \( \tilde{q}_3 \in [0, \tilde{q}_l] \), and \( \Delta < 0 \) in \((q_3, q_c) \). When

\[
Da > (\alpha + 1)^2/12\alpha, \quad \tilde{q}_{l,r} \text{ does not exist and } \Delta \text{ has one root in } [0, \tilde{q}_c] .
\]

Recall that we are seeking the condition for unstable oscillatory modes, or \( \Delta < 0 \) within the interval of \([\tilde{q}_-, \tilde{q}_+]\). Since the interval in which \( \Delta < 0 \) expands with increasing \( Pe'_C \), we need to find the critical condition that there exists \( \tilde{q}^* \in [\tilde{q}_-, \tilde{q}_+] \) for which \( \Delta(\tilde{q}^*) = 0 \) and for all \( \tilde{q} \in [\tilde{q}_-, \tilde{q}_+] \), \( \Delta(\tilde{q}) \geq 0 \). Therefore it is important to determine the order of \( \tilde{q}_3 \) and \( \tilde{q}_{l,r} \).

Setting \( \tilde{q}_z = \tilde{q}_{l,r} \), we find that \( \tilde{q}_- \) or \( \tilde{q}_+ \) is equal to \( \tilde{q}_l \) or \( \tilde{q}_r \) when

\[
Da = 1 - \frac{2}{\alpha} . \quad (S58)
\]

Furthermore, we find that when \( Da < 1 - 2/\alpha, \tilde{q}_- < \tilde{q}_+ < \tilde{q}_l < \tilde{q}_r \). When \( Da > 1 - 2/\alpha \), the orders are: \( \tilde{q}_- < \tilde{q}_- < \tilde{q}_r \) when \( 1 < \alpha < 3; \tilde{q}_+ < \tilde{q}_- < \tilde{q}_r \) when \( 3 < \alpha < 5 \), and \( \tilde{q}_+ < \tilde{q}_- < \tilde{q}_r < \tilde{q}_+ \) when \( \alpha > 5 \). Based on the analysis of the region of \( \Delta < 0 \), we see that when \( \tilde{q}_+ < \tilde{q}_- < \tilde{q}_c \), the critical wavenumber \( \tilde{q}^* \) can be \( \tilde{q}_r \), \( \tilde{q}_+ \), or \( \tilde{q}_l \), whichever makes \( \Delta(\tilde{q}^*) = 0 \) at the smallest \( Pe'_C \). Therefore, we define the Pécel number \( Pe'_C \) that corresponds to \( \Delta(\tilde{q}^*_z) = 0 \),

\[
Pe'_C,z = \frac{(\hat{M} - \hat{D})^2(\tilde{q}^*_z)}{4\alpha^{-1}Da\tilde{q}^2_z} = \frac{(\tilde{q}^*_z + Da)^2}{\alpha Da\tilde{q}^2_z} . \quad (S59)
\]

In summary, when \( \alpha > \alpha_{crit} \), the unstable modes become oscillatory when \( Pe'_C > Pe'_C,\ast \), where

\[
Pe'_C,\ast = \begin{cases} \min\{Pe'_C,+, Pe'_C,\ast, Pe'_C,\} \text{ when} \\ Da < (\alpha + 1)^2/12\alpha, \\ Da > 1 - 2/\alpha, \\ \text{and } \alpha > 5 \\ \min\{Pe'_C,+, Pe'_C,\} \text{ otherwise.} \end{cases} \quad (S60)
\]

Therefore, we have established that oscillatory instability occurs when chemotactically diffusion is slow and chemotaxis is sufficiently fast.

Lastly, we note that by setting \( Pe'_C,= Pe'_C,\ast, \) we find further that when \( \alpha Da < 1, Pe'_C, < Pe'_C,\ast, \) and when \( \alpha Da \geq 1, Pe'_C,\ast \geq Pe'_C,\ast, \)

E. Linear stability outside the MIPS spinodal

Outside the MIPS spinodal region where the free energy is convex, or \( \partial_\omega \mu_\omega > 0 \). We see from Eq. (S32) that the sum of the eigenvalues is

\[
\omega_+ + \omega_- = -(\hat{M} + \hat{D}), \\
\omega_+ + \omega_- = -(Mq^2(\partial_\omega \mu_\omega + \kappa q^2) + D_Cq^2 + k\phi_0 q'), 
\]

(S61)
Because $\partial_\phi \mu_h > 0$ and $g' > 0$, we have $\omega_+ + \omega_- \leq 0$, and the product of the eigenvalues is
\[
\omega_+ \omega_- = M_0 + X,
\omega_+ + \omega_- = M_0 \left( \partial_\phi \mu_h + \alpha_0 \mu_0 g' \right) + k_0 \phi_0 f' g'' + 2 k_0 \phi_0 g' f'.
\]  
(S62)

Because for chemoattractant $\chi_0 > 0$, we have $\omega_+ + \omega_- > 0$. Therefore $Re \omega_\pm \leq 0$ and the homogeneous state is stable.

**S4. LINEAR STABILITY ANALYSIS IN THE PeR - $\phi_0$ PHASE DIAGRAM**

The results of linear stability analysis in §S3 are described in terms of the three dimensionless parameters $\alpha$, Da, and $Pe'$. In their expressions (Eq. S39), $\partial_\phi \mu_h$ is a function of $\phi_0$ and $Pe'$, and $M_0$ is a function of $\phi_0, \phi_0$ and $Pe'$. The two pairs of dimensionless parameters are related by
\[
\alpha = -\phi_0 \left( \frac{\partial_\phi \mu_h}{\partial_\phi \mu} \right) \phi_0,\]
\[
Da = -\phi_0 \left( \frac{\partial_\phi \mu}{\partial_\phi \mu} \right) Da_0,\]
\[
Pe' = Pe' \frac{S}{k} \cdot \frac{(-1)}{\phi_0^2 \partial_\phi \mu_h}.
\]  
(S63)

Fig. 2 in the main text shows the chemoattractant MIPS phase diagram in the plane of $Pe' - \phi_0$ at given $Da_0, \phi_0$ and $Pe'$. The linear stability analysis results can be applied using the conversion in Eq. (S63).

Fig. 1 in the main text shows the chemotactic MIPS phase diagram in the plane of $Pe' - \phi_0$ at given $\alpha_0, Da_0$, and $Pe'$. In this phase diagram, we would like to obtain the stability criteria and different types of instabilities expressed in terms of $Pe'$ and $\phi_0$, which we derive in this section.

When there is no chemotaxis, the stability boundary is the spinodal curve $\partial_\phi \mu_h (\phi_0, Pe_{\phi_0}) = 0$. Using Eq. (S5), the spinodal curve can be written explicitly in terms of $Pe'$:
\[
Pe_{\phi_0} = \frac{\pi (\phi_0 - \phi_m)^2 (\phi_0 - 2 - 0.6 \phi_0)}{4 \phi_m (\phi_0 - 2 \phi_m)}.
\]  
(S64)

Because $\partial_\phi \mu_h$ is linear with respect to $Pe_R$, in the following text, we give the stability and instability type conditions in terms of $\partial_\phi \mu_h$: the expression can then be easily written explicitly in terms of $Pe'$. Based on Eq. (S64), because $Pe_{\phi_0} > 0$ and $0 < \phi_0 < \phi_m$, we have $\phi_0 - 2 - 0.6 \phi_0 < 0$. Hence, we find that the spinodal curve spans the range of volume fractions given by $(-5 + 2 \sqrt{10})/3 < \phi_0 < \phi_m$.

Based on Eq. (S42), the criterion (1) ($Pe' > Pe'_{crit}$) can be written in terms $Pe', Da_0, \phi_0,$ and $\partial_\phi \mu_h$ as
\[
\frac{S}{k} \cdot Pe' \geq \phi_0 \left[ \left(-\partial_\phi \mu_h / \phi_0 \right) + \frac{\left( Da_0 - \partial_\phi \mu_h \phi_0 \right)}{4 Da_0} \right]^2 \frac{1}{\phi_0^2},
\]  
for $\left( -\mu_h / \phi_0 \leq Da_0 \right)$
\[
\frac{S}{k} \cdot Pe' \geq \phi_0 \left[ \left(-\partial_\phi \mu_h / \phi_0 \right) + \frac{\left( Da_0 - \partial_\phi \mu_h \phi_0 \right)}{4 Da_0} \right]^2 \frac{1}{\phi_0^2},
\]  
for $\left( -\mu_h / \phi_0 > Da_0 \right)$
\[
(S65)
\]
or explicitly in terms of $\partial_\phi \mu_h$:
\[
\partial_\phi \mu_h \leq \frac{1}{\phi_0 \phi_0} \left( 1 + 2 \phi_0 \sqrt{Da_0 / \phi_0} \right).
\]  
(S66)

Thus we have also obtained the expression for Boundary 1 in the $Pe_R - \phi_0$ phase diagram by setting Eq. (S66) to equality, and the region above Boundary 1 satisfies criterion (1).

Similarly, criterion (2) ($\alpha \leq 1$ or $Da_0 \geq (\alpha - 1)^2 / 4 \alpha$) can be written in terms of $\alpha_0, Da_0, \phi_0,$ and $\partial_\phi \mu_h$ as
\[
\partial_\phi \mu_h \leq \frac{1}{\phi_0 \phi_0} \left( 1 + 2 \phi_0 \sqrt{Da_0 / \phi_0} \right).
\]  
(S67)

Thus we have also obtained the expression for Boundary 2 in the $Pe_R - \phi_0$ phase diagram by setting Eq. (S67) to equality, and the region above Boundary 2 satisfies criterion (2).

Finite-wavelength instability $Pe' > 1$ can be expressed as
\[
\partial_\phi \mu_h < \frac{S Pe' \phi_0}{k \phi_0^2},
\]  
(S68)

which coincides with criterion (1) if $S Pe' / (k \phi_0^2) < Da_0$. Setting Eq. (S68) to equality gives the expression for the F/U boundary. Finite-wavelength instability exists between the F/U boundary and Boundary 1 when $S Pe' / (k \phi_0^2) > Da_0$.

Finally, oscillatory instability occurs when $Pe' > Pe'_{crit}$, and $\alpha > \alpha_{crit}$. The following derivation needs to be discussed separately depending on whether $Da < (\alpha + 1)^2 / 12 \alpha$, $Da > 1 - 2 / \alpha$, and $\alpha > 5$, which is equivalent to
\[
\max\{5, \phi_0 \sqrt{12 \alpha Da_0 - 1} \} < \alpha < 2 + \phi_0^2 \phi_0 Da_0.
\]  
(S69)

If outside this region, the condition for oscillatory unstable mode is $Pe' > Pe'_{crit}$, and $\alpha > \alpha_{crit}$. The following derivation needs to be discussed separately depending on whether $Da < (\alpha + 1)^2 / 12 \alpha$, $Da > 1 - 2 / \alpha$, and $\alpha > 5$, which is equivalent to
\[
P \equiv 2 Pe' \phi_0 \frac{S}{k} \alpha_0^2 Da_0 \phi_0 > \min\{h(u_+), h(u_-)\},
\]  
(S70)

where
\[
h(u) = \left( u + 2 \alpha Da_0 \right)^2 / u,
\]  
(S71)

and
\[
u = \alpha - 1 \pm \sqrt{(\alpha - 1)^2 - 4 \alpha Da_0}.
\]  
(S72)
Because
\[ h(u) \geq 8\alpha Da, \quad (S73) \]
and the equality is attained at \( u = 2\alpha Da \), this puts a lower bound on \( Pe_C \):
\[ \frac{Pe_C}{k} > \frac{4\phi_0}{\alpha_0}. \quad (S74) \]

Given the above constraint, the roots of \( P = h(u) \) are
\[ u^\pm = \frac{1}{2} \left[ P - 4\alpha Da \pm \sqrt{P^2 - 8\alpha Da P} \right]. \quad (S75) \]

Hence, Eq. \( (S70) \) is equivalent to \( u^- < u_+ < u^+ \) or \( u^- < u_- < u^+ \), that is, at least one of \( u^\pm \) is in between the two roots \( u^\pm \). Recall that we would like to express the condition of oscillatory instability in terms of \( \partial_\mu \beta_h \) explicitly. Because \( \alpha Da = \alpha_0 Da_0 \phi_0^2 \), \( u^\pm \) does not depend on \( \partial_\mu \beta_h \). But \( u^\pm \) depends on \( \partial_\mu \beta_h \) because of \( \alpha \). Our goal, then, is to express \( u^- < u_+ < u^+ \) or \( u^- < u_- < u^+ \) explicitly in terms of \( \alpha \), from which we obtain the condition in terms of \( \partial_\mu \beta_\phi \) via \( \partial_\mu \beta_h = -\alpha/\alpha_0 \phi_0 \).

To achieve the above goal, we first notice that
\[ \alpha - 1 = j(u^\pm) = \frac{u^2 + 4\alpha Da}{2u^\pm}. \quad (S76) \]

The following derivation uses the property that the minimum of \( h(u) \) is obtained at \( u = 2\alpha Da \) and the minimum of \( j(u) \) is obtained at \( u = 2\sqrt{\alpha Da} \).

We first consider condition (a) \( 2\sqrt{\alpha Da} \leq u^- < u^+ \). Because \( h(u^-) = P \), this requires: \( 2\alpha Da \geq 2\sqrt{\alpha Da} \), or \( \alpha Da \geq 1 \) (which corresponds to \( Pe'_{C,+} > Pe'_{C,-} \)) as noted in \( S8 \), and \( P \leq h(2\sqrt{\alpha Da}) \), or
\[ P \leq 2\sqrt{\alpha Da}(\sqrt{\alpha Da} + 1)^2. \quad (S77) \]

Under condition (a), \( u^- < u_+ < u^+ \) or \( u^- < u_- < u^+ \) is equivalent to \( j(u^-) < \alpha - 1 < j(u^+) \).

Next, we consider condition (b) \( u^- < u^+ \leq 2\sqrt{\alpha Da} \), which requires \( \alpha Da \leq 1 \) and Eq. \( (S77) \), then \( u^- < u_+ < u^+ \) or \( u^- < u_- < u^+ \) is equivalent to \( j(u^+) < \alpha - 1 < j(u^-) \).

Lastly, if (c) \( u^- < 2\sqrt{\alpha Da} < u^+ \), which requires \( P > h(2\sqrt{\alpha Da}) \), or the opposite of Eq. \( (S77) \), then \( u^- < u_+ < u^+ \) or \( u^- < u_- < u^+ \) is equivalent to \( 2\sqrt{\alpha Da} < \alpha - 1 < \max \{j(u^-), j(u^+)\} \), where the lower bound is the minimum of \( j(u) \) \( (\min u_j(u) = 2\sqrt{\alpha Da}) \). Notice that \( \alpha - 1 > 2\sqrt{\alpha Da} \) is equivalent to \( Da < (\alpha - 1)^2/4\alpha \). Hence all conditions above imply \( Da < Da_{crit} \) (or \( \alpha > \alpha_{crit} \)).

Now we have obtained the condition of oscillatory instability in terms of \( \alpha \) and hence \( \partial_\mu \beta_h \) explicitly, which has an upper and lower bound. The upper bound coincides with or is below Boundary 2.

In summary, in this section, we have derived the conditions for stability or instability (both type F/U and type S/O) in the \( Pe_C - \phi_0 \) phase diagram, by expressing them explicitly in terms of \( \partial_\mu \beta_h \).

S5. NUMERICAL SIMULATIONS

In this section, we describe the details of numerical simulations. Firstly, we define the characteristic length scale to be \( l_0 \equiv \sqrt{\kappa/\mu} \sim t_R \), which is on the order of the persistence length \[ S8 \]. We define the characteristic time scale to be \( t_0 \equiv \kappa/\mu_0 \sim \tau_R \), which is on the order of the ABP reorientation time. The characteristic length and time scales motivate us to define the characteristic velocity \( u_0 \equiv l_0/t_0 \sim U_0 \), which we will use in \[ S8 \].

All simulations in this work are performed in a periodic domain of size \([100l_0, 100l_0] \). The governing equations are solved using the finite volume method to ensure conservation of particle volume fraction and chemoattractant concentration. We use an implicit solver of variable order as the time-stepper with adaptive time stepping, adaptive order and error control \[ 16 \]. Simulations are solved on a grid of size \([256, 256] \). The initial condition for \( \phi(x, t = 0) \) is the homogeneous state \( \phi_0 \) with added spatially uncorrelated Gaussian noise at each grid point with a standard deviation of 0.02. The initial condition for the chemoattractant concentration is the homogeneous state \( \tilde{c}(x, t = 0) = c_0 = 5/(k\phi_0) \) which satisfies the steady state condition.

Snapshots in Fig. 1 and Fig. 2 in the main text are taken at \( t = 4 \times 10^4t_0 \) and \( t = 2 \times 10^4t_0 \), respectively. Note that in Fig. 2(b-c), of the two eigenvalues, only the higher one \( \tilde{\omega}_+ \) is shown since it determines the stability. In all phase diagrams where simulations are displayed (Fig. 1-2, SI Movie 1-7), the parameters for the simulations correspond to the coordinates of the center of the images.

S6. CHARACTERIZATION OF COARSENING DYNAMICS

FIG. S2: Evolution of the characteristic domain sizes that correspond to the simulations at \( \alpha_0 = 2 \) and 8 and increasing values of \( Pe_C \) in Fig. 2(a) in the main text.

It is known that in conventional MIPS the size of phase-separated domain coarsens over time \[ 5 \]. However,
as shown in the main text, chemotaxis can arrest such coarsening. In this section, we quantify the coarsening dynamics by plotting the evolution of the characteristic domain size over time, defined to be

\[ R(t) = \left[ \frac{\int |q|^2 S(q, t) dq}{\int S(q, t) dq} \right]^{-1}, \]  

(S78)

where \( S(q, t) \) is the structure factor associated with spatial variations in particle volume fraction

\[ S(q, t) = |\Delta \phi(q, t)|^2, \]  

(S79)

where \( \Delta \phi \) is the Fourier transform of \( \Delta \phi = \phi - \phi_0 \).

Fig. S2(a-b) shows the normalized characteristic domain size \( R_{\phi R} \) with respect to time that correspond to the simulations with \( \alpha_0 = 2 \) and 8 in Fig. 2(a) in the main text (\( D_0 = 0.5, Pe_R = 10^{-3}, \phi_0 = 0.8 \)). The domain size of the case of non-chemotactic MIPS \( (Pe_C = 0) \) grows as \( R \sim t^{1/3} \) (black curve), consistent with the growth law of spinodal decomposition [14], showing that the coarsening persists. With increasing \( Pe_C \), this coarsening slows down (blue to chartreuse curves), eventually becomes arrested and gives rise instead to finite-sized domains characteristic of a Type F instability.

Next, we show more examples of the coarsening dynamics with smaller steps of increasing \( Pe_C \). Fig. S3 shows the snapshots of the coarsening process and the dependence on \( Pe_C \) when \( D_0 = 0.5, Pe_R = 10^{-3}, \phi_0 = 0.8 \) and \( \alpha_0 = 2 \) and 10, along with the corresponding \( R(t) \). \( Pe_C \) is chosen such that it is equally spaced between 0 and 90% of the critical \( Pe_C \) that corresponds to Boundary 1. We see that when the patterns are stationary \( (\alpha_0 = 2) \), with increasing \( Pe_C \), the coarsening generally slows down, and the domain size at steady state decreases. For \( \alpha_0 = 10 \), coarsening also slows down with increasing \( Pe_C \) until the pattern becomes oscillatory, when initially, the coarsening may be faster than stationary patterns. Note that \( R(t) \) is typically non-monotonic for oscillatory patterns, and when \( R(t) \) converges to a steady value at longer time, the steady value decreases with increasing \( Pe_C \).

The observation above can also be seen in Fig. S4 which shows the results for \( \phi_0 = 0.65 \) (other dimensionless parameters are identical to Fig. S3). Because the pattern for \( \phi_0 = 0.65 \) is bicontinuous for a larger fraction of the time, at \( Pe_C = 0 \), the growth curve \( R(t) \) is smoother than \( \phi_0 = 0.8 \) shown in Fig. S2 which shows step increase due to events of dissolution and merger of phases. Again, we confirm the \( R \sim t^{1/3} \) power law for non-chemotactic MIPS \( (Pe_C = 0) \). In the main text, we referred the readers to Figs. S3 and S4 for snapshots of the non-chemotactic spinodal decomposition.

Fig. S4 also shows that the slope of \( \ln R - \ln t \) decreases with increasing \( Pe_C \) for stationary patterns at both \( \alpha_0 = 2 \) and 10, again indicating slower coarsening. A traveling pattern is instead observed at \( \alpha_0 = 10 \) and \( Pe_C = 0.39 \), for which \( R(t) \) shows non-monotonic behavior.

### S7. CHARACTERIZATION OF SMALL-AMPLITUDE FLUCTUATION

In this section, we verify the classification of type F/U instability based on the linear stability analysis using numerical simulations. To compare with the dispersion relation shown in Fig. 2(b-c) in the main text, we perform simulations at these parameters. The initial condition for \( \phi(x) \) is a homogeneous \( \phi_0 \) with added spatially uncorrelated Gaussian noise at each grid point with a standard deviation of 0.001. We use a small amplitude perturbation here to reduce the nonlinear effect. The initial condition for the chemoattractant concentration is the homogeneous state \( \bar{c}(x, t = 0) = \bar{c}_0 = S/(k\phi_0) \)
with added noise that has the opposite sign as the added noise for \( \phi(x) \). We observe the early time evolution of long, medium, and short wavelength modes by defining the following quantities based on the structure factor: 
\[
A_1(t) = \int_0^{\pi/2} S(q, t) dq, \quad A_2(t) = \int_0^{\pi/2} q S(q, t) dq, \quad A_3(t) = \int_0^{\pi/2} q^2 S(q, t) dq.
\]
Fig. S5 shows that in the long wavelength regime for both \( \alpha_0 = 2 \) and \( \alpha_0 = 8 \), the amplitude of the perturbation decreases for \( Pe_C = 0.75 \) and 0.95 and increases for other cases, consistent with the dispersion relation in Fig. 2(b-c), verifying that \( Pe_C = 0.75 \) and \( Pe_C = 0.95 \) correspond to type F and other cases correspond to type U. In the medium wavelength regime where the instability grows the fastest, the perturbation grows for all cases except for \( \alpha_0 = 2 \) and \( Pe_C = 0.95 \), which is linearly stable at all wavelengths. Note that the curve is nonmonotonic for \( \alpha_0 = 2 \) and \( Pe_C = 0.75 \). This can be due to the coupling between \( \phi \) and \( c \), since the perturbation we impose is not an eigenvector in the linear stability analysis. In the short wavelength regime, initially all amplitudes decrease sharply.

**S8. Characterization of Oscillatory Pattern Formation**

In Fig. 2(a) in the main text, we plot the velocity (red arrows) of the patterns. In this section, we show the definition of the velocity and its dependence on \( Pe_C \) and \( \alpha_0 \).

To quantify the velocity of stripes that span the entire domain and spirals, we define a level set velocity \( u \), that is, the velocity at which contours of \( \phi \) move in the direction along the gradient: 
\[
u = -\partial_t \phi \cdot \nabla \phi / |\nabla \phi|^2.
\]
Note that the level set velocity is undefined when the gradient vanishes. Cases that use this definition are: \( Pe_C = 0.96 \), \( \alpha_0 = 4, 6, 8, 10 \), and \( Pe_C = 0.76 \), \( \alpha_0 = 10 \). For all other cases, which exhibit dot-like and short stripe-like patterns, \( u \) is instead defined to be the velocity of the center of mass of each of the disjoint regions defined by \{ \( x \mid \phi(x) < 0.7 \} \) to facilitate ease of visualization. The vectors of \( u \) are indicated by the red arrows in Fig. 2(a). The scale bar \( u_0 \equiv l_0/t_0 \sim U_0 \) indicates the characteristic velocity.

Fig. S6 summarizes the velocity of patterns shown in Fig. 2(a). We compute the average speed \( \bar{u} \) at \( t/t_0 = 2 \times 10^4 \). The level set velocity is averaged over all grid points for which \( |\nabla \phi| > 0.03 u_0 \) to avoid inaccuracy when the magnitude of the gradient is small (level set velocity...
is undefined when $|\nabla \phi| = 0$), while the center of mass velocity is averaged over all disjoint regions. We see that patterns move faster with increasing $P_{Ec}$ and the onset of motion occurs at lower $P_{Ec}$ with increasing $\alpha_0$.

As a reference, the average speed of the patterns at $P_{Ec} = 0.95$ is on the order of $0.1u_{0}$, which means that the pattern travels at a speed that is an order of magnitude smaller than the speed at which ABP particles self-propel.

**S9. APPLICATION IN LIVING AND SYNTHETIC SYSTEMS**

In this section, we estimate the values of the dimensionless parameters of living systems and discuss ways to study the phase diagram of chemotactic MIPS experimentally by tuning certain properties of synthetic colloidal systems.

**Populations of motile bacteria.** We use *Myxococcus xanthus* and *Escherichia coli* as representative examples to draw estimates of parameter values from. $P_{eR} \sim 10^{-2}$, and hence, cells may undergo MIPS at sufficiently high cell density $[15]$. We therefore take $\bar{D}_{h0} \sim 1$ as shown in Eq. (S6) for cells in the spinodal region of MIPS. The experimentally measured diffusivity $M_0$ can range from $\sim 0.1$ to $\sim 10^2$ $\mu m^2/s$ $[15][17]$, typically lower than chemottractant diffusivity, which suggests that $\alpha \lesssim 1$. The typical chemotactant depletion length is $\sqrt{D_c/k} \sim 1 \mu m$ $[10]$, and persistence length $l_0$ $[18]$ is about $20 \mu m$, hence $Da \sim 10^2$. These estimates suggest that populations of motile bacteria satisfy criterion (2), indicating that MIPS can be suppressed by chemotaxis when $P_{eC} \approx P_{eC} \cdot S/k$ is sufficiently large. Because $P_{eC} \sim 10$ $[10][17][19]$, when chemotactant is abundant ($S$ is large), MIPS is suppressed. Conversely, when chemotactant is limited, we expect that MIPS can occur.

For synthetic systems such as self-propelled colloids, because $Da \sim U_0^2 \tau_R / D_c$, and $\alpha \sim U_0^2 \tau_R / D_c$, $Da$ and $\alpha$ can be tuned via the swimming velocity $U_0$ e.g., using external stimuli such as light $[20][23]$. In addition, $Da$ can be tuned by changing the reactive material to alter the chemotactant uptake rate $k$. Finite-sized domains arise experimentally if synthetic chemotactic colloids have a low uptake rate $k$, which leads to smaller $Da$. With a smaller $Da$ and a larger $\alpha$ (such as by increasing $U_0$), oscillatory dynamics involving clusters of colloidal particles traveling in space may arise.

**S10. POSSIBLE EXTENSIONS OF OUR WORK**

The derivation in §[S2] indicates that our continuum model is a suitable description for the long time and length scale dynamics of chemotactic ABPs that self-propel and undergo chemotactic drift and alignment—and thus is broadly applicable to many living and active systems. While we focused on the case in which the particles are attracted to and consume the chemical signal, our conclusions also hold for the case in which the particles are repelled by ($\chi_0 < 0$) and produce the chemical signal. This case also allows for a homogeneous steady state around which a linear stability analysis can be easily performed, exactly following the procedure described in above, yielding similar behavior to that described in this paper. Intuitively, this can be understood as arising because in both forms of chemotaxis, the chemical gradient generated by particle consumption or production causes the particles to disperse, which competes against motility-induced phase separation.

Nevertheless, there are many other different ways in which chemotaxis can arise, possibly leading to different types of couplings in the continuum theory; exploring these other forms of chemotaxis will be an important future direction for research, building on our work. For example, the effective free energy may depend on the chemotactant concentration gradient. By not having the chemotactant concentration gradient in the free energy, our model is the lowest order model that couples chemotaxis and MIPS in an additive way. Exploring other forms of chemotaxis, leading to other more complex forms of Eq. (2) in the main text, will be an important future direction for research, building on our work.

In addition, in contrast to the illustrative case considered here, producers of a chemotactant or consumers of a chemorepellent are attracted to each other by chemotaxis and aggregate, hence further enhancing phase separation, resulting in fundamentally different behaviors. In such cases, chemotaxis can give rise to pattern formation without requiring MIPS: for example, when the individual active agents produce a chemotactant (which is the case for e.g., the aggregation of the slime mold *Dictyostelium discoideum*) or conversely consume a chemorepellent. Exploring the interplay between MIPS and these other forms of chemotaxis using the approach we developed will surely be a fascinating direction for future work.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>ABP particle radius</td>
</tr>
<tr>
<td>$U_0$</td>
<td>ABP self-propulsion speed</td>
</tr>
<tr>
<td>$\tau_R$</td>
<td>ABP reorientation time</td>
</tr>
<tr>
<td>$M_0 = \frac{1}{2} U_0^2 \tau_R$</td>
<td>ABP active diffusivity</td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>Average ABP volume fraction</td>
</tr>
<tr>
<td>$\bar{\mu}_h$</td>
<td>Normalized ABP chemical potential</td>
</tr>
<tr>
<td>$l_0 \equiv \sqrt{\kappa} \sim U_0 \tau_R$</td>
<td>Characteristic length scale of the width of the MIPS interface</td>
</tr>
<tr>
<td>$D_c$</td>
<td>Chemoattractant diffusivity</td>
</tr>
<tr>
<td>$k$</td>
<td>Chemoattractant uptake rate coefficient</td>
</tr>
<tr>
<td>$S$</td>
<td>Chemoattractant supply rate</td>
</tr>
<tr>
<td>$\chi_0$</td>
<td>Chemotactic coefficient</td>
</tr>
<tr>
<td>$f(\bar{c}) = \bar{c}$</td>
<td>Chemotactic sensing function</td>
</tr>
<tr>
<td>$g(\bar{c}) = \bar{c}$</td>
<td>Dependence of chemoattractant uptake rate on chemoattractant concentration</td>
</tr>
<tr>
<td>$\text{Pe}_R \equiv \frac{\mu}{U_0 \tau_R}$</td>
<td>Reorientational Pélet number: directedness of ABPs</td>
</tr>
<tr>
<td>$\alpha_0 \equiv \frac{M_0}{D_c}$</td>
<td>Ratio of single-particle ABP to chemoattractant diffusivity</td>
</tr>
<tr>
<td>$\text{Da}_0 \equiv \frac{k}{\kappa}$</td>
<td>Chemoattractant uptake rate to diffusion rate over $\sqrt{\kappa}$</td>
</tr>
<tr>
<td>$\text{Pe}_C \equiv \frac{\chi_0}{S}$</td>
<td>Chemotactic Pélet number: ratio of ABP chemotactic coefficient to diffusivity</td>
</tr>
<tr>
<td>$\alpha \equiv \frac{-M_0 \phi_0 \partial_{\phi_0} \mu_h}{D_c} = -\alpha_0 \phi_0 \partial_{\phi_0} \bar{\mu}_h$</td>
<td>Ratio of effective collective ABP to chemoattractant diffusivity</td>
</tr>
<tr>
<td>$\text{Da} \equiv \frac{-\phi_0 \partial_{\phi_0} \partial_{\phi_0} \mu_h}{D_c \partial_{\phi_0} \mu_h} = -\text{Da}<em>0 \frac{\phi_0 \partial</em>{\phi_0} \mu_h}{\phi_0 \partial_{\phi_0} \mu_h}$</td>
<td>Damköhler number: effective chemoattractant uptake to diffusion rate</td>
</tr>
<tr>
<td>$\text{Pe}<em>C' \equiv -\frac{\chi_0}{M_0 \phi_0 \partial</em>{\phi_0} \mu_h} \frac{L^2}{\gamma'} = -\text{Pe}<em>C \frac{\chi_0}{\phi_0 \partial</em>{\phi_0} \mu_h} \frac{L^2}{\gamma'}$</td>
<td>Reduced chemotactic Pélet number: effective ABP chemotactic to diffusivity rate</td>
</tr>
</tbody>
</table>

TABLE S1: Summary of variables and dimensionless parameters.

We also note the confusing point that Keller and Segel — whose 1971 paper forms the basis of our model of chemotaxis — also published another seminal but distinct model of chemotaxis [23] that is suitable to the case of slime mold aggregation noted above. Examining the interplay between MIPS and this alternative version of the Keller-Segel model could be an interesting way to extend our work.

More broadly, while we focused on biased motion up a chemoattractant gradient as an illustrative example, our theoretical framework also provides a foundation to describe the influence of other forms of taxis—e.g., durotaxis, electrotaxis, and phototaxis [25][32]—on MIPS. Moreover, while we focused on a specific model of MIPS, extending our framework to other forms of active phase separation (e.g., [33][39]) would be interesting.

Finally, as noted above and in the main text, it is important to note that while our linear stability analysis provides useful predictions for the boundary of stability, it is not accurate in predicting more complex nonlinear features such as the boundary between arrested coarsening and patterns that coarsen. While the prediction of finite or unbounded wavelength instability based on the linear stability analysis can be verified through simulations by tracking the amplitude of perturbations at short, medium, and long wavelengths over time at early times not far from the homogeneous state, it does not quantitatively predict whether the pattern coarsens as the system reaches deeper into the nonlinear regime at longer time scales. Therefore, we use linear stability analysis only to provide an approximate explanation of the essential physics underlying finite wavelength selection and the observation of finite-sized domains that do not coarsen, which becomes more common with increasing chemotactic rate. More accurate quantitative agreement will require nonlinearities to be explicitly incorporated in the analysis.

### S11. SUPPLEMENTARY MOVIES

1. Animated profiles of $\phi(x)$ that show non-chemotactic MIPS in the $\text{Pe}_R - \phi_0$ phase diagram ($\text{Pe}_C = 0$).
2. Animated profiles of $\phi(x)$ for the simulations in Fig. 1(b). $\text{Da}_0 = 0.2$, $\alpha_0 = 1$, $\text{Pe}_C = 1$.
3. Animated profiles of $\phi(x)$ for the simulations in Fig. 1(d). $\text{Da}_0 = 0.2$, $\alpha_0 = 4$, $\text{Pe}_C = 1$.
4. Animated profiles of $\phi(x)$ for the simulations in Fig. 1(f). $\text{Da}_0 = 0.5$, $\alpha_0 = 10$, $\text{Pe}_C = 0.35$.
5. Animated profiles of $c(x)$ for the simulations in Fig. 1(b). $\text{Da}_0 = 0.2$, $\alpha_0 = 1$, $\text{Pe}_C = 1$.
6. Animated profiles of $c(x)$ for the simulations in Fig. 1(d). $\text{Da}_0 = 0.2$, $\alpha_0 = 4$, $\text{Pe}_C = 1$.
7. Animated profiles of $\phi(x)$ for the simulations in Fig. 2(a). $\text{Da}_0 = 0.5$, $\text{Pe}_R = 10^{-3}$, $\phi_0 = 0.8$. 


