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Abstract

As an organism develops and maintains homeostasis, many thousands of cells must act in concert within and between tissues. How these collective cellular behaviors are coordinated has been a question of interest for over a century, with importance to developmental, regenerative, and pathological processes.

In the last decade, in vitro studies of tissues have brought breakthroughs showing how forces, stresses, traveling waves, and other physical processes provide a basis for biological processes within a tissue like cell migration and proliferation. However, these studies most commonly involve much smaller length scales and shorter time scales than the physiological processes they represent. Additionally, biophysical studies of epithelial tissues rarely examine the interactions between tissues that occur when these systems come into contact. Together, we lack knowledge on how epithelial tissues coordinate biophysical processes across larger length scales, over longer timescales, and during higher-level interactions.

We address this first by studying millimeter-scale tissue expansion at high resolution over several days. We find that the tissue edge starkly decouples from the tissue bulk, producing size and memory effects in patterns of cell migration and proliferation. We also find the first example of millimeter-scale coordinated vortices in unconfined cohesive tissue and explore this process with an active polar fluid model. We finally investigate how cell migration, cell density, and cell proliferation all evolve concomitantly.

We then probe higher-level tissue-tissue interactions by studying the collisions between expanding tissues. We find that these tissues change shape as they collide, which we predict according to the dynamics of single tissue expansion. We then find that genetically identical tissues displace one another due to cell density gradients at their collision boundaries and use the dynamics of this process to extract mechanical properties from the colliding tissues. Finally, we harness the dynamics of
tissue expansion and collision to design arrays that self-assemble into centimeter-scale
tessellations.

Overall, we find that macroscale epithelial tissues support large and long-lasting
coordinated behaviors, which we harness to engineer tissue as a living material.
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Chapter 1

Introduction

1.1 Introductory remarks from the author

As an engineer of mechanics and materials, I could not help but marvel when I encountered epithelial tissue for the first time. Thanks to the coordinated behavior of its constituent cells, this “living material”\[1\] can flow like fluid under its own forcing\[2\], undergo extreme stretch\[3\], actively change its mechanical properties\[4\], and sense and self-heal imperfections\[5\], just to name a few of its more astounding abilities. As we explore the coordination of tens of thousands of cells within evolving tissues, I hope the reader gains in understanding of and wonder for this rich, biological system.

1.2 Historical background

Marie François Xavier Bichat, considered by many to be the father of histology, first introduced the idea of a biological tissue at the turn of the nineteenth century, describing twenty-one different tissue types as “disparate” and more general and fundamental in structure and function than organs\[6\]. In modern physiology, twenty-one has been paired down to four, with epithelial tissues containing more than 60%
of the cells in the human body \cite{7}. Epithelial tissues perform crucial functions as an organism develops and maintains homeostasis, covering organs to mechanically and chemically separate the inner workings of organisms from the outside world \cite{8}. This makes them critical for all facets of life because, as Bichat said\cite{9}, “Such is the mode of existence of living bodies that everything surrounding them tends to destroy them” \cite{11}.

With the introduction of cell theory in 1839, it was realized that Bichat’s tissues were actually collections of even more fundamental units \cite{12}. Rudolf Virchow\cite{12} brought to the fore the importance of the actions of these cells on tissue–and organism\cite{3}–function, describing tissues as “a society of cells, a tiny well-ordered state... in which every cell is a citizen” \cite{13}.

Our work here has deep roots in Virchow’s social framework, as well as Abercrombie’s writings on cellular behavior from the 1950’s \cite{15, 16} that describe how interactions between cells can regulate tissue function. Indeed, cell-cell interactions give rise to behaviors such as contact inhibition \cite{15, 17, 18}, collective cell migration \cite{5, 19}, and cell-cycle regulation \cite{20–23}, which underlie physiological functions such as tissue development and healing \cite{24, 25}, organ size control \cite{26, 27}, morphogenetic patterning \cite{28}, and even pathological processes such as tumor invasion \cite{29, 30}.

Cell-cell interactions are often studied with in vitro tissues that reduce the number of cell-cell interactions\cite{1} reduce the dimensionality of cell migration \cite{5, 22, 32, 34}; operate at timescales below which proliferation is important \cite{35}; inhibit proliferation altogether \cite{36}; or prevent natural size and shape changes that unconfined tissues

\footnotetext{1While this declaration by Bichat was motivated by his adoption of the popular vitalist fallacies of the time \cite{9}, its message rings true when one considers the heroic battle biology must wage against entropy \cite{10}.\footnotetext{2}Rudolf Virchow, declaring “Omnis cellula e cellula” (all cells come from cells) \cite{13}, corrected the original cell theory that hypothesized in a biological analogy to nucleation of crystals that cells formed via spontaneous generation \cite{12}.\footnotetext{3}Virchow is considered the father of cellular pathology thanks to his foundational work in elucidating the cellular basis for several diseases \cite{14}.\footnotetext{4}In the extreme, “tissues” of pairs of cells are isolated to study the relationship between cell-cell forces and cell forces with the surroundings \cite{31}.}
undergo \[37-40\]. While these studies have been crucial in describing individual contributions to tissue behavior such as traction forces, migratory dynamics, and cell divisions, they lack the integrated approach of capturing whole-tissue dynamics that the social framework demands.

Moreover, while cell-cell interactions have been intensely investigated, less is known about tissue-tissue interactions. This is partly because “wound-healing” studies primarily focus on the initial outward migration \[5\] and do not include the collision and fusion that occurs when free edges meet \[41\], so opportunity lies in understanding more about these tissue collision events. Combining understanding about the expansion of tissues with these tissue collision dynamics additionally should allow us to build tissue sheets by allowing smaller sheets to expand and fuse.

1.3 Scope of this work and author contributions

In this dissertation, we address these opportunities by studying millimeter-scale tissues of tens of thousands of cells as they naturally expand, which, when cultured on the same substrate, leads to their collision and eventual fusion.

In Chapter 2, we cover important background and literature. We first summarize relevant subcellular structures that manifest cell and tissue behavior. We then discuss important mechanical properties of epithelial tissues and the environment in which they exist. We conclude with recent advances from the literature that shed light on the coordination of collective cell migration and proliferation and provide the backdrop for our studies here.

In Chapter 3, we investigate macro-scale, single-tissue expansion with the aim of studying large-scale coordination of cell migration and proliferation. To this end, we study the unconstrained expansion of whole monolayer tissues of varied size and shape, at length scales and timescales relevant to multiday development and regen-
eration processes. We find that, while expanding with an edge speed independent of initial conditions, millimeter-scale epithelial monolayers exhibit internal patterns of proliferation and migration that depend not on the current but on the initial tissue size, indicating memory effects. Specifically, the core of large tissues becomes very dense, almost quiescent, and ceases cell-cycle progression. In contrast, initially-smaller tissues develop a local minimum of cell density and a tissue-spanning vortex. To explain vortex formation, we propose an active polar fluid model with a feedback between cell polarization and tissue flow. Our findings here suggest that expanding epithelia decouple their internal and edge regions, which enables robust expansion dynamics despite the presence of size- and history-dependent patterns in the tissue interior. This work was adapted from work[^23] published with coauthors Ricard Alert, Julienne LaChance, Tom Zajdel, Andrej Košmrlj, and Daniel J. Cohen. Ricard Alert was the primary contributor of the polar fluid model and associated analyses. Julienne LaChance contributed to experiments and data analysis, and Tom Zajdel contributed to data analysis. This author was the primary contributor to modeling, experiments, and analyses as lead author.

In Chapter 4[^4] we investigate tissue-tissue interactions. We ask, what do the dynamics of tissue collisions tell us about the properties of the tissues that collide, and can we design tissue arrays that self-assemble into larger composite tissues with predefined patterns? To answer these questions, we studied tissue collisions resulting from the outgrowth of monolayer tissues with different geometries, cell densities, and cell types. We determine rules for tissue shape changes during binary collisions and describe complex cell migration at tri-tissue boundaries. Next, we demonstrate that genetically identical tissues displace each other based solely on cell density gradients, which vanish when density gradients equalize. We then present a physical model of tissue interactions that allows us to estimate the bulk modulus of the tissue.

[^4]: Chapter 4
[^23]: excepting the polar fluid model
sues from these collision dynamics. Finally, we introduce TissEllate, a design tool for self-assembling complex tessellations from arrays of many tissues, and we use cell sheet engineering techniques to transfer these composite tissues like cellular films. This work provides insight into the mechanics of tissue collisions, harnessing them to engineer tissue composites as designable living materials. This work was submitted as a manuscript for publication \[42\] along with coauthors Ricard Alert, Abraham E. Wolf, Andrej Košmrlj, and Daniel J. Cohen. Ricard Alert contributed the physical modeling of tissue flows due to cell density gradients, and Avi Wolf contributed to co-culture experiments. Additionally, Jake Strain and Sofie Gonzalez assisted with experimental setup for several experiments. This author was the primary contributor for all other modeling, experiments, and analyses as lead author.

In Chapter 5, we review the significant findings contained in this dissertation and point to additional opportunities and promising avenues raised by this work.

Lastly, in Appendix [A], we briefly describe efforts to supplement local health centers with personal protective equipment (PPE) components for powered air respirators (PAPRs). We present a design for a reusable face shield component of PAPR suits that replaces a disposable part that is often in short supply when needed most. These devices were worn by dozens of medical workers with the most severe exposure to the SARS-CoV-2 virus, with no reported COVID-19 infections. With a team of volunteers and efficient organizational structure, we built and assembled over 1,000 components, allowing a large regional medical center to continue to use all of their available PAPRs. Our approaches give insights for organizational strategies and rapid design processes that may become necessary during a crisis. This author developed initial prototypes with input from Daniel J. Cohen, as well as developing the organizational strategy and leading the PAPR face shield design and production efforts.
Chapter 2

Background

Before diving into the sweeping, coordinated actions of hundreds of thousands of cells that will be the focus of Chapters 3 and 4, we will briefly introduce a few of the molecular players and multicellular processes that make this possible.

2.1 Subcellular structures and functions

Ultimately, the collective effects discussed later rely on the structure of subcellular units inside and outside of the cell. This section will only provide a brief summary for which additional information can be found in the major text for this field [7].

2.1.1 The cytoskeleton

The mechanics of cells and tissues are intimately linked with the actions and structure of the cytoskeleton, an intricate network of protein filaments and tubules that provide the cell with mechanical integrity and the capability of exerting forces on its surroundings.

First, filamentous actin (F-actin) is the critical fiber the cell uses to push or pull on its surroundings. F-actin fibers have a relatively low bending stiffness (persistence
length $\sim 15\mu m$, a little less than the length of most epithelial cells), but they become stiffer once crosslinked into bundles, branches, or isotropic networks that perform varied functions within the cell \cite{44} (see Fig. 2.1). F-actin has front-rear polarity and can exert an extensile force by assembly of globular actin (G-actin) on the front end of the filament(Fig. 2.2a). This extension is evident when branched F-actin causes a cell-scale, fan-like protrusion to emerge from the front of a cell; this lamellipodium is the hallmark of a polarized migrating cell \cite{45}, and cells in a tissue also extend these fan-like structures as “cryptic lamellipodia” under adjacent cells \cite{46}. On the other hand, F-actin can “pull” with the help of the molecular motor myosin, forming a complex aptly referred to as a “stress fiber” \cite{47}. An individual myosin motor “walks” in only one direction on the polarized F-actin filament; many myosin motors can then come together to form myosin filaments that simultaneously walk on nearby F-actin
fibers. If these F-actin fibers are oriented oppositely, this walking will then produce either extension or contraction by pulling the fibers in opposite directions (Fig. 2.2b,c). Since F-actin can withstand higher tension than compression (where it buckles at low loads), the actomyosin network produces net contraction \[48\]. Such a contractile actomyosin network lines the interior of the epithelial cell membrane, giving cells active surface tension; stress fibers, on the other hand, span across the cell, enable it to contract.

Next, rope-like filaments called intermediate filaments provide the cell with tensile strength. Intermediate filaments are extremely bendable fibers (persistence length \( \sim 0.5 \mu m \)[44]) that do not support directional movement of molecular motors, but their tensile strength makes them crucial to the mechanical integrity of cells and tissues. Extreme stretching can threaten the integrity of the cell; when this strain becomes large enough that the intermediate filaments straighten, the filaments themselves stretch and produce a restoring force that halts the dangerous deformation \[3\]. The importance of intermediate filaments becomes evident when considering the blistering of the skin or other disease symptoms that arise in epithelial tissue when intermediate filament function is hindered \[49\].

---

Figure 2.2: Actomyosin in action. (a) Myosin II dimers bundle to form Myosin filaments, and G-actin assembles into F-actin filaments. Myosin filaments on oppositely oriented F-actin filaments can produce contraction (b) or extension (c) depending on the relative location of the Myosin filaments and F-actin. Adapted by permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Nature Reviews Molecular Cell Biology \[48\], Copyright 2015.
Finally, microtubules are hollow, tubular structures important for organizing internal components of the cell. Microtubules are the least bendable cytoskeletal structure (persistence length > 5mm\(^1\)) \[44\], which gives them the ability to resist compressive loads \[51\]. While the functions of microtubules are essential to processes underlying cell migration \[52\] and cell division \[53\], they do not play as direct a physical role in the mechanics and migration of tissues as do actin and intermediate filaments. Readers interested in learning more about the cytoskeleton are directed to the appropriate texts \[7\] and reviews \[44\].

### 2.1.2 Cell-cell junctions

Cells adhere to one another through the binding of adhesive proteins on their surfaces. These proteins come from the cadherin superfamily, and the type of cadherin present at a cell-cell-junction can determine the properties of the cell-cell interaction \[54\]. Cadherins cross the cell membrane, forming complexes that bind to F-actin (at adherens junctions, see Fig. 2.3) and intermediate filaments (at desmosomes) within the cell. Adherens junctions allow the cell to transmit forces across many cells \[55\], while desmosomes provide structural integrity \[56\] and maintain the cell network connectivity \[57\]. In particular, E-cadherin is crucial in maintaining a cohesive cell sheet and avoiding pathological outcomes \[54\].

While cells exert forces on other cells via cell-cell junctions, they also sense forces through the complex of proteins that connect the cytoplasmic domain (interior part) of E-cadherin to contractile cytoskeleton \[58\]. When a cell-cell junction is put under tension, the protein \(\alpha\)-catenin unfolds, which promotes the binding of the protein vinculin to the F-actin-E-cadherin complex \[58\]. This binding of vinculin then promotes accumulation of more E-cadherin to this particular binding site, increasing its adhesion and cohesiveness \[59\]. This recruitment of vinculin (and therefore E-cadherin)\(^1\) This generally-accepted very long persistence length can vary based on microtubule length and lateral forcing \[50\].
Figure 2.3: Cell-cell junctions link the cytoskeleton of adjacent cells. The intracellular portion of E-cadherin links with the cytoskeleton at complexes crucial for force transmission and mechanosensing \cite{58}. This mechanosensing relies on the unfolding of α-catenin, which recruits Vinculin to the complex \cite{58}; binding of Vinculin then recruits more E-cadherin to the adherins junction \cite{59}. Reproduced from \cite{58} with permission. Copyright 2018 Cold Spring Harbor Laboratory Press.

enables force transmission across many cells and alters collective cell migration \cite{60}, which will take center stage in Chapters 3 and 4.

2.1.3 Extracellular matrix and cell-ECM adhesions

Extracellular matrix (ECM) provides the scaffolding on and through which cells migrate and live. ECM, which is made and modified by cells, is composed of various proteins and molecules that assemble into fibrils or sheets \cite{4}. Collagen is the most abundant ECM protein, and is found in 28 known types \cite{4}. Type I collagen is the most abundant, forming fibrils, while type IV collagen forms a 2D sheet and composes most of the basement membrane on which epithelial tissues adhere \cite{61}. As such we
Cells anchor to their environment through focal adhesions, which are large receptor complexes that adhere to the ECM (see Fig. 2.4). The adhesive protein in focal adhesions belongs to the integrin family, with different types of integrins binding to different sites (ligands) on different ECM proteins [7]. Similarly to adherens junctions, focal adhesions cross the cell membrane to connect with F-actin, allowing the cell to exert forces on the ECM [7].

2.1.4 Subcellular structures and functions act in concert

For an example of how some of the subcellular units in the previous subsections may act in concert during the life of a cell, let us take single cell migration. While the coordinated processes underlying cell migration are all occurring simultaneously and being adjusted to compensate for changing environments, the following stepwise sequence is instructive. First, branched actin protrudes the front of the cell membrane forward, which forms new focal adhesions as it prepares to use these new sites as anchoring points. Then, focal adhesions and actin must disassemble at the rear of
the cell [63] so that active contraction of actomyosin stress fibers can pull the cell body forward. Finally, new focal adhesions form in the new location, and the sequence can start again.

2.2 Multicellular structures and functions

When epithelial cells come together at adherens junctions and bind to a basement membrane of ECM, they form epithelial tissue. In the body, epithelial tissues exist as surfaces that line the outside of organs and other structures, separating the internal processes of tissues and organisms from the outside world [7]. As such, they must be cohesive, flexible, and able to close gaps or wounds.

How epithelial tissues coordinate cell proliferation and migration has been a question of interest for well over a century [64, 65] and is critical to development, regeneration, and cancer. Indeed, almost every animal was once a continuous epithelial sheet as an embryo, which then proceeded to undergo large, directed motions and cell divisions to plan and build the body [66]. Epithelial sheets are crucial in healing wounds as well, where the tissue must sense a gap in the tissue, migrate into it, and fill in missing cells via cell divisions [67]. Improper regulation of these processes have devastating results, as uncontrolled proliferation and invasive migration are the hallmarks of metastatic cancers in epithelial sheets [68].

Many biophysical insights about epithelial tissues come from in vitro studies in which an epithelium is cultured on a flat substrate that is usually coated with ECM proteins. Epithelial cells added to a culture dish float to the bottom and tightly adhere to the proteins adsorbed on the substrate. These adherent cells then bind to one another as they migrate and proliferate, eventually forming a continuous, single layer sheet of cells that migrates, proliferates, and continuously spreads on the substrate when unconstrained [65] (see Fig. 2.5). These systems are much different
Figure 2.5: Epithelium freely expanding on a tissue-culture dish. Epithelial cells (here, MDCK cells) form tissues in vitro that continuously spread to fill available space.

from other collective cell colonies that are not adhesive [69, 70], as proliferation alone will not drive outward expansion of an epithelial tissue; the tightly-adhered cells must actively crawl into the available space [71]. The foundational behavior of epithelial spreading reflects the basic function of epithelia in vivo to form and restore barriers that are confluent, or gapless [72], and is the major process driving the much of the work presented here.

A majority of the studies discussed in the remainder of this Chapter were conducted with in vitro tissues formed from Madin-Darby Canine Kidney (MDCK) cells, an immortalized cell line originally from a biopsy of a cocker spaniel’s kidney epithelial tissue [73]. This cell line features bright cell-cell junctions (when viewed in phase contrast) and conducts elegant, cohesive motions amenable to analyses of cell migration dynamics; additionally, the many mutant cell lines of MDCK cells enable study of the effect of myriad changes to cell structures or visualization of structures or processes that are not as easily visible in wild-type cells [74]. These factors have made MDCK tissue monolayers the gold standard in biophysical studies of epithelia and our primary model system of choice in Chapters 3 and 4.

In this section, we will first introduce the mechanical properties of tissues, the importance of mechanical forces on tissue function, and the impact of the environment
on tissue mechanics and forces; we will then overview the factors influencing cell migration and proliferation, starting with bulk tissue and moving to the effect of different boundary conditions.

2.2.1 Epithelial tissues have dynamic mechanical properties

When a materials scientist encounters a new material, the first question they may ask is “How does it respond to stress?” Does it deform immediately like a solid, or flow at some rate like a fluid? While epithelial tissue is not an ordinary material, these questions have been studied using several approaches.

For solid properties, biological tissues in general achieve an impressive range of mechanical moduli, from the GPa elastic modulus of bone [75] to the single kPa shear and elastic moduli of lung epithelial tissue [76]. Epithelial tissues fall in the softer range of the spectrum, ranging from below one kPa to several hundred kPa [4]. The measured modulus of even the same tissue may vary greatly depending on the method or direction of measurement, for example by three orders of magnitude in spinal cord tissue for microindentation [77] (kPa) vs. tensile extension [78] (MPa). In macroscopic measurement of the Young’s modulus of an MDCK epithelial monolayer, stretching the tissue between two posts yielded a ∼20kPa elastic modulus, but this stretch also induced flow, highlighting the viscoelastic nature of this system [79].

Epithelial tissues can flow like a fluid at long timescales when the cell network topology changes, which can be due to cell rearrangement or addition or removal of cells from the monolayer [80]. The viscosity of tissue increases as cell-cell adhesion increases [60, 81], which will depend on the type and amount of cadherin proteins present in the tissue’s adherens junctions [82]. In the MDCK monolayer system,

\footnote{Here, variation may come from the fact that microscopic techniques probe the cytoskeleton while macroscopic techniques probe bulk tissue}

\footnote{Additionally, micro-scale measurements may result in smaller moduli than large-scale measurements because of non-linear strain-stiffening effects that become important only at larger deformations [4]}
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viscosity has been measured to be in the Pa-min range \[79, 83\], which is similar to the viscosity of honey. Interestingly, tissue viscosity in MDCK monolayers was shown to increase by a factor of four over the course of a several hour experiment \[83\].

This increase in viscosity reflects an almost universal rule in biological tissues whereby tissues become progressively more rigid as they mature past the dynamic developmental and regenerative stages \[4, 84\]. This holds true in the case of epithelial monolayers as well, which become more viscous, stiff, and jammed over time \[83, 85\]. Moreover, these material property changes have also been shown to drive morphogenesis in embryonic tissues \[86, 87\]. The mechanisms by which tissues transition between more solid-like states and more fluid-like states is the subject of much study, and we will briefly summarize a few of the leading theories:

i Contact inhibition of locomotion (density-dependent) \[20, 88\]: Single cells within a tissue become inherently less motile when they are surrounded by greater numbers of cells. As the tissue becomes more crowded due to cell divisions, the tissue will gradually become quiescent and not undergo any cell network topology changes.

ii Jamming due to cell-cell junction maturation (largely density-independent) \[85\]: Adhesion at cell-cell junctions increases as the tissue matures, increasing the friction between cells. This drives an increase in cell-cell velocity correlations until cells no longer rearrange and the tissue jams.

iii Jamming due to cell shape changes (density independent) \[89–91\]: Cell adhesion and cortical tension compete to increase and decreases the cell junction length, respectively, and their balance sets a preferred perimeter for cells within the tissue. Cells with higher preferred perimeter can assume irregular shapes that enable “squeezing” between cells and therefore easier cell-cell rearrangement. See Fig. 2.6.
Figure 2.6: Proposed mechanism for tissue unjamming via cell shape change. Tissue shapes (left) and resulting tracks (right) in simulations of cells with high preferred perimeter (top) vs low preferred perimeter (bottom). Low preferred perimeter accompanies tissues that rearrange less frequently as seen by caging of cell tracks. This mechanism has experimental support [90]. Adapted from [91].

While these schools of thought differ in some details, cell density effects (i), cell junction maturation (ii), and cell shape changes (iii) all likely contribute to the solidification and reduction of cell motility in tissues over time.

Overall, epithelial tissues exhibit dynamic, wide-ranging mechanical properties that depend on the cellular state as well as the measurement technique, so native-like deformations should be used in the measurement of tissue mechanical properties whenever possible [4]. These wide-ranging properties accompany the wide-ranging environments to which epithelial tissues may be subject over their lifetime, and we will next see how tissues respond to their environment.
2.2.2 Cells within tissues respond to and actively generate forces

In *On Growth and Form* [92], D’Arcy Thompson argued that physical forces play a critical role in the development of a multicellular organism, opining that “The form of an object is a diagram of forces.” It was later proven that bone [93] and blood vessels [94] remodel in response to mechanical stresses. Tissue-scale stretch, in particular, has been shown to initiate mechanical changes and biological processes, fluidizing tissue [95] as well as initiating [96] and orienting [97] cell division events. Forces can also induce a migratory response, and in one study, pulling on a single cell within a tissue caused the cell to migrate in the opposite direction [98].

While tissues are often subject to forces from the environment, they also exert forces on their environment using stress fibers to pull on the ECM through focal adhesions. Measuring these forces can be difficult, but refinement of traction force microscopy techniques over the previous decades made measurement of in vitro cell-ecm forces more accessible [99]. While it was previously assumed that cell-ECM forces within a growing tissue were restricted to only the leading edge, seminal work proved that large, directed traction forces emanated even from well into the tissue bulk [32]. This showed that collective cell migration was much more complicated from a mechanical perspective than simply follower cells passively flowing behind a migratory leading edge.

Cells not only exert forces on their surroundings, but they also exert forces on other cells. While recent advances in bioengineering molecular force-sensing probes have made direct measurement of cell-cell forces possible [100], most of the reporting of cell-cell forces is based on an assumed system-wide force balance of cell-cell and cell-substrate forces [31]. As most traction forces in an expanding monolayer point inward (propelling cells outward), the picture of a tissue under tension as a sort of multicellular tug-of-war begins to come into focus (Fig. 2.7). Here stress builds
Figure 2.7: Cells build up stress by integrating their traction forces. In analogy to a tug-of-war, cell-cell stress builds up in the bulk of the tissue as cell traction forces co-act. Reproduced from [2], Copyright 2011, with permission from Elsevier.

up as we go from the edge inwards, as the forces of many thousands of cells act together. These effects are relevant in developmental and regenerative contexts, where stresses can propagate over long ranges [55, 101] and are important for the large-scale collective motions that arise in these dynamics situations [102].

2.2.3 Tissues interact with their surroundings: mechanical properties

The mechanical properties of a tissue’s environment can also modulate cellular behavior. This realization [103] brought mechanics onto the stage of tissue biology, as biochemical effects were no longer the only game in town. In single cells, it was found that cells spread more and develop more mature stress fibers on stiff substrates than soft substrates [104] and that stem cell differentiation can be controlled by the stiffness of the environment [105].

Interestingly, undifferentiated stem cells exhibit memory of a stiff environment even after being moved to a soft environment [106]. Similarly, tissues in epithelial contexts exhibit memory of their mechanical environment, as they migrate differently.
on soft substrates after having migrated over a stiff substrate [107]. In general, tissues migrate faster and divide more often in stiffer environments [108], a fact that should be considered when performing experiments on substrates with much higher stiffness than native physiological environments, as we do in this work. For more information on the biological response of cells and tissues to external forces, mechanics, and geometry, readers are pointed to the robust and growing field of mechanobiology [109].

2.2.4 Cell motion and proliferation in bulk tissue

We now turn our focus to tissue coordination of migration and proliferation. Even in the absence of an external directional migration signal like a gap in the tissue, the motions of individual cells within epithelial tissue are highly coordinated. The correlation length of bulk MDCK monolayer tissue, as measured by the distance at which correlations in the velocity field decay to almost zero, is approximately 200 µm, or about 10-15 cell lengths [110, 111]. These long-range correlations can be partially attributed to the fact that cells in a cohesive epithelium like an MDCK monolayer do not commonly exchange neighbors on timescales below which cell division would naturally separate them [111]. Complementarily, through the interconnected cytoskeleton of many cells, stress propagates over long ranges within an epithelium and allows forces generated by one cell to be “felt” by cells very far away [55]. Additional mechanisms for aligning cell-cell motion have been proposed, the most common of which depends on coupling of cell-cell polarity through the action of cryptic lamellipodia [40, 46]. In any case, the correlation length of an epithelium will vary throughout its lifetime, as correlations increase as its cell-cell junctions mature but decrease when sustained motion becomes impossible after the monolayer becomes very dense [85].

The highly dense and jammed state is the homeostatic state of a healthy epithelium. In homeostasis, cell divisions must occur at the same rate as cell death or cell
extrusions to avoid the opposite problems of loss of tissue or the formation of tumors \[112]. During non-homeostatic times like development and regeneration, though, cell divisions must occur rapidly until the organism or organ has reached the appropriate size or the wound is healed. The Hippo pathway is particularly crucial in organism and organ size control, taking cell-cell contact area, local stiffness, cellular energy consumption, and other factors into account in regulating the rate of proliferation and cell death \[26]. In general, cell divisions occur less frequently in a tissue as it becomes more dense \[20]. However, cell cycle dwell times of MDCK cells were shown to depend more on cell tension than the local density \[22], and stretching a tissue that is proliferating slowly can induce rapid cell division \[112]. Moreover, the orientation of the cell division axis orients in the direction of maximum tension \[113]. Together, we see that the timing and orientation of cell divisions are coordinated in a way that allows the release of mechanical stress.

2.2.5 Boundary condition: free edge

It has been said that “Epithelial sheets abhor a free edge \[114],” and indeed, epithelia respond to this boundary condition by spreading into the free space. Epithelial spreading is also an important developmental motif \[102], and its similarities to epithelial wound healing means that epithelial spreading and wound healing are generally studied concomitantly. In these ‘wound healing’ assays, a free edge is introduced to a confluent epithelium in primarily one of two approaches \[115] (Fig. 2.8). In the first approach, an epithelial sheet is scratched with a scalpel or injured in some other way, which of course causes cell death, matrix damage, and many other complicating factors \[116]. The second approach involves culturing an epithelium against a barrier and removing the barrier \[5], which isolates the effect of the free edge introduction and is a major strategy for our experimental work here.
Figure 2.8: Wound healing assays. (a) A barrier limits epithelial expansion (top), and upon removal (middle) the tissue will spread and flatten (bottom). (b) Scratch assays create debris from cell damage and remove matrix proteins from the dish surface, complicating and slowing the tissue expansion process [117]. Created with Biorender.com.

From these wound healing assays, two complementary methods for epithelial closure have been described. The first, called ‘purse string’ closure (see Fig. 2.9), only occurs in regions of high negative curvature (very small wounds). In these regions, a multicellular actomyosin ring forms around the perimeter of the wound, contracting via myosin motors to bring the edges inward to a single point [118]. The second mechanism, which we will focus on here, involves outward motion of the epithelial sheet edge via active migration, which is also the mechanism for epithelial spreading.

When the edge of an epithelium advances during epithelial spreading, ‘leader cells’ with pronounced lamellipodia emerge along the edge, heading regions of increased motility that cause the perimeter of the tissue to become ruffled. Cells behind the leading edge “select” the leader by building up stress behind it [19], so predefining tissue geometry can preferentially induce leader cell formation where the tissue assumes high positive curvature and, as a result, higher stress [119]. Leaders cells would be
unlikely to form in regions of high negative curvature, then, where purse string closure is effective \cite{71}. Before it was realized that cells well behind the leading edge contribute forces to cell migration \cite{32}, the striking morphology of leader cells seemed to indicate that the leaders simply dragged follower cells along. Instead, leader cells have been shown to organize cell migration by localizing signaling molecules to the leading edge of the tissue \cite{120} and initiating traveling waves of signaling and mechanical deformation that propagate into the tissue bulk.

Traveling waves of cell signaling are especially dramatic after a destructive event such as a scratch assay, where waves of intracellular calcium levels \cite{121}, factors effecting cytoskeletal rigidity \cite{116}, and Erk signaling \cite{122} travel backward rapidly from the leading edge and dissipate within several minutes. In the case of Erk signalling, an important enzyme for equipping myosin motors for cell migration, the fast propagation is followed by a slower, sustained backward wave that accompanies contraction-dependent mobilization of cells behind the leading edge \cite{122,124}. A model of tissue expansion that couples the concentration of contractile actin with strain is sufficient for reproducing the experimental results and also provides a mechanism for supporting traveling waves in systems lacking inertia \cite{125}.
Overall, we see that the boundary condition of a free edge induces the epithelial response of closing gaps; next we will examine the migratory response to geometric confinement, where the edges of a tissue do not have accessible ECM on which to adhere.

2.2.6 Boundary condition: 2D and 3D confinement

Geometric perturbations via selective protein patterning have been one of the most common experimental perturbations in biophysical studies of cells and tissues since it was discovered that changing the shape and area of cell-scale adhesive regions on a substrate determined whether the individual cells adhered to them lived or died [126]. This strategy for introducing geometry involves patterning separate regions of a 2D substrate using adhesive and non-adhesive proteins. The non-adhesive regions do not support focal adhesion attachment, so single cells or cells within tissues cannot migrate onto them using cell-ECM forces [127] (Fig. 2.10).

This 2D geometric confinement can enhance the ability of cells to align their motions with one another by restricting the migratory degrees of freedom. For example, confinement of MDCKS cells within 1D looped, narrow tracks can produce trains of thousands of migrating cells [40], where the single-cell wide tissue of sorts “chases its own tail” [40] (Fig. 2.11). Confinement of circular tissues within adhesive patches smaller than the velocity-velocity correlation length (about 10 cells) induces coherent rotation, while adhesive circles larger than the correlation length do not [128]. Epithelial tissue rotations have emerged as an important developmental motif, being necessary for aligning actin bundles [129] and elongating the egg chamber [130] in drosophila as well as forming spherical structures in glandular tissues [131]. Smaller vortices within MDCK tissues on the scale of 2-3 cells arise natively with [38] and without confinement [132] and have been shown to be caused by cell divisions, but
Figure 2.10: Confinement within 2D or 3D boundaries. (a) A barrier limits epithelial expansion (top), and upon removal (bottom) the tissue will spread and flatten. (b) Proteins from the cell media will adsorb onto an uncoated dish, so regions must be patterned with non-adhesive and adhesive proteins selectively to confine migration within regions of interest (top). The tissue will continue to divide without expanding, so its cell density will necessarily increase if there is no cell death or extrusion (bottom). Created with Biorender.com. (c) Example of a tissue migrating through a 2D “microchannel.”

Collective rotations of a larger scale in unconfined settings have not been observed in cohesive tissues before the work presented here in Chapter 3.

Confinement by 3D structures can also have a strong effect on collective cell migration, in phenomena generally referred to as contact guidance. Nanoscale features initiate contact guidance by aligning the nanoscale cytoskeletal fibers within the cell膜[133], a process that is relevant in directional cancer migration[134]. At the tissue-scale, confinement of cohesive tissues within tubes[135] or around cylindrical structures[136] also changes migration speeds and cytoskeletal organization. In general, mechanical barriers become the source of mechanical waves just like those originating from a migrating free edge[41], and the presence of a 3D barrier wall at the edge of a tissue increases migration speed at the edge and orients it parallel to the wall[137]. Interestingly, coating the barrier wall with the cell-cell adhesion protein E-cadherin reverses this effect, mimicking the self-healing process[137].
Overall, we see that bulk tissue has native migratory and proliferative behaviors that can be strongly effected by the local boundary conditions. In the next Chapter, we will examine how the behavior of bulk tissue decouples from the edge region in a size-dependent manner.
Chapter 3

Epithelial expansion

3.1 Introduction

Since Virchow’s [13] and Ambercrombie’s [15] writings in the 19th and 20th centuries, concerted interdisciplinary effort has been brought to bear on understanding how cell-cell interactions give rise to the complex collective behaviors driving so many crucial biological processes. One of the most foundational collective behaviors is collective cell migration—the directed, coordinated motion of cellular ensembles present during critical times of development, regeneration, and disease [102]. Given this importance, considerable effort spanning biology, engineering, and physics has been directed towards understanding how local cellular interactions can give rise to globally coordinated motions [138, 139].

One of the most foundational collective behaviors is collective cell migration—the directed, coordinated motion of cellular ensembles that enables phenomena such as gastrulation, wound healing, and tumor invasion [102]. Given this importance, considerable effort spanning biology, engineering, and physics has been directed towards understanding how local cellular interactions can give rise to globally coordinated motions [138, 139].
Studies of collective cell migration are most often performed using epithelial tissues due to their fundamental role in multicellular organisms and strong cell-cell adhesion, which in turn gives rise to elegant, cohesive motion. Moreover, given that epithelia naturally form surfaces in vivo, studying epithelial layers in vitro has a physiological basis that can inform our understanding of processes such as healing [5], envelopment [140], and boundary formation [141]. These features have made epithelia both the gold standard in collective cell migration studies, and one of the most well-studied models for biological collective behaviors.

Due to the complexity of collective behaviors, much effort has gone towards reductionist assays that restrict degrees of freedom and ensemble size to simplify analysis and interpretation. One such approach is to confine a tissue within predefined boundaries using micropatterning to create adhesive and non-adhesive regions [128, 142–146]. Such confinement mimics certain in vivo contexts such as constrained tumors as well as aspects of compartmentalization during morphogenesis [147]. Alternately, many studies have explored the expansion of tissues that initially grow into confluence within confinement but are later allowed to migrate into free space upon removal of a barrier. A popular assay of this type relies on rectangular strips of tissue that are allowed to expand in one or both directions [5, 22, 32, 36, 100, 111, 124, 148, 149], where averaging along the length of the strip can reveal coordinated population-level behaviors such as complex migration patterns, non-uniform traction force fields, and traveling mechanical waves. Other studies have focused on the isotropic expansion of micro-scale (< 500 µm diameter) circular tissues using the barrier stencil technique [150] as well as photoswitchable substrates [35]. Still more work has explored approaches to induce directional migration, from geometric cues to applied electric fields [39, 151].

In contrast to micro-scale confinement assays, other work has focused on large, freely-expanding tissues of uncontrolled initial size and shape, which grow from either
single cells \cite{20} \cite{152} or cell-containing droplets \cite{153} \cite{154}. Related experiments track long-term growth of cell colonies via images taken once per day over several days, but this low temporal resolution cannot access timescales over which migration is important \cite{152} \cite{155}. Thus, there is still a lack of assays to study long-term expansion and growth of large-scale tissues with precisely-controlled initial conditions, especially initial tissue size, shape, and density.

To address this gap, we leveraged bench-top tissue patterning \cite{5} \cite{137} to precisely pattern macro-scale circular epithelia of two sizes (>1 mm in diameter) and performed long-term, high frequency, time-lapse imaging after release of a barrier. To elucidate the consequences of size effects on the tissue, we tracked every cell, relating the overall expansion kinetics to cell migration speed, cell density, and cell-cycle dynamics. We find that, whereas the tissue edge dynamics is independent of the initial conditions, the tissue bulk exhibits size-dependent patterns of cell proliferation and migration, including large-scale vortices accompanied by dynamic density profiles. Together, these data comprise the first comprehensive study of macro-scale, long-term epithelial expansion, and our findings demonstrate the importance of exploring collective cell migration across a wider range of contexts, scales, and constraints.

### 3.2 Materials and Methods

#### 3.2.1 Cell culture

All experiments were performed with MDCK-II cells expressing the FUCCI cell-cycle marker system as received from: \cite{21}. After treatment with Mycoplasma Removal Agent (MPI Biological), cells tested negative for mycoplasma (MycoProbe, R&D Systems). We cultured cells in MDCK media consisting of low-glucose (1 g/L) DMEM with phenol red (Gibco, USA), 1 g/L sodium bicarbonate, 1% strepto-
mycin/penicillin, and 10% FBS (Atlanta Biological, USA). Cells were maintained at 37°C and 5% CO₂ in humidified air.

### 3.2.2 Tissue patterning

We coated tissue-culture plastic dishes (BD Falcon, USA) with type-IV collagen (MiliporeSigma, USA) by incubating 150 µL of 50 µg/mL collagen on the dish under a glass coverslip for 30 minutes at 37°C, washing 3 times with deionized distilled water (DI), and allowing the dish to air-dry. We then fabricated silicone stencils with cutouts of desired shape and size and transferred the stencils to the collagen coated surface of the dishes. Stencils were cut from 250 µm thick silicone (Bisco HT-6240, Stockwell Elastomers) using a Silhouette Cameo vinyl cutter (Silhouette, USA). We then seeded the individual stencils with cells suspended in media at 1000 cells/mL. Suspended cells were concentrated at ∼ 2.25 × 10⁶ cells/mL and pipetted into the stencils at the appropriate volume. Care was taken not to disturb the collagen coating with the pipette tip. To allow attachment of cells to the collagen matrix, we incubated the cells in the stencils for 30 minutes in a humidified chamber before flooding the dish with media. We then incubated the cells for an additional 18 hours to allow the cells to form monolayers in the stencils, after which the stencils were removed with tweezers. Imaging began 30 minutes after stencil removal, while cells were still actively cycling (Fig. 3.1). Media without phenol red was used throughout seeding and imaging to reduce background signal during fluorescence imaging.

### 3.2.3 Live-cell Time-lapse Imaging

All imaging was performed with a 4X phase contrast objective on an automated, inverted Nikon Ti2 with environmental control (37°C and humidified 5% CO₂) using NIS Elements software and a Nikon Qi2 CMOS camera. Phase contrast images were captured every 20 minutes, while RFP/GFP channels were captured every 60 minutes.
Figure 3.1: Actively cycling cells at experimental start. Cell cycle is well mixed at t0 for small (a) and large (b) tissues. Magenta cells are those in G0-G1-S phases of the cell cycle while green cells are those in S-G2-M phases.

at 25% lamp power (Sola SE, Lumencor, USA) and 500 ms exposure time. No phototoxicity was observed under these conditions for up to 48 hrs. Final images were composited from 4x4 montages of each dish using NIS Elements.

3.2.4 Tissue edge radial velocity

Tissues were segmented to make binary masks using a custom MATLAB (Mathworks) script. Tissue edge radial velocity was measured from the binary masks within more than 200 discrete sectors of the tissue; the edge radial velocity of all sectors were averaged to arrive at the tissue average edge radial velocity. Radial velocity at each sector was calculated for each timepoint as the rate of change of the average extent of the boundary pixels of the sector, utilized a rolling average of 3 timepoints (1 h) to account for capture phase offsets resulting from capturing phase and fluorescence images at different frequencies. Sectors originated from the center of each tissue at
the initial timepoint and were $\sim 20 \mu m$ wide at the edge of the tissue at the starting point.

### 3.2.5 Cell counts

The FUCCI system contains a period after M-phase where cells go dark, making FUCCI unreliable for cell counting. Instead, we developed and trained a convolutional neural network to reproduce nuclei from 4X phase contrast images using our in-house Fluorescence Reconstruction Microscopy tool [156]. The output of this neural network was then segmented in ImageJ to determine nuclei footprints and centroids.

### 3.2.6 Tissue PIV and density measurements

Tissue velocity vector fields were calculated from 2x2 resized phase contrast image sequences using the free MATLAB package PIVLab [157] with the FFT window deformation algorithm. We used a 1st pass window size of 64×64 pixels and second pass of 32×32 pixels, with 50% pixel overlaps. This resulted in a $115 \times 115 \, \mu m$ window. The window size was chosen to be smaller than the velocity-velocity correlation length but large enough to enable fast computation of PIV fields for many tissues.

Local density was also calculated for each PIV window by counting the number of approximate nucleus centroids in that window. Data from PIV was smoothed in time with a moving average of 3 time points centered at each timepoint as before.

### 3.2.7 Average kymographs

First, we constructed kymographs for individual tissues using distance from the tissue center as the spatial index for each measurement window corresponding to a kymograph pixel. We did not plot kymograph pixels for which more than 95% of the
measurements at that distance were beyond the tissue footprint. We then averaged the individual tissue kymographs, aligning by the centers.

3.2.8 Cell density simulation

To test whether the observed spatiotemporal evolution of density $\rho(r,t)$ could be explained by flow of material (rather than divisions, extrusions, and cell death), we solved the continuity equation for a homogenous tissue in a circular geometry with spatiotemporal evolution of average radial velocity $v_r(r,t)$ as measured from PIV in experiments (Fig. 3.7b). The continuity equation is

$$\frac{\partial \rho}{\partial t} = -\nabla \cdot j + k_0 \rho,$$  \hspace{1cm} (3.2.1)

where a homogeneous cell proliferation rate $k_0 = 1.04 h^{-1}$ is assumed throughout the tissue, which corresponds to the cell doubling time of 16 h. The current density is $j = \rho v_r - D \nabla \rho$, where we included a diffusion term with a small diffusion constant $D = 0.22 \text{mm}^2/\text{h}$ for numerical stability.

The continuity equation (3.2.1) was discretized using the finite volume method, which is briefly summarized below. The tissue domain was divided into an inner circle $\Omega_0$ of radius $r_{1/2} = \frac{1}{2} \Delta r$ and circular annuli $\Omega_i$ with inner radii $r_{i-1/2} = (i - \frac{1}{2}) \Delta r$ and outer radii $r_{i+1/2} = (i + \frac{1}{2}) \Delta r$, respectively, where $i = 1, 2, 3, \ldots$ and $\Delta r = 115 \mu m$ corresponds to the width of 1 window in the PIV analysis (see Fig. 3.2). The continuity equation (3.2.1) was then integrated over the inner circle $\Omega_0$ and circular annuli $\Omega_i$ as

$$\frac{1}{A_0} \int_{0}^{r_{1/2}} (2\pi r dr) \frac{\partial \rho}{\partial t} = \frac{1}{A_0} \int_{0}^{r_{1/2}} (2\pi r dr) [ - \nabla \cdot j + k_0 \rho ],$$  \hspace{1cm} (3.2.2a)

$$\frac{1}{A_i} \int_{r_{i-1/2}}^{r_{i+1/2}} (2\pi r dr) \frac{\partial \rho}{\partial t} = \frac{1}{A_i} \int_{r_{i-1/2}}^{r_{i+1/2}} (2\pi r dr) [ - \nabla \cdot j + k_0 \rho ],$$  \hspace{1cm} (3.2.2b)
where $A_0 = \pi r_{1/2}^2$ is the area of the inner circle $\Omega_0$ and $A_i = \pi r_{i+1/2}^2 - \pi r_{i-1/2}^2$ is the area of the circular annulus $\Omega_i$. The integrals in equation (3.2.2) can be approximated as

\[
\frac{\partial \rho(0, t)}{\partial t} = -\frac{2\pi}{A_0} r_{1/2} j(r_{1/2}, t) + k_0 \rho(0, t), \tag{3.2.3a}
\]
\[
\frac{\partial \rho(r_i, t)}{\partial t} = -\frac{2\pi}{A_i} [r_{i+1/2} j(r_{i+1/2}, t) - r_{i-1/2} j(r_{i-1/2}, t)] + k_0 \rho(r_i, t). \tag{3.2.3b}
\]

Here, density profiles $\rho(r_i, t)$ are evaluated at $r_i = i \Delta r$ for all $i = 0, 1, 2, \ldots$. Current densities are evaluated as $j(r_{i+1/2}, t) = \rho(r_{i+1/2}, t)v_r(r_{i+1/2}, t) - D[\rho(r_{i+1}, t) - \rho(r_i, t)]/\Delta r$ for all $i = 0, 1, 2, \ldots$, where $\rho(r_{i+1/2}, t) = [\rho(r_i, t) + \rho(r_{i+1}, t)]/2$ and $v_r(r_{i+1/2}, t) = [v_r(r_i, t) + v_r(r_{i+1}, t)]/2$ (see Fig. 3.2). Density profiles $\rho(r_i, t)$ were then obtained by integrating equation (3.2.3) with the forward Euler method using a time step $\Delta t = 20$ min to align with experimental data collection of radial velocity profiles $v_r(r, t)$ from Fig. 3.7b. The initial conditions were $\rho(r_i, 0) = 2700$ cells/mm$^2$ for $r_i < r_{tissue}$ and $\rho(r_i, 0) = 0$ cells/mm$^2$ for $r_i > r_{tissue}$, where $r_{tissue}$ is the radius of tissue at the beginning of experiment. For comparison with experimental data (see Fig. 3.12), we thresholded the kymographs of simulated density at 100 cells/mm$^2$, which corresponds to much lower density than a confluent tissue.
3.2.9 Cell cycle analysis

The Fucci system consists of an RFP and GFP fused to proteins Cdt1 and Geminin, respectively [159]. Cdt1 levels are high during G1 and low during the rest of the cell cycle, while Geminin levels are high during the S, G2, and M phases [21, 159]. After capturing the appropriate fluorescence images, preprocessing was implemented identically for GFP and RFP channels to normalize channel histograms. To determine local cell cycle fraction, we determined the median value of RFP and GFP signal for each cell nucleus and manually selected thresholds for RFP and GFP signals separately to classify cell cycle for each cell as G0-G1-S (RFP above threshold), S-G2-M (RFP below threshold and GFP above threshold), or postmitotic (RFP and GFP below threshold). Local cell cycle fraction of each state could then be easily computed for each PIV pixel. Note that S phase (both RFP and GFP signals above threshold) did not prove to be a reliable feature for segmentation.

3.3 Results

3.3.1 Expansion of millimeter-scale epithelia of different sizes and shapes

We began by characterizing the overall expansion and growth of tissues with the same cell density but different initial diameters of 1.7 mm and 3.4 mm (a 4X difference in area, with tissues hereafter referred to as either “small” or “large”), using an MDCK cell line stably expressing the 2-color FUCCI cell-cycle marker [21, 22, 154, 159, 160]. We patterned the tissues by culturing cells in small and large circular silicone stencils for ∼18 hrs [5, 137], whereupon stencils were removed and tissues were allowed to freely expand for 46 h (Fig. 3.3a, Supplementary Video 1), while images were collected at 20 minute intervals using automated microscopy (see Materials and Methods). Our
cell seeding conditions and incubation period were deliberately tuned to ensure that
the stencils did not induce contact inhibition of proliferation prior to stencil removal
(checking FUCCI to ensure the tissue was not arrested in G1, see Materials and
Methods and Fig. 3.1). Upon stencil removal, tissues expanded while maintaining
their overall circular shape throughout the 2-day experiment. Unless otherwise noted,
cell density at stencil removal was \( \sim 2700 \text{ cells/mm}^2 \), a value consistent with active
and growing confluent MDCK epithelia [21] 22.

First, we measured relative areal increase (Fig. 3.3b) and relative cell number
increase (Fig. 3.3b inset) of small and large tissues. By 46 h, small and large tissues
had increased in area by 6.4X and 3.3X, respectively, while cell number increased by
9.2X and 5.5X, respectively. Since proliferation outpaces area expansion in long-term
growth, average tissue density increased by the end of the experiment. The evolution
of average tissue density was more complex, however, as small tissues experienced
a density decrease from 4-12 h while large tissues exhibited a monotonic increase in
cell density (Fig. 3.3c). Accordingly, at any given time after stencil removal, large
tissues had a higher density than small tissues. Non-monotonic density evolution has
been observed in thin epithelial strips [5] and likely arises from competition between
migration and proliferation dynamics, which we discuss later.

We then related area expansion to the kinematics of the tissue edge. To quantify
edge motion, we calculated the average radial velocity of the tissue boundary, \( v_r(t) \), at
1 hr intervals over 46 hrs (Materials and Methods). We found that \( v_r \) is independent
of both tissue size and a wide range of initial cell densities, in all cases reaching
\( \sim 30 \mu\text{m/h} \) after \( \sim 16 \text{ h} \) (Fig. 3.3d). Before reaching this constant edge velocity,
\( v_r \) ramps up during the first 8 h after stencil removal, and, notably, overshoots its
long-time value by almost 30%. We hypothesize that the overshoot is due to the
formation of fast multicellular finger-like protrusions that emerge at the tissue edge
in the early stages of expansion and then diminish (Fig. 3.4a). Indeed, the peak in
Figure 3.3: Expansion dynamics of millimeter-size cell monolayers. (a) Footprint throughout 46 h expansion period of representative small (left) and large (right) circular tissues, with the tissue outlines drawn at 4 h increments. Initial diameters were 1.7 mm and 3.4 mm. (b) Small circles exhibit faster relative area, $A(t)/A_0$, increase than large circles, where $A_0$ and $A(t)$ are the areas of tissues at the beginning of the experiment and at time $t$, respectively. Purple points show the data from small tissues using the time $t_0 = 30$ h when they reached the size of the large circles. Inset: Relative proliferation $N(t)/N(0)$ for small and large tissues. (c) Average tissue density $\rho(t) = N(t)/A(t)$, where $N(t)$ is the number of cells in a tissue at time $t$. (d) Edge radial velocity $v_r$. We grouped initial cell densities as $\rho_1 = [2350, 3050]$ cells/mm$^2$, $\rho_2 = [1650, 2350]$ cells/mm$^2$, and $\rho_3 = [1300, 1650]$ cells/mm$^2$. (e) Experimental data on tissue shape and model fits with $v_n \approx 29.5$ $\mu$m/h for all tissues, yielding normalized $\chi^2$ values of 0.79, 0.13, and 0.06 for aspect ratios of 8, 4, and 1 respectively, calculated as $\frac{1}{N} \sum_{i=1}^{N} \left( \frac{u_i - \mu_i}{\sigma_i} \right)^2$, where $N$ is the number of time-points in the curve, $u_i$ are the model predictions, and $\mu_i$ and $\sigma_i$ are the mean and standard deviation of the measured values, respectively. With these definitions, a fit with $\chi^2 < 1$ is good. Shaded regions correspond to standard deviations.
Figure 3.4: Evolution of tissue edge roughness. (a) Representative time series of tissue edge morphology, which shows an increase in edge roughness from 0-8 h followed by decrease from 12 h on. (b) Quantifying edge roughness as the standard deviation of the boundary radius of 1mm sectors, we see that the dynamics of edge roughness follow the dynamics of $v_n$ from Fig. 3.3d).

edge roughness occurs at the same time as the peak in $v_r$ (Fig. 3.4b). This hypothesis is further supported by a recent model showing that edge acceleration (as observed during the first 8 h in Fig. 3.3d) leads to finger formation. It is remarkable that the edge radial velocity $v_r(t)$ is independent of the initial tissue size and density, especially considering that cell density evolution shows opposite trends at early stages of expansion for small and large tissues (Fig. 3.3c). This observation suggests that the early stages of epithelial expansion are primarily driven by cell migration rather than proliferation or density-dependent decompression and cell spreading.

The observation that $v_r$ is independent of tissue size ought to explain why small tissues have faster relative area expansions than large tissues. We hypothesized that the relation between tissue size and areal increase could be attributed primarily to the perimeter-to-area ratio. Assuming a constant edge velocity $v_n$ normal to the tissue boundary, the tissue area increases as $dA = P v_n dt$, where $P$ is the perimeter of tissue and $dt$ is a small time interval. Thus, the relative area increase $dA/A = (P/A) v_n dt$ scales as the perimeter-to-area ratio, which is inversely proportional to the radius for circular tissues, so the relative area increases faster for smaller tissues (Fig. 3.3b).
To verify that the perimeter-to-area ratio is proportional to the relative area increase, we analyzed elliptical tissues with the same area and cell density but different perimeters. Increasing the perimeter-to-area ratio of a tissue by increasing its aspect ratio indeed leads to faster relative area expansion (Fig. 3.3c). A simple, edge-driven expansion model with linear increase of the tissue major and minor axes predicts $A(t)/A(0) = (a + v_nt)(b + v_nt)/(ab)$, where $a$ and $b$ are the initial major and minor axes of the tissue. This model fits our data well assuming the same edge speed $v_n \simeq 29.5 \mu m/h$ for all tissues (Fig. 3.3e). This observation suggests that edge speed is mostly independent of edge curvature. However, we measure a smaller edge speed at the major axes of ellipses, which are high-curvature points with radius of curvature $r_c \lesssim 0.75 \text{ mm}$ (Fig. 3.5). Such high curvatures are concentrated around the major axes of our elliptical tissues. However, most of the tissue edge has a smaller curvature, and therefore advances at a curvature-independent speed. Further, the slower $v_n$ at the tip actually causes high curvature regions to blunt over time. As a result, our model with a single edge speed $v_n \simeq 29.5 \mu m/h$ is sufficient to capture the area expansion of both circular and elliptical tissues (Fig. 3.3e).

Together, our findings demonstrate that epithelial shape and size determine area expansion dynamics via the perimeter-to-area ratio. This relationship results from the fact that tissues exhibit a constant, size-independent, migration-driven edge speed normal to tissue boundary. Since initial tissue size does not affect boundary dynamics, but does impact the relative growth and expansion of the tissue, we hypothesize that cells in the tissue bulk exhibit tissue size-dependent behaviors.

### 3.3.2 Spatiotemporal dynamics of migration speed and radial velocity

Having demonstrated the role of the boundary in the expansion of large-scale epithelia, we sought to relate tissue areal expansion rate to internal collective cell migration
Figure 3.5: Normal edge velocity $v_n$ of elliptical tissues at the major and minor axes. (a) Elliptical tissues spread with different normal velocities along their major and minor axes. Data are from elliptical tissues with the same initial area than small circular tissues. (b) Normal expansion velocity is roughly independent of the local radius of curvature $r_c$ of the tissue edge for large radii of curvature. For radii of curvature smaller than $\sim 1$ mm, the normal velocity decreases with decreasing $r_c$. This plot includes data both from circular tissues and from the major and minor axes of elliptical tissues, excluding the first 16 hours of expansion to eliminate any affects from initial front acceleration. Curvature at the major and minor axes of growing tissues was approximated at each time-point by fitting an ellipse to the tissue footprint and taking the radius of curvature at the minor and major axes as $b^2/a$ and $a^2/b$, respectively, where $a$ is the major semi-axis length and $b$ is the minor semi-axis length.

dynamics. We used Particle-Image-Velocimetry (PIV, Materials and Methods) to obtain flow fields describing cell migration within freely expanding epithelia [5, 111, 151, 162, 163]. We constructed kymographs (Materials and Methods) to display the full spatiotemporal flow patterns of the tissue [100, 124], averaging over the angular direction (Fig. 3.6) and over 16 tissues (Fig. 3.7a,b). We also separately show time evolution (Fig. 3.7c) and spatial profiles (Fig. 3.7d) of speed and radial velocity to compare small and large tissues.

Kymographs of speed and radial velocity reveal the existence of an edge region of fast, outward, radial cell motion (Fig. 3.7a,b), with speeds similar to the radial edge velocity reported in Fig. 3.3d. Up to $\sim 500 \mu$m from the tissue edge, the speed and
Figure 3.6: Representative kymographs and heatmaps for speed and radial velocity. (a-d) Dashed lines indicate timepoint of 36 h to which heatmaps correspond. Kymographs and heatmaps in each column are from the same representative tissue.

Radial velocity profiles are practically identical for small and large tissues (Fig. 3.7d), showing that cell motion near the tissue edge is independent of tissue size.

The tissue centers, in contrast, exhibit size-dependent behaviors. For both small and large tissues, a wave front of cell speed and radial velocity propagates toward the tissue centers at $\sim 90 \mu m/h$ (Fig. 3.7a and b, dashed lines). This is approximately 3X faster than the tissue edge speed, consistent with previously described waves of strain rate in cell monolayers [124]. Soon after the wave of radial velocity reaches the center, it retreats, leaving a region of low radial velocity that increases in extent in the center of both small and large tissues (Fig. 3.7b). This decrease of radial velocity is accompanied by a reduction in cell speed in the center of large tissues but not in small tissues, in which cell speed remains high until 36 h (Fig. 3.7a, 3.7c Bottom). We examine the behavior of this high-speed but low-radial-velocity central region of small tissues in the next section.
Figure 3.7: Speed and radial velocity in inner and outer tissue zones. (a,b) Average kymographs of (a) speed and (b) radial velocity \( v_r \) throughout expansion for small (left) and large (right) tissues. (c) Evolution of the average speed of boundary (top) and center (bottom) zones, defined as regions extending \( \sim 200 \mu \text{m} \) from the tissue center and tissue edge, respectively. This width of the zones corresponds approximately to the velocity-velocity correlation length for MDCK cells [111]. (d) Profiles of speed (top) and radial velocity (bottom) at 36 h, from the edge of the tissue inwards. Arrows indicate that the tissues are indexed from the edge of the tissue inwards. Speed and radial velocity profiles of large and small tissues match closely for the first 500 \( \mu \text{m} \) from the tissue edge. The average difference between the profiles in this zone is 0.39 \( \mu \text{m/h} \) (speed) and 0.27 \( \mu \text{m/h} \) (radial velocity), respectively, while the smallest standard deviation for any point in either profile is 0.56 \( \mu \text{m/h} \).
3.3.3 Emergence of large-scale vortices

The propagation of low radial velocity out from the center of small tissues coincides with the formation and expansion of a millimeter-scale, persistent vortex (see Fig. 3.8a, Supplementary Video 1). These large vortices are observed in both small and large tissues, but they only reach tissue-spanning sizes in small tissues.

To visualize the form and scale of these vortices, we tracked individual cell motion and colored cell trajectories according to their orientation [165] for a representative small and large tissue tissue (Fig. 3.8a-b). The vortex period was most apparent from 20-40 h in small tissues and can also be detected in 0-20 h in large tissues. During the vortex period in small tissues, cell trajectories are primarily radial in the boundary zone, but mainly tangential in the entire central zone (Fig. 3.8c). To understand the emergence of the vortices, we build on a continuum physical model of tissue spreading that describes the cell monolayer as a two-dimensional compressible active polar fluid [83, 144, 161]. Consistent with our velocity measurements (Fig. 3.7c), we assume that cells at the edge zone are radially polarized and motile, whereas cells in the bulk of the tissue are unpolarized and non-motile. We describe cell polarization at a coarse-grained level via a polarity field \( p \) that obeys the following dynamics [138]:

\[
\frac{\partial}{\partial t} p = \frac{h}{\gamma} + n_s v. \tag{3.3.1}
\]

Here, \( \gamma \) is the rotational viscosity that damps polarity changes. Respectively, \( h = -a p + K \nabla^2 p \) is the so-called molecular field that governs polarity relaxation: the first term drives the polarity to zero, and the second term opposes spatial variation of the polarity field. As a result of these terms, the radial polarity at the tissue edge decays over a length scale \( L_c = \sqrt{K/a} \) into the tissue bulk.

With respect to previous models of tissue spreading, we add the last term in Eq. 3.3.1 which couples the polarity to the tissue velocity field \( v \). This coupling
is a generic property of active polar fluids interacting with a substrate\textsuperscript{166–169}. Previous works in agent-based models showed that similar polarity-velocity alignment interactions\textsuperscript{138} can lead to waves\textsuperscript{146}, flocking transitions\textsuperscript{170,174}, and vortical flows\textsuperscript{175–180} in small, confined, and polarized tissues. Here, using a continuum model, we propose that cell polarity not only aligns with but is also generated by
tissue flow, and we ask whether this polarity-velocity coupling can lead to large-scale spontaneous flows in the unpolarized bulk of unconfined tissues.

To determine the flow field $\mathbf{v}$, we impose a balance between internal viscous stresses in the tissue, with viscosity $\eta$, and external cell-substrate forces, including viscous friction with coefficient $\xi$, active traction forces with coefficient $T_a$, and the cell-substrate forces associated with the polarity-velocity coupling $\nu_s$:

$$\eta \nabla^2 \mathbf{v} = \xi \mathbf{v} - T_a \mathbf{p} - \nu_s \mathbf{h}. \quad (3.3.2)$$

This force balance predicts that even if cell polarity, and hence active traction forces, are localized to a narrow boundary layer of width $L_c \sim 50 \mu m$ [83, 144], cell flow can penetrate a length $\sim \lambda = \sqrt{\eta/\xi}$ into the tissue. Based on our measurements (Fig. 3.7d), we estimate $\lambda \sim 0.5 - 1 \text{ mm}$, which is larger than the velocity correlation length of $\sim 200 \mu m$ in the tissue bulk [111].

A linear stability analysis of Eqs. 3.3.1 and 3.3.2 shows that perturbations of wave number $q$ around the quiescent ($\mathbf{v} = 0$) and unpolarized ($\mathbf{p} = 0$) state grow with a rate

$$\Omega(q) = -\frac{a}{\gamma} (1 + L_c^2 q^2) + \frac{T_a \nu_s - a \nu_s^2 (1 + L_c^2 q^2)}{\xi (1 + \lambda^2 q^2)}. \quad (3.3.3)$$

This result shows that, if $T_a \nu_s > a (\xi/\gamma + \nu_s^2)$, the unpolarized state of an active polar fluid described by Eqs. 3.3.1 and 3.3.2 is unstable ($\Omega > 0$) to perturbations of wavelength longer than a critical value $2\pi/q_c$ given by $\Omega(q_c) = 0$ (Fig. 3.8d).

This analysis suggests that, for tissues larger than this critical value $\sim 2\pi/q_c$, the quiescent tissue bulk becomes unstable and starts to flow spontaneously at large scales, consistent with the emergence of large-scale vortices. The mechanism of this instability is the positive feedback between flow-induced cell polarization and the flows due to migration of polarized cells. Previous studies, which considered smaller tissues, have not been shown to feature such large-scale rotations. This may be
Figure 3.9: Vortex evolution. (a) Average kymographs of vorticity show that the vortex in small tissues appears in the center and expands to >1 mm (n = 16), while vorticity in large tissues is present only during the early stages of tissue expansion (n = 16). The black bars indicate a characteristic vortex size. (b) Characteristic vortex size (marker size), time (horizontal axis), and intensity (vertical axis) of each tissue’s maximal vortex intensity. Small tissue vortices are generally more intense, with p < 0.0001 calculated using a two-tailed Mann-Whitney U test. (c) For small tissues, the time of maximal vortex intensity decreases with the initial cell density.

because they lie below the predicted critical size of the order of millimeters. Here, we do not consider tissues at sizes below this threshold, so further study is necessary to explicitly test this size-dependent prediction of the model.

3.3.4 Vortex kinematics

To quantify the kinematics of the large-scale vortical flows, we obtained the vorticity field $\omega(r,t) = \nabla \times v(r,t)$. Before averaging over tissues, we took the dominant
Figure 3.10: Vortex enstrophy. (a) From left to right, enstrophy kymographs of small tissues for decreasing starting density. $\rho_1 > \rho_2 > \rho_3$ ($2350 < \rho_1 < 3050$ cells/mm$^2$, $1650 < \rho_2 < 2350$ cells/mm$^2$, and $\rho_3 < 1650$ cells/mm$^2$). Decreasing starting density clearly delays the onset of high power, long wavelength (small wavevector) vorticity. Small tissue enstrophy peaks at a wavevector of $\sim 3.14$ mm$^{-1}$, which corresponds to a wavelength of 2 mm. Data from $n=16$ tissues for $\rho = \rho_1$ (left); $n=13$ tissues for $\rho = \rho_2$ (middle); and $n=11$ tissues for $\rho = \rho_3$ (right). (b) Average kymograph of enstrophy for large tissues ($\rho = \rho_1$). The peak at large wavelength is not evident since the vortex is not as prevalent in large tissues.

direction of rotation of each tissue to correspond to positive vorticity. This direction was counterclockwise in 51.5% of tissues and clockwise in 49.5% of tissues, with a sample size of 68. With this convention, the vortex core always has positive vorticity. Accordingly, the outer region of the vortex exhibits negative vorticity (Fig. 3.9a), which corresponds to the counter-rotation that occurs when the central vortical flow transitions to the outer radial flow (Fig. 3.8a, right). We define a characteristic vortex radius as the radial position of the center of the negative-vorticity region, which is $\sim 1$ mm at 36 h in small tissues (Fig. 3.9a, black bars).

To analyze vortex dynamics across different tissues with varying vortex positioning, and to quantitatively capture the onset and strength of vortices, we calculated the enstrophy spectrum $E(q,t) = |\tilde{\omega}(q,t)|^2$, where $\tilde{\omega}(q,t) = \int (dr/A) \omega(r,t)e^{iq \cdot r}$ are the spatial Fourier components of the vorticity field $\omega(r,t)$ [181]. The enstrophy spectrum is the power spectral density of the vorticity field as a function of the wave-vector modulus $q$, and therefore provides a measure of the vortex intensity at a length scale.
The kymographs of the enstrophy spectrum show that most of the vortex’s intensity is found at a characteristic length scale of $\sim 1 - 2$ mm (Fig. 3.10a).

For each tissue, we characterized the maximal vortex strength by the maximum value of $\mathcal{E}(q,t)$ as well as its associated wavelength $2\pi/q$ and time of occurrence. We represented these three quantities on a scatter plot, which shows that vortices in small tissues have generally higher intensity than those in large tissues (Fig. 3.9, Fig. 3.10a,b). Vortices in small tissues are also larger relative to tissue size, since the absolute size of vortices in small and large tissues is similar (Fig. 3.9b). Furthermore, vortex strength peaks several hours later in small tissues than in large tissues (Fig. 3.9b). We hypothesized that this difference is due to large tissues featuring a faster density increase than small tissues (Fig. 3.3c). To test this hypothesis, we varied the initial cell density of small tissues and observed that the time of maximum vortex intensity decreases with increasing density (Fig. 3.9c, Fig. 3.10a). These results prompted us to examine spatiotemporal cell density evolution.

### 3.3.5 Spatiotemporal dynamics of cell density

Given that cell density appears to affect vortex formation and is known to control contact inhibition of locomotion and proliferation [182], we explored the spatiotemporal evolution of cell density. Strikingly, snapshots of small and large tissues reveal that large-scale vortices occur in low-density regions, regardless of location within the tissue (Fig. 3.11a-d). Moreover the highest vorticity magnitudes occur in low density regions in the center of tissues, even though the center of large tissues is predominately high density, especially at 24 h and later (Fig. 3.11e,f). Constructing average kymographs in the same way as for speed, radial velocity, and vorticity, we observe that the vortex region in the center of small tissues is accompanied by an unexpected local density minimum from $\sim 12-36$ h (Fig. 3.12a left). However, given that vortices
Figure 3.11: Large vortices co-occur with regions of low density. (a-d) Regions of high vorticity (red) coincide with regions of low density, even when the large vortices are off-center as in d. (e,f) Low-pass filtered vorticity magnitude vs. local density, colored as distance from the center in small (e) and large (f) tissues. To keep only mm-scale patterns, we applied a Fourier low-pass filter on vorticity fields, retaining only large-scale vorticity fluctuations (with wavelengths longer than 1 mm). We excluded the tissue edge region (500 µm from the boundary) that is outward polarized and does not exhibit vortical flows. Each point in panels (e) and (f) corresponds to a point in the filtered vorticity field, plotted against the cell density in that point.

in large tissues are often off-centered, the low-density region does not appear in their average kymograph of cell density (Fig. 3.12a right).

To investigate the effects of initial conditions, we tracked the density evolution of the center and boundary zones across tissues with different starting densities and sizes, grouping initial densities into 3 ranges as before (Fig. 3.12b and c). As with
Figure 3.12: Spatiotemporal dynamics of cell density during epithelial expansion.
(a) Averaged kymographs of cell density for small (left, n=11) and large (right, n=9) tissues. Small tissues develop a central low-density region that persists more than 20 h. (b-c) Cell density, $\rho$, in the center (b) and edge zone (c) of small and large circles of varying starting density. Center and boundary zones are defined as in Fig. 3.7b. (d) Simulated evolution of cell densities obtained from the numerical solution of the continuity equation using the average radial velocity measurements $v_r(r, t)$ (Fig. 3.7b) and a uniform and constant cell proliferation rate corresponding to a 16 h cell doubling time.
the average density in Fig. 3.3c, the density monotonically increases in large tissues centers but is non-monotonic in small tissues. Notably, the cell density at the center of small tissues of different initial cell densities reach a common minimum during the 16-32 h time period (Fig. 3.12b), which includes the vortex onset time. At the boundary zone, the long-time evolution of the cell density is independent of initial tissue size and density (Fig. 3.12c). This common long-time evolution is reached at about 12 hours (Fig. 3.12d), which coincides with the time at which the edge radial velocity stabilizes upon the overshoot (Fig. 3.3d).

To understand the unexpected transient density decrease at the center of small tissues, we sought to explain it as the result of combined advective transport based on the measured radial flow fields $v_r(r,t)$ and homogeneous cell proliferation at a rate $k(r,t) = k_0$ throughout the tissue. To test this hypothesis, we solved the continuity equation for the cell density field $\rho(r,t)$,

$$\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \mathbf{v}) + k_0 \rho,$$  \hspace{1cm} (3.3.4) 

using the average radial velocity profiles $v_r(r,t)$ measured by PIV (Fig. 3.7d), and a proliferation rate $k_0 = 1.04 \text{ h}^{-1}$, which corresponds to a cell doubling time of 16 h (Materials and Methods). This minimal model recapitulates the major features of the evolving density profiles for both small and large tissues (compare Fig. 3.12d with Fig. 3.12a). Therefore, the unexpected formation of a central low-density region results from the combination of outward tissue flow and proliferation within the colony. However, further research is required to determine the biophysical origin of the non-monotonic density evolution. Moreover, having assumed a density-independent proliferation rate, our model predicts a cell density in the center of large tissues higher than the one measured at the end of the experiment, and it does not quantitatively reproduce the cell density profiles at the edge regions. These discrepancies suggest
that more complex cell proliferation behavior is required to fully recapitulate the density dynamics in expanding cell monolayers.

### 3.3.6 Spatiotemporal dynamics of cell cycle

To better understand how tissue expansion affects cell proliferation, we analyzed the spatiotemporal dynamics of cell-cycle state. Our cells stably express the FUCCI markers, meaning that cells in the G0-G1-S phase of the cell cycle (referred to here as G1) fluoresce in red (shown as magenta), and cells in the S-G2-M phase of the cell cycle (referred to here as G2) fluoresce in green [159]. Additionally, immediately-post-mitotic cells do not fluoresce and appear dark. Small and large tissues are initially well mixed with green and magenta cells, confirming that cells are actively cycling throughout the tissue at the time of stencil removal (see Materials and Methods, Fig. 3.1). During tissue expansion, spatiotemporal patterns of cell-cycling behavior emerge (Fig. 3.13a, Supplementary Video 2).

To quantitatively investigate these cell-cycle patterns, we obtained the local fractions of G1, G2, and post-mitotic cells by evaluating cell cycle state for each cell nucleus (see Materials and Methods). We then overlaid kymographs of the G1 and G2 cell-cycle-state fractions (Fig. 3.13b) and plotted the time evolution of G1, G2, and post-mitotic fractions together (Fig. 3.13c-d). Immediately after stencil removal, we observe a cell division pulse in all tissues, which manifests in a decrease in G2 and increase in post-mitotic fraction (Fig. 3.13c-d). After about 12 h of tissue expansion, the boundary region becomes primarily populated by rapidly-cycling cells (Fig. 3.13b, c), which results in a predominance of cells in this region that either have recently divided (post-mitotic, black) or are likely to divide soon (G2, green). The high numbers of post-mitotic cells indicate that cells in G1 rapidly proceed to mitosis. Given that the edge radial speed overshoots during the first 12h of tissue expansion
Figure 3.13: Coordinated spatiotemporal cell-cycle dynamics. Transition from the G1 (magenta) to the G2 (green) phase of the cell cycle corresponds to DNA replication (during S phase). Subsequently, a cell proceeds to mitosis (M phase, dark), and eventually back to the G1 phase upon cell division. (a) Fluorescence images of the Fucci marker of cell-cycle state at the end of the experiment (46 h) of representative small and large tissues overlaid with nuclei positions (gray). The boundary zone of both tissues has more cells in the G2 than in the G1 phase, along with a substantial proportion of dark cells (inset). (b) Average kymographs (small, n=5; large, n=11) of cell-cycle-state fraction. In small tissues, a G1-dominated transition zone, which appears as a vertical magenta streak from 16 h onward, is interposed between G2-dominated center and edge zones. While the size of small tissues from 30 to 46 h matches that of large tissues from 0 to 16 h (dashed boxes), cell-cycle states between these times are clearly distinct. (c) Fraction of cell-cycle states in the boundary zone. (d) Fraction of cell-cycle states in the center zone. Center and boundary zones are defined as in Fig. 3.7. (e) Scatter plot of density and speed, with color indicating the fraction of cells at G1 and G2, corresponding to each PIV pixel of the final timepoint of a representative small (left) and large (right) tissue.

(Fig. 3.3d), future work is necessary to characterize the effect of cell cycling on edge motion at early stages of expansion.

In the central region of small tissues (Fig. 3.13 left, d left), we observe cell-cycling dynamics similar to the boundary region. Thus, in the tissue-spanning vortex
of small tissues, cells are also rapidly cycling. The fraction of cells in G1 only starts to increase at $\sim 40$ h (Fig. 3.13d left), coinciding with the weakening of the vortex (Fig. 3.9a left). In contrast, the center zone of large tissues undergoes strong cell-cycle arrest at the G1-G2 transition at about 30 h (Fig. 3.13b right, d right), but this also coincides with the weakening of the vortex in large tissues (Fig. 3.9a right). Cells already past G1 at this time continue to division and re-enter G1, evidenced by the steady increase in local fraction of G1 accompanied by a steady decrease in G2 after 30 h. Similar cell-cycle arrests were previously reported both in growing epithelia [21] and in spreading 3D cell aggregates [154]. Before the onset of cell-cycle arrest, the center of large tissues exhibits large-scale coordinated cell-cycling dynamics in the form of anti-phase oscillations, with peaks in G2 fraction accompanied by troughs in G1 fraction (Fig. 3.13b right, d right).

Finally, we sought to link cell-cycle dynamics to the kinematics of tissue expansion by studying correlations between local measurements of cell cycle, cell speed, and cell density (Fig. 3.13e). Here, each point represents one PIV window, with color indicating its average cell-cycle state. As expected, cell speed is negatively correlated with cell density. Further, in large tissues, the cell-cycle state transitions from G1-dominated to G2-dominated when cell density increases above $\sim 5000$ cells/mm$^2$ and cell speed falls below $\sim 12$ $\mu$m/h (Fig. 3.13e right). In this regime, the decrease of cell speed with increasing cell density bears similarities to previously-reported glass transitions and contact inhibition of locomotion [85, 88, 183]. Small tissues, by contrast, lack the G1-dominated, slow, high-density cell population (Fig. 3.13e, left) found in the center of large tissues. Taken together, our findings emphasize that cell cycling, cell flow, and cell density patterns are inextricably linked and depend on the initial size of an expanding tissue.
3.4 Discussion

We began this study by asking how changes in initial size affect the long-term expansion and growth of millimeter-scale epithelia. By means of high spatiotemporal resolution imaging and precisely controlled initial conditions, our assays systematically dissected tissue expansion and growth from the overall boundary kinematics (Fig. 3.3) to the internal flow patterns (Figs. 3.7, 3.8, 3.12) and cell-cycle dynamics (Fig. 3.13). While we demonstrated that ‘small’ tissues increase in area relatively much faster than do ‘large’ tissues, our data suggest a surprising and stark decoupling of the outer and inner regions of an expanding epithelium. Notably, the behaviors of the edge zones are largely independent of tissue size, cell density, and history, while interior dynamics depend strongly on these factors.

Unexpectedly, the overall tissue growth and expansion dynamics (Fig. 3.3) could be attributed to one dominant feature: these epithelia expanded at the same edge speed regardless of initial tissue size, shape, and cell density. The only exception is the major axes of ellipses, where the normal edge speed is smaller when the radius of curvature is $r_c < 0.75$ mm. This observation, combined with the fact that the velocity penetration length is $\gtrsim 500$ mm (Fig. 3.7d), suggests that a tissue must be $\gtrsim 1$ mm in diameter for the tissue edge to move independently of bulk flows. As a result of this robust edge motion, the areal expansion rate of the tissue is dictated by its perimeter-to-area ratio. To further emphasize the decoupling of the boundary and internal dynamics of epithelia, consider that the key findings in Fig. 3.3 neither predict nor depend upon the radically different internal dynamics we observed within ‘small’ and ‘large’ tissues. For instance, despite the roiling vortices occupying large portions of ‘small’ tissues and the pronounced, large-scale contact inhibition of ‘large’ tissues–two antithetical phenomena–no hints of these behaviors can be detected in the motion of the boundary.
Figure 3.14: Initial tissue size, rather than current tissue size, determines the internal dynamics of expanding epithelia. Here, we quantify the internal state of the tissue in terms of the cell speed in tissue center (a), maximal vortex power (b), cell density in tissue center (c), and fraction of cells in the G1 phase of the cell cycle in tissue center (d). At late times, initially-small tissues reach radii that initially-large tissues had at early times. When they have the same current size (overlap region in between dashed lines), initially-small and initially-large tissues have distinct internal dynamics of cell migration and cell proliferation. The tissue center zone in a, c, and d was defined as in Fig. 3.7.

Critically, the type and timing of internal dynamics are dictated not by the current size but by the expansion history of a given tissue. While a small tissue eventually expands to reach the initial size of a large tissue, it exhibits different internal dynamics from the large tissue at this size (Fig. 3.14). This difference in internal dynamics is perhaps easiest to observe in spatiotemporal evolution of cell cycle (Fig. 3.14, Fig. 3.13b dashed boxes); the small-tissue footprint from 30-46 h closely matches the large-tissue footprint from 0-16 h, but the cell cycle distribution during these time periods bears almost no similarities. This applies as well to other important bulk properties of the tissue (Fig. 3.14a-c), as cell cycle is tightly linked to cell speeds and density (Fig. 3.13c). For example, at equal current sizes, the center of initially-small tissues features high vorticity with decreasing cell speed whereas initially-large tissues exhibit low vorticity and increasing cell speed (Fig. 3.14a,b). Respectively, at equal current sizes, while absolute cell densities in the tissue centers share some overlap, it is notable that the rate of density change at the tissue center is increasing.
faster in initially-small tissues than in initially-large tissues (Fig. 3.14c). However, the most striking differences in cell density evolution occur not at equal current sizes but during the early stages of tissue expansion: whereas the cell density at the center of large tissues increases at all times, the center of small tissues features a marked density decrease between $\sim 8$ and $\sim 24$ h (Fig. 3.12a,b). Overall, while edge dynamics are stereotyped and conserved across different sizes, our findings suggest that initial tissue size impacts the bulk dynamics by altering the constraints under which the tissue grows. We expect that tissues with sizes between our two choices would exhibit similar edge dynamics and internal patterns that cross over between our small and large tissues.

The vortices are a particularly striking example of such size- and history-dependent internal patterns (Fig. 3.8, Fig. 3.14b). Our active fluid model suggests that the vortices emerge from a dynamical instability of the tissue bulk, which occurs when the tissue reaches a critical size. Thus, whereas the instability itself is a bulk phenomenon independent of the tissue edge, edge-driven expansion allows small tissues to reach the critical size that triggers the instability. In addition, our data suggest a strong correlation between vortex formation and the development of non-monotonic density profiles. Not only did small tissues exhibit co-occurrence of vortices with density decreases in the tissue center, but also off-center vortices in large tissues always co-localized with a local density decrease (Fig. 3.11). Our model does not currently describe cell density, and hence cannot explain the relationship between vortex formation and local density decreases. Thus, our experimental findings call for the development of more detailed models that couple cell density to both the velocity and the polarity fields, accounting for how density gradients influence cell polarization [138].

The pronounced decoupling between boundary and internal dynamics in epithelia confers stability to the overall expansion of the tissue, making it robust to a wide
range of internal perturbations. From the perspective of collective behavior, we speculate that such robust boundary dynamics may be beneficial in a tissue such as an epithelium whose teleology is to continuously expand from its free edges to sheath organ surfaces. Further, the ability to accurately predict epithelial expansion with a single parameter, the edge speed, will have practical uses in experimental design and tissue-engineering applications. Finally, given that many of the phenomena presented here only occurred due to the millimetric scale of our unconfined tissues and the long duration of the experiments, our results showcase the value of pushing the boundaries of large-scale, long-term studies on freely-expanding tissues.
Chapter 4

Epithelial collision and tissue-tissue interactions

4.1 Introduction

As we saw in the previous chapter, cell-cell interactions and cell behavior strongly depends on a cell’s location in the tissue, and these cell-cell interactions can give rise to collective motions on the scale of thousands of cells. In this chapter, we proceed up a level to tissue-tissue interactions, which occur when two or more communities of cells come into contact.

In places where tissues meet, the resulting tissue is a living composite material whose properties depend on its constituent tissues. In particular, tissue-tissue interfaces underlie both biological processes such as organ separation and compartmentalization, as well as biomedical applications such as tissue-mimetic materials and engineered tissue constructs. Thus, recent research has focused on the formation and dynamics of tissue-tissue boundaries. For instance, the interplay between repulsive Eph/ephrin and adhesive cadherin cell-cell interactions regulate tissue boundary roughness, stability, and cell fate. Furthermore,
colliding monolayers with differences in Ras gene expression were able to displace one another \[196, 197\], while epithelial tissue boundaries were found to induce waves of cell deformation and traction long after the tissues had collided \[41\].

Our goal in this chapter was to harness these fundamental concepts to define broad ‘design principles’ for assembling composite tissues in a controlled way. Specifically, we sought to harness mechanical tissue behaviors in the context of cell-sheet engineering, which aims at harvesting intact cell monolayers to create scaffold-free, high-density tissues \[189\]. Such cell sheets are typically produced by allowing cells to come to confluence within a stencil or patterned substrate to form a monolayer with a desired geometry \[198, 199\]. Here, we propose an alternative approach where we create arrays of individual epithelial monolayers and then allow them to grow out and collide, fuse at the interfaces, and ultimately self-assemble into tessellated patterns.

We performed live imaging as these tissue arrays self-assembled into patterns over 2-3 days, which we predicted by extending our earlier model of tissue expansion (introduced in Chapter \[3\]) to account for multi-tissue interactions. We then characterized the dynamics of the boundary in collisions of tissues with different size, cell density, and composition. Moreover, we proposed a physical model for understanding the resulting boundary motion and extracting tissue mechanical properties from it. We next introduced a design framework for the systematic assembly of many-tissue composites (3 cell types and 30+ tissues), and finally investigated more complex cases such as tissue engulfment and the singular dynamics of tri-tissue junctions.

### 4.2 Materials and Methods

#### 4.2.1 Cell culture

MDCK.2 wild type canine kidney epithelial cells (ATCC) were cultured in customized media consisting of low-glucose (1 g/L) DMEM with phenol red (Gibco, USA), 1 g/L
sodium bicarbonate, 1% streptomycin/penicillin (Gibco, USA), and 10% fetal bovine serum (Atlanta Biological, USA). MCF10A human mammary epithelial cells (ATCC) were cultured in 1:1 DMEM/F-12 (Thermo Fisher Scientific, USA) media which consists of 2.50 mM L-Glutamine and 15 mM HEPES buffer. This media was supplemented with 5% horse serum (Gibco, New Zealand origin), 20 ng/mL human EGF (Sigma, USA), 0.5 µg/mL hydrocortisone (Fisher Scientific), 100 ng/mL cholera toxin (Sigma), 10 µg/mL insulin (Sigma, USA), and 1% penicillin/streptomycin (Gibco, USA). MDA-MB-231 (ATCC) and MCF7 (ATCC) human mammary cancer cells were both cultured in 1:1 DMEM/F-12 (Thermo Fisher Scientific, USA) media supplemented with 10% fetal bovine serum (Atlanta Biological, USA) and 1% penicillin/streptomycin (Gibco, USA). All cells were maintained at 37°C and 5% CO₂ in humidified air.

4.2.2 Tissue patterning and labeling

Experiments were performed on tissue-culture plastic dishes (BD Falcon, USA) coated with type-IV collagen (MilliporeSigma, USA). Dishes were coated by incubating 120 µL of 50 µg/mL collagen on the dish under a glass coverslip for 30 minutes at 37°C, washing 3 times with deionized distilled water (DI), and allowing the dish to air-dry. Stencils were cut from 250 µm thick silicone (Bisco HT-6240, Stockwell Elastomers) using a Silhouette Cameo vinyl cutter (Silhouette, USA) and transferred to the collagen coated surface of the dishes. Cells were separately labelled using CellBrite™ (Biotium, USA) Red and Orange dyes for two-color experiments and CellBrite™ (Biotium, USA) Red, Orange, and Green dyes for three-color experiments.

For MDCK experiments, suspended cells were concentrated at ∼2.25×10⁶ cells/mL and separated according to eventual labelling color. We added 8 µL of the appropriate membrane dye per 1mL of media and briefly vortexed each cell suspension.
Then, we immediately pipetted into the stencils at $\sim 1000$ cells/mm$^2$, taking care not to disturb the collagen coating with the pipette tip. To allow attachment of cells to the collagen matrix and labelling of the cell membranes, we incubated the cells in the stencils for 30 minutes in a humidified chamber before washing out the dye and filling the dish with media.

For experiments using other cell types, suspended cells were concentrated at $\sim 3 \times 10^6$ cells/mL and $10\mu$L of membrane dye per 1 mL of media. We briefly vortexed the cell suspension and allowed it to incubate for 20 minutes at $37^\circ$C. We then centrifuged the suspension and removed the supernatant, replacing it with the appropriate media without dye. We pipetted into the stencils at the same volume as before (greater number of cells), and incubated the cells in the stencils for 2-3 h to allow attachment before filling the dish with media.

For all experiments, we then incubated the cells for an additional 18 h after cell attachment to form confluent monolayers in the stencils. Stencils were removed with tweezers, with imaging beginning $\sim 30$ minutes thereafter. Media without phenol red was used throughout seeding and imaging for three-color experiments to reduce background signal during fluorescence imaging.

### 4.2.3 Live-cell time-lapse imaging

We performed imaging on an automated, inverted Nikon Ti2 with a Nikon Qi2 CMOS camera and NIS Elements software. We equipped the microscope with environmental control for imaging at $37^\circ$C and humidified 5% CO$_2$. Final images were composited in NIS Elements from montages of each pair or tessellation.

For experiments from Fig. 4.9c-j, we used a 10X phase contrast objective to capture phase-contrast and fluorescence images every 10 minutes. RFP/Cy5 images were captured at 10% lamp power (Sola SE, Lumencor, USA) and 150 ms exposure time. No phototoxicity was observed under these conditions for up to 24 h.
For all other experiments, we used a 4X phase contrast objective to capture phase-contrast images every 20 minutes. For two color time-lapse images, RFP/Cy5 images were also captured every 20 minutes at 15% lamp power (Sola SE, Lumencor, USA) and 500 ms exposure time. For three color time-lapse images, RFP/Cy5 images were captured every 60 minutes at 15% lamp power (Sola SE, Lumencor, USA) and 300 ms exposure time, while GFP images were captured every 120 minutes at 15% lamp power (Sola SE, Lumencor, USA) and 300 ms exposure time. No phototoxicity was observed under these conditions for up to 72 h. Final images were composited in NIS Elements from montages of each pair or tessellation.

4.2.4 Tissue dye segmentation

The tissue dye becomes diluted as cells divide and spread, so the dye at tissue edges (where cells are more spread and divide more frequently) becomes much more dim than the center of tissues. To aid visualization, and because we saw no mixing in our collisions, we segmented the fluorescence channels using a custom MATLAB (Mathworks) script and overlaid them with the phase contrast images. To segment fluorescence images, we normalized the fluorescence channel histograms to each other and compared relative brightness for each pixel between channels. We then masked with the binary masks obtained from the phase contrast channel.

4.2.5 Model of expansion and collision of homotypic tissues

Based on our previous work [23], we modeled the expansion of monolayers of arbitrary shape by moving its boundary with constant outward normal velocity $v_n$. Here, we worked with pixelated binary images of initial tissue footprints $I_{t_0}$ at time $t_0$ (Fig. 4.1), which enabled us to take advantage of standard image processing tools in Matlab. The goal is to find the expected tissue image footprints $I_{t_0+\Delta t}$ at any later time $t_0+\Delta t$. For each tissue, we first used the bwdist method to calculate the distance map $D$, which
Figure 4.1: Phenomenological model of collisions. (a) Binary image of Initial tissue footprints $I_t$. (b) Heatmap of time that would elapse for initial tissues to fill pixels within image ($T$). (c) Binary image of predicted tissue footprints after 24 h of growth, without non-mixing collision $I_{nc} \cap T_{t+24h}$. (d) Steady state forms of tissue footprints $I_{SS}$, with non-mixing collisions that pin in place on contact. $I_{SS}$ for tissue 1 is found as $T_{tissue1} < T_{tissue2}$. (e) Binary image of predicted tissue footprints after 24 h of growth, with non-mixing collision.

shows the shortest distance between a given pixel and the initial tissue. This distance map is then used to calculate the time map $T = D \times l_{pixel}/v_n$ at which a tissue reaches every pixel (Fig. 4.1b), where $l_{pixel}$ is the pixel size. In the absence of collisions with other tissues, we can then find the new tissue footprint $I_{nc}^{t_0+\Delta t}$ simply as all pixels for which $I_{time} < \Delta t$. (Fig. 4.1c). For multiple expanding tissues, we assumed that the boundary gets pinned upon collision. After a long time (steady state) each tissue thus occupies all the pixels that it manages to reach before any other tissue. The steady state tissue form $I_{SS}$ of a given tissue thus contains all pixels for which the value of $T$ is the minimum across all tissues (Fig. 4.1d). Note that for the homotypic tissues that expand with equal outward speed $v_n$, the steady state tissue form $I_{SS}$
corresponds to the pixels that are the closest to a given tissue, in a finite-size analog of the classic Voronoi tessellation. The time evolution of each tissue image $I_{t_0+\Delta t}$ can then be obtained as the intersection between the tissue footprint without collisions $I_{nc}^{t_0+\Delta t}$ and the steady state tissue form $I_{SS}$, i.e., $I_{t_0+\Delta t} = I_{nc}^{t_0+\Delta t} \cap I_{SS}$ (Fig. 4.1e).

### 4.2.6 Model extension for heterotypic tissues

The model described above has to be slightly adjusted for the heterotypic tissues that expand with different outward velocities. The problem is that the model above predicts that a faster expanding tissue migrates “through” a slower expanding tissue to reach distant points (Fig. 4.2a). To correct for this issue, we repeatedly calculate the distance map $D$ with respect to the current tissue forms (rather than initial forms) for all tissues at a time interval chosen to be sufficiently small such that the faster tissue cannot migrate through the slower tissue. If this interval produces artifacts of the square lattice in the slower tissue, a smaller pixel size may be chosen at the expense of processing time. The rest of the steps are identical as in the model described above. This slight modification of the model is sufficient to properly capture how faster expanding tissues envelop slower ones (Fig. 4.2b).
4.2.7 Setting $v_n$ for model

We set the normal velocity for the model (all shapes and tessellations) according to the outward velocity of outer edges of the control rectangle collisions. The outward velocity was found to be $29.4 \pm 2.3 \, \mu m/h$ (standard deviation), so we used the previously reported speed for expanding circles of $29.5 \, \mu m/h$ \cite{23}.

4.2.8 Velocity measurements

We calculated tissue velocity vector fields from phase contrast image sequences, rotating each image so that the initial tissue locations in image pairs were horizontal. We used the free MATLAB package PIVLab with the FFT window deformation algorithm, employing a 1st pass window size of $96 \times 96$ pixels and second pass of $48 \times 48$ pixels, with 50% pixel overlaps. This resulted in a final window size of $88 \times 88 \, \mu m$. Data was smoothed in time with a moving average of 3 time points centered at each timepoint.

4.2.9 Average kymographs

We first constructed kymographs of each rectangular collision pair, averaging over the vertical direction of each timepoint and ignoring the top and bottom 1 mm. We then averaged the individual tissue kymographs, aligning by the initial tissue configuration, and determined the edge extent from the median extent of the individual kymographs.

4.2.10 Cell density measurements

We first reproduced nuclei positions from 4X phase contrast images using our in-house Fluorescence Reconstruction Microscopy tool \cite{156}. The output of this neural network was then segmented in ImageJ to determine nuclei footprints and centroids.
Local density was calculated for each PIV window by counting the number of nucleus centroids in that window.

4.2.11 Cell sheet engineering tissue patterning and transfer

We first patterned tissues on 3.5 cm NUNC™ UpCell™ dish with supportive membrane (ThermoFisher Scientific, USA). We followed the same collagen coating and stencil application process as before, but passivated the underside of our stencils to avoid damaging the UpCell™ surface. To passivate the stencils, we incubated them for 30 min at 37°C in Pluronic™ F-127 solution (ThermoFisher Scientific, USA) diluted in PBS to 2%. We washed the stencils three times in DI and gently dried them with compressed air before transferring to the dish.

After the tissues reached confluence within the stencils, we removed the stencils and allowed the tessellation to collide and heal for ~72 h. To release the tessellation monolayer from the dish, we changed to cold media and moved the dish to an incubator set to 25°C for 1.5 h. We then pre-soaked the supportive membrane in media to avoid membrane folding, and floated the membranes on the media above the tessellations. We then carefully aspirated the media from beside the membranes to ensure tight contact between the membrane and monolayer with no bubbles. We moved the UpCell™ dish with membrane to a 4°C refrigerator to ensure total release, and prepared a standard 3.5mm tissue culture dish (BD Falcon, USA) coated with collagen IV as before and filled with warm media. After 7 minutes at 4°C, we then carefully removed the membrane and tessellation monolayer from the UpCell™ dish and floated it in the tissue culture dish with the tessellation side down. We aspirated the media from beside the membrane to initiate bubble-free contact with the dish surface and covered the membrane with 350 µL of warm media. We incubated the membranes at 37°C overnight before floating the membrane off the surface by filling the dish with media and removing it with tweezers.
4.3 Results

4.3.1 Collisions between archetypal tissue pairs.

We first characterized interactions between growing pairs of millimeter-scale epithelial tissues, including equal-size rectangles, circles, small vs. large circles, and circles vs. rectangles (Fig. 4.3, Supplementary Video 3). We used MDCK cells, a standard model [5, 20], and labeled each tissue in a pair with a different color (Materials and Methods) to clearly distinguish the boundary. Imaging over 2-3 days, we observed no mixing, because cells do not commonly rearrange in most epithelial tissues with desmosomes [57].

Collisions between identical rectangular tissues are well characterized from the traditional wound healing scratch and barrier removal assays [5, 41], and our data here confirmed the expected symmetric collision and fusion along the midline (Fig. 4.3a). We next compared identical circles, where we observed a straight boundary form at the midline as before (Fig. 4.3b), but it was almost two times smoother than the boundary between colliding rectangles (Fig. 4.4a, p value 0.014, see Methods). We suspect that this is due to the difference in collision dynamics: while parallel strips of tissue collide all along the collision line at once, circles collide at a single point and gradually extend the boundary line outward.

We introduced asymmetry by replacing one of these circles with either a much larger circle, or a long, thin rectangle (Fig. 4.3c,d). In each case, we observed a curving of the boundary away from the larger tissue, which was especially notable in the circle-rectangle collisions. We aligned and averaged the final segmented fluorescence signals to demonstrate how stereotyped these collision patterns are (Fig. 4.3 rightmost column).
Figure 4.3: The shape changes of colliding tissue pairs are stereotyped and predictable. Archetypal collision experiments (solid) and simulations (outline) for equally-sized rectangles (a), equally-sized circles (b), mismatched circles (c), and circle-rectangle pairs (d). Averages over several tissues at 60 h are shown in the rightmost panels (n = 4-7). See Supplementary Video 3.
Figure 4.4: Boundary roughness and model accuracy. (a) The collision boundary that forms between circles is smoother than the boundary between parallel rectangles. Roughness was quantified as the mean absolute error of 2mm line fit to the steady state interface. P value < 0.05, error bars are standard deviation. (b) Error of model is compatible with the boundary roughness. Error was found as the mean distance from the actual boundary to the boundary in model. Black and gray dotted lines are the roughness of the boundary line between colliding rectangles and circles, respectively. Error bars are standard deviation.

4.3.2 Predicting the shape of colliding tissues

The stereotyped nature of these collision patterns suggested value in a computational design tool to predict the evolution of tissue shapes upon collisions. We previously established that freely-growing epithelia expand outward with a normal velocity $v_n$, which, except in high-curvature zones, is uniform around the perimeter of a tissue and independent of the tissue geometry or density [23]. Here, we implemented this observation into our model to predict the expansion and interaction of multiple tissues by assuming that tissue edges pin in place upon contact (see Materials and Methods and Fig. 4.1). We initialized the model simulations using the initial tissue locations from experiments, and we used $v_n = 29.5 \text{ µm/h}$ as measured in Ref. [23] and confirmed here (Materials and Methods). Without any fit parameters, these simulations predict the shape evolution of the colliding tissue pairs in our experiments (Fig. 4.3 Supplementary Video 3, blue/yellow/white outlines show model predictions).
Consistent with our observations, pairs of equally-sized rectangles or circles produce a straight boundary, while mismatched shapes produce a curved boundary (Fig. 4.3a-d). In our model, this is because the initial tissue edges are equidistant to the dividing midline in equal tissues but closer to the midline in large tissues than smaller tissues. In all cases, we found that the mean error of the predicted boundary was compatible with its measured roughness (Fig. 4.4b), showing that our modeling approach is appropriate at these large scales.

### 4.3.3 Homotypic tissue boundary dynamics and collision memory

Having analyzed the macro-scale patterns formed by colliding tissues, we next focused on the dynamics at the collision boundaries. Using the same configuration of two rectangles as in 4.3a as a control (Fig. 4.3a), we then compared the boundary dynamics of tissue pairs with a mismatch in either tissue width (1000 $\mu$m vs. 500 $\mu$m, 4.5b) or cell density (2640 cells/mm$^2$ vs. 1840 cells/mm$^2$, 4.5c).

First, we determined how asymmetry in tissue width or density affected boundary motion upon collision. We tracked the mean tissue boundary and found that wider and denser tissues displaced narrower and less dense tissues, respectively. Boundary motion was pronounced, directed, and sustained for 15–20 h before stopping (red and blue in 4.5d). In contrast, control experiments with symmetric tissue collisions showed larger boundary fluctuations with very little average drift (black in 4.5d). Prior studies have noted similarly biased boundary dynamics, but only in heterotypic tissue collisions, for example between wild-type and Ras-transformed endothelial cells [196, 197]. Here, we show that collisions between homotypic tissues – genetically identical – also produce boundary motion due to asymmetry in tissue size or cell density. In contrast to heterotypic collisions [197], however, homotypic tissue boundary motion eventually stops.
Figure 4.5: Asymmetric tissue collisions produce boundary motion. (a-c) Initial condition of collisions between control (a), size mismatch (b), and density mismatch (c) rectangle tissue pairs. (d) Tissue boundary displacement in both mismatch and control collisions. (e-f) Kymographs of tissue velocity $v_x$ (e) and cell density (f) along the collision direction for control (left), size mismatch (center), and density mismatch (right) collisions. The superimposed curves indicate initial midline location $x_0$ (thin black dashed line), the geometric tissue centroid (thick black dashed line), the tissue boundary (cyan line), and the center of expansion (pink dash-dotted line) as defined in the text. (g) Our model proposes that the tissue boundary moves driven by pressure gradients between tissues of different cell density. (h) Consistent with our model, the velocity and the cell density gradient at the tissue boundary are negatively correlated ($r = -0.34$). Small points represent individual experiments, big points correspond to the averages for each of our three assays, and the black line is a linear fit through the averages. Error bars are standard deviation.
We related boundary motion to tissue flow using particle image velocimetry (PIV) to measure the velocity field. We represented these data in kymographs of the velocity component along the collision direction, \( v_x \), averaged over the tissue length, across multiple tissue collisions (Fig. 4.5e, see Materials and Methods). With identical (control) tissues, cells around the tissue boundary symmetrically reversed their velocity shortly after collision; convergent motion became divergent. We defined the “center of expansion” as the position from which tissue flow diverges. To determine this position, we first thresholded each kymograph of \( v_x \) as \(|v_x| < 3 \mu m/h\). We filtered for the largest contiguous region and took the midline of this region as the center of expansion. For control tissues, the center of expansion lies very near the tissue centroid shortly after collision (Fig. 4.5e left).

At what point, if any, do two fused tissues act as one? We investigate this question in collisions between tissues with size or density mismatch, which exhibited tissue flow towards the less dense or narrower tissues. In these cases, the centers of expansion began at the centroid of wider or denser tissues rather than at the overall centroid or collision boundary (Fig. 4.5e center and right). The center of expansion then gradually shifted towards the centroid of the fused tissue. After the center of expansion reached the overall centroid, the fused tissue expanded symmetrically without memory of the collision. Thus, by comparing expansion centers to geometric centroids, we identified the transition whereby two colliding tissues shift behaviors to act as one larger tissue.

4.3.4 Cell density gradients drive boundary motion

We hypothesized that collision boundary motion was driven by cell density gradients [200–204]. To test this, we quantified local cell density (Materials and Methods) and represented it in kymographs for each collision assay (Fig. 4.5f). In all cases, we found collision boundaries moved down local density gradients, consistent with our hypothesis. While tissues in the size-mismatch assay had the same initial density,
the larger tissue had a higher density at the time of collision (Fig. 4.5f center). This observation is consistent with our prior work showing that, even when prepared with the same density, larger tissues develop higher cell densities than smaller tissues as they expand (see Fig. 3.12).

To understand the mechanics of this process, we modeled the expanding tissue as an active compressible medium \cite{138}. Tissue expansion is driven by polarized active cell-substrate forces, which are known to be maximal at the tissue edge and decay over a distance $L_c \sim 50 \mu m$ as we move into the cell monolayer \cite{83,144}. Hence, we ignore active traction forces at the tissue boundary after collision, which is $\sim 1 \ mm$ away from the outer tissue edges. At the collision boundary, we establish a force balance whereby pressure gradients drive tissue flow $\mathbf{v}$ as

\begin{equation}
\mathbf{v} = -\nabla P = \xi \nabla \rho,
\end{equation}

where $\xi$ is the cell-substrate friction coefficient. Moreover, we assume that the tissue pressure $P$ increases with cell density $\rho$ as specified by an unknown equation of state $P(\rho)$, with $P'(\rho) > 0$. Hence, we obtain

\begin{equation}
\mathbf{v} = -\frac{P'(\rho)}{\xi} \nabla \rho,
\end{equation}

which predicts that the collision boundary moves from high to low densities with a speed proportional to the density gradient (Fig. 4.5g).

To test this prediction, we measure both the velocity and the density gradient at the boundary for each experiment in our three different assays. Boundary velocity was found from the position change of the midine in Fig. 4.5d. Cell density gradient $\partial_x \rho$ was found as $\frac{\rho_R - \rho_L}{x_R - x_L}$, where $\rho_L$ and $\rho_R$ are the total density within 300 $\mu m$ wide regions immediately to the left and right of the tissue boundary, respectively, and $x_R - x_L = 300 \ \mu m$. We plotted $\partial_x \rho$ for timepoints between 20 h and 36 h, which is
after collisions and before the boundary stops moving. Consistent with our prediction, the results show a negative correlation between the boundary velocity and the cell density gradient (Fig. 4.5h).

4.3.5 Estimating tissue mechanical properties from collisions

Based on our model, we use our measurements of cell density and velocity to extract information about the tissue’s equation of state $P(\rho)$. To this end, we obtain the average boundary velocity and density gradient for each assay, and we fit a line to them (Fig. 4.5h). From this fit, and using $\xi \sim 100 \text{ Pa-s/}\mu\text{m}^2$ [144, 205], we obtain $P'(\rho) \sim 1.5 \text{ Pa-mm}^2$. This result indicates that, in the conditions of our experiments, for every cell that we add per square millimeter, the tissue pressure goes up about 1.5 Pascals.

Next, we use these results to estimate the mechanical properties of the cell monolayer. To this end, we assume a specific equation of state:

$$P(\rho) = K \ln \left( \frac{\rho}{\rho_e} \right),$$

(4.3.3)

where $K$ is the bulk modulus of the monolayer and $\rho_e$ is a reference cell density. This equation of state was justified theoretically for growing tissues around their homeostatic state, around which the cell proliferation rate varies linearly with cell density [206]. From (4.3.3) we have $P'(\rho) = K/\rho$. Using the average cell density measured in our experiments during boundary motion, $\rho = (3.4 \pm 0.2) \times 10^3 \text{ mm}^{-2}$ (S.D.), we estimate $K \sim 5 \text{ kPa}$.

This order-of-magnitude estimate falls in between two previous measurements of bulk moduli of MDCK cell monolayers. First, in-plane stretching of suspended cell monolayers yielded a stiffness $E = 20\pm2 \text{ kPa}$ [79]. Because these monolayers have no substrate, cells do not migrate, and hence suspended monolayers might have different
mechanical properties than on a substrate. Second, in spreading cell monolayers, a linear relationship between tension and strain revealed an effective tensile modulus $\Gamma = 2.4 \pm 0.4 \text{ mN/m}$ \cite{207}. Using a monolayer height $h = 5 \text{ mm}$ \cite{124, 144}, this value translates into a stiffness $E \approx 0.48 \text{ kPa}$. Complementary to these measurements, which probe tissue stiffness under extension, our estimate reflects the stiffness of the cell monolayer under the compression that results from a tissue collision.

Overall, our collision assays provide a way to probe the bulk mechanical properties of migrating cell monolayers, which are otherwise difficult to measure. Remarkably, analyzing collisions between tissues that differ only in their cell density allowed us to infer mechanical properties without measuring any mechanical forces. Rather, we employed our model to relate tissue flows to pressure and density gradients, from which we inferred the relationship between pressure and density. In the future, collision assays might be used to measure the equation of state of cell monolayers, which is a key input for mechanical models of growing and expanding tissues \cite{80, 138}.

4.3.6 Heterotypic tissue boundary dynamics

Having studied collisions between homotypic tissues, we now turn to collisions between heterotypic tissues with different cell migration speed and cell-cell adhesion strength. We prepared co-cultures of the breast cancer cell lines MCF10A (benign), MCF7 (malignant, non-invasive), and MDA-MB-231 (metastatic) as monolayers of the same size and cell density. We used homotypic MCF10A collisions as a reference, for which we observed non-mixing collision boundaries.

We first collided monolayers of MCF10A and MDA-MB-231 cells, which have the largest phenotypic difference among the cell lines we used. While these tissues have similar expansion speeds, MCF10A tissues have much higher E-cadherin expression and therefore cell-cell adhesion strengths \cite{208}. Upon collision, the MCF10A tissue
Figure 4.6: Heterotypic tissue collisions. (a) Average kymograph of segmented fluorescence for collisions between rectangular MCF10A and MDA-MB-231 tissues of the same size and cell density. The MCF10A tissue displaces the MDA-MB-231 tissue. (b-d) Snapshots of the co-culture at the initial configuration (b), the collision time (c), and 24 h after collision (d). The green line indicates the edge of MCF10A tissue. (e-f) Average kymographs of segmented fluorescence (e) and velocity $v_x$ (f) for collisions between rectangular MCF10A and MCF7 monolayers of the same size and cell density. The cyan line indicates the tissue boundary. (g-j) Snapshots of the initial configuration (g), collision onset (h), partial engulfment (i), and full engulfment (j) of a circular MCF7 tissue by a rectangular MCF10A tissue. Simulations (yellow outlines) confirm that a difference in expansion speed is sufficient to predict the engulfment process.

simultaneously displaced and crawled underneath the MDA-MB-231 tissue (Fig. 4.6a-d).

We next investigated collisions between MCF10A and MCF7 monolayers. The MCF7 monolayer expands about 6 times more slowly than the MCF10 monolayer, which allowed us to explore the effects of different edge speeds on tissue collisions. Surprisingly, we found that the slower MCF7 tissues actually displaced the MCF10A tissues (Fig. 4.6e), which may be due to differences in cell-cell adhesion and eph/Ephrin signaling [209]. This, at least, shows that a higher expansion speed does not imply a higher “strength” upon collision. In fact, MCF10A cells at the collision boundary
reversed their velocity and migrated away from the MCF7 tissue within 8 hours after collision, starting at the boundary and progressively moving into the MCF10A monolayer (Fig. 4.6f). This behavior seems a tissue-scale analog of the cellular behavior known as contact inhibition of locomotion\cite{1}, whereby a cell stops and reverses its direction of motion upon collision with another cell \cite{15,17,18}.

Further, in collisions between tissues with different expansion speed, the faster tissue should be able to engulf the slower tissue, similar to the engulfment between tissues with differential adhesion \cite{210}. We confirmed this hypothesis in collisions between strips of MCF10A cells (fast) and circles of MCF7 cells (slow), which we reproduced with our tissue shape model by incorporating different speeds into our simulation (Fig. 4.6g-j; see Materials and Methods and Fig. 4.2). Future work is needed to elucidate the biophysical properties of heterotypic tissue interfaces, but here we highlight how differences in expansion speed enable design options.

4.3.7 Large-scale tissue tessellations for cell sheet engineering

The stereotyped nature of tissue-tissue collisions suggest simple underlying design rules that would allow self-assembled tissue tessellations to be designed first in silico and then realized in vitro. We tested this idea with a tesselation inspired by the artwork of M.C. Escher—a ‘dice lattice’ (Fig. 4.7a). To design this tesselation, we used the computational model described above to simulate many initial tissue array conditions until converging on the pattern of ellipses shown in 4.7b. We engineered this pattern with tissues (Fig. 4.7c) and filmed it developing as predicted (Fig. 4.7d; Supplementary Video 4). This computer-aided-design (CAD) process generalized to

\footnote{This is the classical definition of contact inhibition proposed by Abercrombie \cite{15} to describe how a cell repolarizes upon collision with another cell. Contact inhibition of locomotion has also come to describe the decrease in cell velocities observed as the cell density increases in a tissue (see Fig. 3.13).}
Figure 4.7: TissEllate approach to design complex tissue composites. (a,b) Target tricolor tessellation (a) and chosen initial condition with accompanying final pattern simulated using TissEllate (b). (c,d) In vitro realization of the tissue composite, which self-assembles from the initial pattern (c) to the final tessellation by collision (d). (e,f) Initial pattern and final tessellation for a two-dimensional hexagonal lattice (e) and another complex pattern (f). The white outlines indicate the simulated tissue shapes.

arbitrary tessellations (Fig. 4.7e,f), offering a ‘TissueCAD’ approach to designing and building composite tissues.

Composite cell sheets may be particularly useful for tissue engineering, where cell sheets are extracted from culture vessels and used as building blocks for larger constructs. We demonstrated compatibility of this process with our tissue composites by culturing a dice lattice on a temperature-responsive substrate (UpCell dishes) and then transferring the tissue to a new culture dish (Fig. 4.8, Materials and Methods). The morphology of sharp tissue-tissue interfaces were preserved during the transfer, demonstrating that such tissue composites can, in principle, be handled like standard cell sheets.
Figure 4.8: Transfer of intact tissue tessellations. (a) Schematic of the tissue tessellation transfer process. A support membrane (white) facilitates cell sheet removal and transfer at room temperature from cell culture-ware with temperature-switchable cell adhesion (UpCell). Created with Biorender.com. (a,b) Tessellation on UpCell dish (b) is transferred to standard tissue-culture dish (c).

4.3.8 Dynamics at tri-tissue collisions

During the self-assembly of tissue tessellations, we observed a special behavior at tri-tissue collision points: We often found long streams of tissue that necked down to the single cell scale, visually reminiscent of streams of invasive cancer cells (Fig. 4.9a, b). These events, which we denote ‘escapes’, involve the co-migration of all three tissues rather than the invasion of one tissue into the others (Fig. 4.9c–e). Consequently, the initial relative positions of the three colliding tissues is a strong statistical determinant of escape events (Fig. 4.10a, b). For a baseline quantification of the frequency of escape events (here for an interior angle of 110°), we defined escapes as those ‘escaping’ tissues that are within 1 correlation length of the tissue edge (~200 µm) after 60 h of tissue expansion and collision. We note that all tissues reach closer to the edge than the simulation, indicating the escape effect is present in all tissues (see Fig. 4.11).
Figure 4.9: Tri-tissue collisions produce ‘escape’ events. Escapes occur in 50% of cases, $n = 14$, see Fig. 4.11. (a,b) Example configuration in which the magenta tissue nearly escapes in between the green tissues during expansion. (c-e) Close-up view of the escape process, from a different experiment with higher magnification. (f-h) Tissue dynamics in a tri-tissue collision (f) feature a higher local cell speed in the escaping region than the converging region (g) with a p-value of 0.006 (h) calculated using a two-tailed Mann-Whitney U test. (i,j) A single tissue with a similar pre-escape geometry (i) does not have this speed increase in the escaping region (j). Error bars are standard deviation.
Figure 4.10: Escape amounts depend on starting tissue configuration. (a) Representative escapes for converging tissues at an initial interior angle of 90° vs. 120°. TissEllate predicts the green tissue will migrate farther laterally between the magenta tissues in the 120° configuration than in the 90° configuration (white outlines). Even so, the green tissue exceeds these predictions by more in the 120° case. Distance bar represents the distance past simulation for these examples. (b) Distance that escaping tissue overshoots the model at 60 h for a variety of initial tissue angles. P-values were calculated using a two-tailed Mann-Whitney U test.

We characterized the dynamics of escapes by measuring cell speed fields around tri-tissue collisions, which showed that the escaping tissue migrated faster than its neighbors (Fig. 4.9-h, measurements via PIV). To determine whether this speed increase was a generic consequence of the local negative curvature of tri-tissue collision points, we compared tri-tissue collisions to a single tissue patterned to match the overall shape of the colliding tissues at the time of escape (Fig. 4.9). For the single tissue case, we did not observe any speed increase (Fig. 4.9h,j), which rules out local curvature as the sole cause of escape events. These findings suggest that escapes are an emergent dynamical property of three-tissue interactions.

Overall, multi-tissue collisions produce unique, dynamic boundary conditions and mechanical states that give rise to surprising, almost morphogenetic behaviors at tissue junctions, suggesting an important role for collisions in composite tissue development and engineering.
Figure 4.11: Escape frequency. (a) Distance of escaping tissue from the outer edge of converging tissues after 60 h of tissue growth, for converging tissues with interior angle of 110°. In these examples, the phenomenological model would indicate expectation of ∼1 mm from the tissue edge at this time. Representative escapes, with partial escape (b) and true escape (c).

4.4 Discussion

We investigated how tissue-tissue interactions can be harnessed to self-assemble complex composite tissue sheets – tissue tessellations. First, we demonstrated that colliding tissues change shape in stereotyped and predictable ways. Then, we proposed a physical model of tissue-tissue collisions that links the motion of the tissue boundary to underlying gradients in cell density, which drive tissue flow. Further, we used this model to estimate material properties of the colliding tissues without any force measurements. In this context, previous work had shown that heterotypic tissues can displace each other upon collision [196, 197]. Our findings revealed that even homotypic tissues, which are genetically identical, can displace each other based on purely mechanical differences. Therefore, our collision assays could be used to study mechanical tissue competition [200, 204, 211, 212], which might provide biophysical insight into development [213, 214], homeostasis [215], and tumor growth [200, 211].

Based on the reproducible and almost algorithmic tissue interactions that we found, we developed computational design tools to create complex tissue tessellations. The tessellations are obtained by self-assembly, which allows the tissue boundaries to develop naturally. Thus, our work demonstrates how tissue sheets can be treated
as ‘designable’ living materials. Specifically, we developed a simulator that, despite lacking both biophysical laws and cellular resolution, predicts tissue patterns accurately at the 100+ µm scale. This feature makes the simulator useful to design tissue composites in silico before realizing them in vitro. This approach is compatible with advanced biofabrication strategies such as cell sheet engineering, which we demonstrated by transferring an ‘Escher’ tissue sheet between Petri dishes while preserving tissue integrity and internal boundaries. Tissue tessellation should also be compatible with bioprinting, which could be used to pattern larger arrays of the initial tissue seeds.
Chapter 5

Conclusions and outlook

5.1 Conclusions

In this work, we study macroscopic tissue expansion, collision, and fusion using the MDCK monolayer tissue model system. Broadly, we find that our experiments with larger length scales and longer timescales produce larger and more persistent coordinated motion than have been previously reported [39]. Moreover, the remarkably steady tissue expansion (Fig. 3.3) and collision (Fig. 4.5) dynamics allowed us to precisely build tessellated tissue composites via self-assembly from arrays of seedling tissues.

In Chapter 3, we used whole-tissue, long-term, high resolution time-lapse imaging to characterize the dynamics of free expansion of large epithelia. We found that, due to the constant normal velocity $v_n$ of the expanding tissue edge, the rate of area increase of a spreading tissue depends on its perimeter-to-area ratio. The local density evolution, which depends on the relative increase of area vs. cell number, will then depend on tissue shape and size. Moreover, below and above the tissue sizes for which proliferation exactly balances area increase, tissue density will oppositely decrease and increase, respectively, which is exactly what we saw in the case of our
‘small’ and ‘large’ expanding circular tissues. This difference in density evolution has a critical effect on the dynamics of small vs. large tissue centers, which was most obvious in the case of the tissue-spanning vortex.

From a collective dynamics perspective, the presence of intense, large scale vortices points to potential length scales of collective behavior that dwarf the expected limit of the velocity-velocity correlation length of the constituent agents; in our case, the vortices included thousands of cells despite the fact that the velocity-velocity correlation length for this cell type is usually only 5-10 cells lengths. For biological processes, the long-time evolution of the vortices over several cell cycles emphasizes the ability for biological processes to synchronize cell divisions with cell migration over longer timescales, and the decoupling of the center vortex region from the boundary growth region demonstrates that a single, cohesive tissue may undergo multiple biological processes independently.

This decoupling of center and edge regions was especially pronounced in our cell cycle data. The highly cell-dense large tissue centers became enriched in G0/G1 phase, while the edge region was enriched in G2/M phase from 12 h until the end of the experiment. In large tissues, the tissue centers achieve a ‘homeostatic’ steady state (low velocities, cell cycle arrest, high cell density) while the expanding edges adopt a much more dynamic steady state of fast migration and high proliferation. The cell cycle and migration dynamics of the tissue edge was so robust to internal tissue perturbations that the tissue-spanning vortex did not produce any perceptible change in edge dynamics.

In Chapter 4 we investigated the dynamics of tissue collisions, a phenomenon less studied than general tissue expansion. We saw that, for colliding parallel strips of tissue with mismatched starting tissue size or cell density, the boundary between tissues systematically moved away from the larger and higher density tissues. We model this phenomenon as pressure driven flow (see Fig. 4.5), where a very general
equation of state for tissue with positive $P'(\rho)$ agrees with our observed direction of boundary motion. This density gradient-driven tissue displacement in genetically-identical tissues represents a major finding of this work, since tissue displacement had only previously been observed in collisions between tissues from different cell lines.

Assuming a specific equation of state then allowed us to estimate the bulk modulus of our tissues, which represents the stiffness of the tissues under the compression resulting from a tissue collision. While the modulus of freely-suspended tissue monolayers have been measured via stretch [79], compressing a tissue is much more difficult. Moreover, as discussed in Chapter 2, measurements of mechanical properties should be performed via external perturbations at time scales, length scales, and magnitudes relevant to the tissue of interest; here, the deformation indeed comes from another genetically-identical tissue.

We then examined tissue shape changes as multiple tissues expand, collide and fuse. The eventual tessellations formed during tissue collision proved to be highly stereotyped and predictable, so we developed a tool (TissEllate) for designing patterns that self-assemble from arrays of seedling tissues (Fig. 4.7). Tessellated sheets are used in co-culture experiments for studying interactions across different cell types and are limited by current techniques to two cell types; our approach in principle allows as many cell types as initial seedling tissues, and we demonstrate 28 seedling tissues with three ‘colors.’ Cell sheets are also used in cell therapy applications, and we demonstrated here that our cell sheet tessellations can be harvested intact like cellular films (Fig. 4.8). Our approach to building 2D cell sheets represents a middle-ground between full self-assembly and direct construction. While initial conditions and geometries were precisely controlled, these conditions changed as the system was allowed to naturally evolve.
5.2 Future directions

Looking forward, there are many potential directions of investigation either directly stemming from or related in principle to this work.

First, one may consider whether the size-dependent patterns of proliferation and migration that we observed in Chapter 3 are relevant to tissues with more homeostatic-like initial conditions. In our study in Chapter 3 we were careful to begin our experiments with tissues that were still actively dividing and proceeding through the cell cycle. However, it would be interesting—and perhaps more physiologically-relevant to regeneration contexts—to begin experiments with a tissue fully in cell cycle arrest, like the final state of large tissue centers. Release of the stencil would then represent an immediate departure from a pseudo-homeostatic state. While the dynamics of the tissue edges would likely be similar to what we saw here, the tissue centers (especially of small tissues) would likely be effected by this difference, perhaps even preventing vortex formation. We saw that moderate increases in density resulted in earlier vortex peaks, and such a high starting density may halt cell motion before the vortex can emerge.

This leads to another question of interest: What are the necessary and sufficient conditions for the emergence of our persistent, tissue-wide vortex? Cell divisions may be necessary to fluidize [80] the tissue so that the interior can rotate freely. By introducing a cell division inhibitor before or after the time of vortex emergence, one could learn if cell division events are necessary for vortex emergence or growth. Along similar lines, inhibiting the action of myosin at the vortex emergence time should inform whether active cell-cell contractile forces are necessary for vortex formation and growth. Finally, investigating a spectrum of tissue sizes may reveal a critical tissue size below which long-wavelength spontaneous flows do not emerge, which was predicted by the polar fluid model in Fig. 3.8.
Our discussions of tissue memory could also be developed further. In a direct follow-up experiment, one may ask at what point one of our initially-small tissues will be no different from an initially-large tissue of the same current size. As a major contributor to a manuscript in preparation with lead author Abraham E. Wolf and coauthors Isaac Breinyn and Daniel J. Cohen, we studied mechanical memory effects in the context of electric stimulation. In preliminary results, we see that the tissue centers exhibit much more robust memory of a prior electric stimulation than tissue edges. While tissue edges follow the ‘signal’ of the free edge once electric stimulation is stopped, the tissue bulk features lasting mechanical changes that alter migration patterns and cell coordination.

Our work using tissue collisions for relating tissue pressure with other physical properties also offers promising future directions. Future work can put theorized tissue equations of state to the test by carefully sweeping over collisions over a range of densities and density gradients\textsuperscript{1}. While we only considered the effect of cell density\textsuperscript{2} on tissue pressure, it would be interesting to consider other factors such as tissue maturity\textsuperscript{2}. Cell-cell junction maturation increases the viscosity of the tissue\textsuperscript{83}, but it is not clear how this factor will influence its pressure. We saw in Fig. 4.6 that the cohesive tissue overwhelmed the tissue with low adhesion, so we may expect a more mature tissue to displace a less mature tissue; however, these cell lines feature many other complicating differences as well.

Bioprinting, and tissue engineered constructs in general, still face broad challenges in creating cell-dense tissues of physiological sizes with nutrient supply and mechanical functionality\textsuperscript{216}. Our design framework for building tessellated cell sheets suggests

\textsuperscript{1}While we were focused on collisions of whole tissues, studies of boundary motion with the intent of extracting mechanical properties should use much wider starting tissues, so the expansion process does not significantly alter tissue densities. This approach should also result in longer-lasting density gradients and less noise.

\textsuperscript{2}It should be straightforward to control the tissue density while changing tissue maturity by seeding tissues on different days and compensating for the density increase in the first tissue while waiting to seed the second tissue.
potential analogous strategies such as bioprinting tissue primitives that grow evolve
and fuse into final forms rather than predifining all geometries. Nature builds organ-
isms by directed migration, cell growth, and self-assembly of a very small initial clump
of cells, so this may be an important direction for the future to complement current
approaches. More presently, we hope that our findings inspire the tissue engineering
community to develop more engineering design tools as we build the tissues of the
future.
Appendix A

Reusable replacement component for Powered Air Purifying Respirators

Early in the COVID-19 pandemic of 2020, this author and many others in the Princeton community determined to help local hospitals and health centers by taking on projects ranging from 3D printing face shields to designing off-the-shelf ventilators. This author took particular interest in helping to address Princeton Penn Medical Center’s dire shortage of the face-covering component for Powered Air Purifying Respirators (PAPRs). PAPRs were worn by those healthcare professionals who possessed the highest risk of contracting SARS-CoV-2 due to having the most exposure to COVID-19 patients. In addition to the device design described below, the author set up an organizational structure whereby volunteer teams built hundreds of these components from home. Different members performed the different functions of supply preparation, supply transportation, assembly instruction, device fabrication, device validation, and delivery, all without coming in contact with one another.
A.1 Background

PAPRs protect the wearer from droplets and aerosols by creating a positive-pressure environment for the user’s head and face while constantly providing fresh air filtered through a HEPA filter (see Fig. A.1). PAPRs were used extensively during the Ebola outbreak, which spread primarily by droplets[217]. HEPA filters remove at least 99.97% of particles 0.3 $\mu$m or smaller, while N95 respirators remove 95% of particles 5 $\mu$m or smaller. Owing to the superior filtering and integrated face covering, PAPRs
are much more protective than N95 masks\textsuperscript{1} as long as correct donning and doffing procedures are followed\textsuperscript{218}. However, PAPRs are generally associated with reduced mobility and communication ability for the wearer\textsuperscript{219}, likely due to obstruction of vision, fan noise, and general bulk, so they should only be worn in appropriate situations. For a more thorough comparison of N95 masks and PAPR systems, see a recent article on the topic\textsuperscript{218}.

\subsection*{A.2 Max-air PAPRs}

Princeton Medical Center owned a stockpile of PAPRs that were manufactured by Syntech under the Max-Air brand (see Fig. \ref{fig:A.2}). This proprietary variation on the classic PAPR features a fan and filter contained within the helmet (to reduce bulk vs. PAPRs with hoses), and a thin, transparent face shield that securely attached to the helmet and wrapped around the wearer’s head and under the wearer’s chin (to reduce vision obstruction). The face cover snaps onto the helmet via attachment holes and includes an underside membrane that stretches under the chin to form an airtight seal around the wearer’s face.

The necessary face cover component for this particular kind of PAPR is non-reusable. The stretchable membrane is the main culprit, as it becomes too loose after several wears to properly seal under the chin. Moreover, the materials in the stretchable membrane loses mechanical integrity when sterilized with methanol. During the worst months of the pandemic in the USA, replacement covers were unavailable for purchase. Princeton Medical Center only had two remaining PAPR covers at one point, and needed dozens more within days and hundreds within weeks. Several groups had attempted to make viable replacement PAPR face shields off-the-shelf, but several raw material challenges proved difficult:

\footnote{During the COVID-19 pandemic, health professionals oftentimes paired N95 masks with face shields (for which this author also led fabrication). However, face shields do not prevent complex airflows from directing droplets or aerosols to the wearer’s face.}
Figure A.2: MaxAir PAPR. Medical professional wearing the MaxAir PAPR with PAPR face shield made by Princeton volunteers. Face shield features a stretchable membrane (i) transparent face cover (ii) and attachment holes (iii).

- PET plastic commonly used for face shields was unavailable in most parts of the country
- Flexible membranes that can withstand repeat use and sterilization procedures are difficult to find
- Rubbers (for the membrane) are notoriously difficult to bond to plastics

A.3 Princeton PAPR face shield design

We designed an alternative face cover that can be made entirely using materials from Stockwell Elastomerics (Philadelphia, PA), a silicone supplier and silicone parts and adhesives manufacturer that supplies Daniel J. Cohen’s lab’s silicone for tissue patterning stencils. Our design includes (1) a transparent plastic window that attaches
to the PAPR helmet, (2) a silicone rubber under-chin membrane, (3) adhesive tape to bond window to membrane, and (4) side adhesive winglets to reinforce membrane (see Fig. A.3). We will describe our particular design with notes for those without access to Stockwell’s pre-cutting services (as was initially the case for us).

1 Transparent plastic window: Fortunately, Stockwell’s silicone rubber is shipped with a plastic liner (of PET plastic or similar) that is normally discarded. The silicone rubber is sandwiched between an identical top and bottom liner. We simply retained one of these liners for use as the face shield. In our later rounds of producing PAPR covers, we purchased the silicone/plastic sandwich pre-cut in the configuration needed for the transparent window, including attachment holes (see drawing), so no further modifications were needed for the transparent window.

If pre-cutting by the manufacturer is not possible, we found that a laser cutter, razor writer, or even scissors was sufficient for cutting the outer shape. Scissors surprisingly offered the highest throughput of the above options for us, but it is recommended to make a stencil or mold to use as a guide for cutting. For cutting attachment holes, those without access to a laser cutter or razor writer can use a standard hole punch, which happens to be precisely $\frac{1}{4}$ in. hole size.
This crucial realization enabled us to “crowdsource” the assembly of these parts in the early days of the pandemic, where dozens of volunteers made these devices using standard office supplies.

2 Silicone rubber under-chin membrane: As opposed to the very thin material used for the under-chin membrane in disposable face covers, we found 0.01 in. thick silicone rubber to be an ideal combination of elasticity and durability. After removing the top liner (which is used as the plastic window), we left the bottom liner attached to the plastic for ease of handling. We then used a polypropylene stencil to trace the desired final silicone shape and cut along this line (see curved line in the drawing of all parts in Fig. A.4).

3 Adhesive tape: A stretchable material like silicone rubber must be used to fulfill the function of the stretchable under-chin membrane, but these materials are notoriously difficult to bond permanently to plastics. Care therefore must be
taken in choosing the proper glue or tape to bond the under-chin membrane to the over-face window. We recommend pressure-sensitive silicone-based tapes, specifically ARSealTM 90880 from Adhesives Research Inc (Glen Rock, PA) or SA-1060 from Stockwell Elastomerics. Pre-cutting by the manufacturer to final form is most desirable. During the early pandemic, we cut many tape pieces at once using a Silhouette cameo (Silhouette America, USA). We included an optional fiducial marker in the center of the tape as well as the silicone/plastic material to facilitate aligning the tape, silicone, and transparent window (see Fig. A.4).

4 Side adhesive winglets: Reinforcing side winglets are optional but recommended as the final component of the face cover. We used polypropylene covered in SA-1060 from Stockwell Elastomerics so that they can be applied to the window/silicone membrane by simply sticking it on. Care must be taken when attaching the winglets to not obstruct the attachment holes. These pieces assist in the secure attachment of the under-chin membrane to the transparent window, keep the transparent window away from the wearer’s face, and provide structural support where the membrane undergoes high stresses. The user should bend winglets to proper fit during donning.

A.4 Rapid design, fabrication, and organizational processes

During the initial device design process, we made prototypes using the vinyl cutters and laser cutters, testing mechanical integration with a broken PAPR system and rapidly iterating. We tested dozens of glues and attachment strategies before converging on the tapes mentioned in the previous section. At the time of the first successfully-tested prototype, over 20 PAPR face-covers were needed within 24 h.
This author and friend Thomas Schaffner worked faithfully to meet the immediate need while this author assembled volunteers and ordered supplies to meet the coming need for 1,000 devices.

Fabricating a single PAPR using prototyping devices and assembling them by hand was a $\sim 30$ min process, so making 1,000 devices within 2 weeks would be nearly impossible. We assembled 35 volunteers to assist with construction from Princeton University and the community at large. However, these volunteers did not have access to prototyping devices at university labs. Therefore, we generalized the assembly processes to be able to be created with standard office supplies, cutting guide stencils for each assembler volunteer using the prototyping devices. These low-tech cutting and assembling techniques reduced fabrication time to $\sim 15$ min per device. We then distributed supplies using the following strategy:

- Matthew collates supplies needed, dividing them into 30 self-contained kits with raw materials, assembly instructions (with associated video that can be found on YouTube), guide stencils, and all office supplies needed to assemble 35 PAPRs.
- Volunteers are divided into distributors (5, those volunteers with cars) and assemblers (30). Distributors pick up supplies from Matthew’s apartment and communicate any issues assemblers may have.
- Assemblers construct the device.$^2$
- Distributors deliver devices back to the hospital Matthew’s residence (Fig. [A.5]).
- Matthew and Thomas Schaffner performed quality control, and the hospital picked up those devices that passed.

$^2$Some assemblers decided to wait 48 hours for the supplies to “quarantine.”
Figure A.5: Constructed PAPRs returned from assembly volunteers to Matthew’s residence by distributor volunteers.

This approach succeeded in 14 day turnaround from raw material delivery from the supplier to finished devices picked up by the hospital, albeit with much organizational and rote effort.

Our approaches here may give insights to the types of organizational strategies and rapid design processes that may become necessary during a crisis.

A.5 Results

With a team of volunteers, we built and assembled over 1,000 devices, allowing the Princeton Medical Center to continue to use all of their available PAPRs. These devices were worn by dozens of medical workers with the most severe exposure to the SARS-CoV-2 virus, with no reported covid infections.
Figure A.6: Local nurses wearing Princeton PAPR devices.
Bibliography


[135] W. Xi, S. Sonam, T. Beng Saw, B. Ladoux, and C. Teck Lim, “Emergent patterns of collective cell migration under tubular confinement,” *Nature Communications*, vol. 8, no. 1, 2017, issn: 20411723. doi: [10.1038/s41467-017-01390-x](http://dx.doi.org/10.1038/s41467-017-01390-x).


