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Optimization over nonnegative polynomials

Ex. Decide if the following polynomial is nonnegative:

Ex.

Basic semialgebraic set:

Ubiquitous in computational mathematics!



3

1. Polynomial optimization

ÁMany applications:

Decidable, but intractable 
(includes your favorite NP-complete problem)

Equivalent 
formulation:

ÁCombinatorial optimization

ÁOption pricing with moment information

ÁThe optimal power flow (OPF) problem

ÁSensor network localization

ÁΧ



2. Infeasibility certificates in discrete optimization
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ÁPARTITION

ÁA YES answer is easily verifiable.

ÁHow would you verify a NO answer? 



3. Stability of dynamical systems

Equilibrium populations Spread of epidemicsDynamics of prices Robotics

Control



[ȅŀǇǳƴƻǾΩǎ ǘƘŜƻǊŜƳ ŦƻǊ ƭƻŎŀƭ ǎǘŀōƛƭƛǘȅ
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Existence of Lyapunov function

such that
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Global stability

ÝGASÝ
Example.

Output of SDP solver:
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How would you prove nonnegativity?

Ex. Decide if the following polynomial is nonnegative:

ÁNot so easy! (In fact, NP-ƘŀǊŘ ŦƻǊ ŘŜƎǊŜŜ җ п)

ÁBut what if I told you:

Natural question:
ωIs it any easier to test for a sum of squares (SOS) decomposition?

ςYes! Can be reduced to a semidefinite program (SDP)!
ςCan be solved to arbitrary accuracy in polynomial time.

ω9ȄǘŜƴŘǎ ǘƻ ǘƘŜ άƭƻŎŀƭέ ŎŀǎŜ όtƻǎƛǘƛǾǎǘŜƭƭŜƴǎŀǘȊΣ ŜǘŎΦύ
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Local stability ςSOS on the Acrobot

[Majumdar, AAA, Tedrake]
(Best paper award - IEEE Conf. on Robotics and AutomationΣ Ωмоύ

Swing-up:

Balance:

Controller 
designed by SOS

(4-state system)
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Practical limitations of SOS

ωScalabilityis a pain in the (_|_)

Thm: p(x) of degree 2d is sos if and only if

ω The size of the Gram matrix is:

ω Polynomial in n for fixed d, but grows quickly

Å The semidefinite constraint is expensive

ω E.g., local stability analysis of a 20-state cubic vector field is typically 
an SDP with ~1.2M decision variables and ~200k constraints
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aŀƴȅ ƛƴǘŜǊŜǎǘƛƴƎ ŀǇǇǊƻŀŎƘŜǎ ǘƻ ǘŀŎƪƭŜ ǘƘƛǎ ƛǎǎǳŜΧ

ωTechniques for exploiting structure (e.g., symmetry and sparsity)

ÅώDŀǘŜǊƳŀƴƴΣ tŀǊǊƛƭƻϐΣ ώ±ŀƭƭŜƴǘƛƴϐΣ ώŘŜ YƭŜǊƪΣ {ƻǘƛǊƻǾϐΣ Χ

ωCustomized algorithms (e.g., first order or parallel methods)

Åώ.ŜǊǘǎƛƳŀǎΣ CǊŜǳƴŘΣ {ǳƴϐΣ ώbƛŜΣ ²ŀƴƎϐΣ Χ

ω[ŜǘΩǎ ƴƻǘ ǿƻǊƪ ǿƛǘƘ {h{ ǘƻ ōŜƎƛƴ ǿƛǘƘΧ

ωGive other sufficient conditions for nonnegativity that are 
perhaps stronger than SOS, but hopefully cheaper

Our approach [AAA, Majumdar]:
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bƻǘ ǘƻǘŀƭƭȅ ŎƭŜŀǊ ŀ ǇǊƛƻǊƛ Ƙƻǿ ǘƻ Řƻ ǘƘƛǎΧ

1) All polynomials that are sums of 4th powers of polynomials

2) All polynomials that are sums of 3 squares of polynomials

Both sets are clearly inside the SOS cone

Consider, e.g., the following two sets:

ω But linear optimization over either set is intractable!

ω {ƻ ǎŜǘ ƛƴŎƭǳǎƛƻƴ ŘƻŜǎƴΩǘ ƳŜŀƴ ŀƴȅǘƘƛƴƎ ƛƴ ǘŜǊƳǎ ƻŦ ŎƻƳǇƭŜȄƛǘȅ

ω ²Ŝ ƘŀǾŜ ǘƻ ǿƻǊƪ ŀ ōƛǘ ƘŀǊŘŜǊΧ
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dsos and sdsos

Defn.A polynomial p is diagonally-dominant-sum-of-squares
(dsos) if it can be written as:

for some monomials 
and some nonnegative constants

Defn.A polynomial p is scaled-diagonally-dominant-sum-of-
squares (sdsos) if it can be written as:

for some monomials 
and some constants

Obvious:
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r-dsos and r-sdsos

Defn.A polynomial p is r-diagonally-dominant-sum-of-
squares (r-dsos) if 

is dsos.

Defn.A polynomial p is r-scaled-diagonally-dominant-sum-
of-squares (r-sdsos) if

is sdsos.

Easy:
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dd and sdd matrices

Defn.A symmetric matrix A is diagonally dominant (dd) if

Defn*. A symmetric matrix A is scaled diagonally dominant 
(sdd) if there exists a diagonal matrix D>0 s.t.

DAD is dd.

*Thanks to Pablo Parrilo for telling us about sdd matrices.

DǊŜǎƘƎƻǊƛƴΩǎ ŎƛǊŎƭŜ ǘƘŜƻǊŜƳ
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Optimization over these sets is an SDP, SOCP, LP!!
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Two natural matrix programs: DDP and SDPP

LP:

SDP:

SDDP:

DDP:


