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Why computational complexity?

ANhat is computational complexity theory?
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studying how efficiently one can solve problems on a computer.

AThis is absolutelyrucial to optimization and many other computational sciences.

Aln optimization, we are constantly looking for algorithms to solve various
problems as fast as possible. So it is of immediate interest to understand the
fundamental limitations of efficient algorithms.
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ABut this only scratches the surface. Are all nonconvex problems hard? Are some
of them hard? Are there even convex problems that are hard?

AWhat does it even mean to be hard?!
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Optimization problems/Decision problems/Search problem

=L et’s introduce these concepts using an example we know well: stable set (aka
independent set) of a graph.

=Recall that a stable setin a graph G is a subset of the nodes
with no edges among them.

=Given a graph G, find its largest stable set.

=Given a graph G and an integer b, decide if there exists a stable set of size > b?
(answer to a decision question is just YES or NO)

=Given a graph G and an integer b, find a stable set of size = b or declare that none exists.

Alt turns out that all three problems areguivalent in the sense that if you could solve
one efficiently, you could also solve the other two. See Ex. 8.1,8.2 of [DPV].
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AA (decision) problem is a general description of a problem to be answered with

yes or no.

AEvery decision problem hadiaite inputthat needs to be specified for us to
choose a yes/no answer.

AEach such input defines amstanceof the problem.

AA decision problem has an infinite number of instances.
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ADifferent instances of the STABLE SET problem:
(It is common to use capital letters for the name of a decision problem.)
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Examples of decision problems

ALINEQ
"Input: An m X n matrix A and an m X 1 vector b, both with rational entries.

"Question: Is there a solution to the linear system Ax = b?

An instance of LINEQ: 27 + = € i ( 2 T,L) - ¢ )
l/?_’J‘(. "'X’L:'){s _|/g
AZOLINEQ

"lnput: An m X n matrix A and an m X 1 vector b, both with rational entries.

=Question: Is there a 0/1 solution x to the linear system Ax = b?

An instance of ZOLINEQ: 27 + 7ni= ¢ 4

(% ), b ¢
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Input isrationalso we can represent it with a finite number of bits. This
is the seO I  bitSriRdeléof computatiod = | frlc dZNK I Y2 RSt #Q QS
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Examples of decision problems

AP
"Input: An m X n matrix A,an m X 1 vector b, and ann X 1 vector c, all rational
a rational number k

=Question: Is the optimal value of the LP (in standard form) < k?

(This is equivalent to testing LP feasibility (why?).)

An instance of LF A . (q ? 35)) b:(Z), c:(')) £=5.

2
3 -1 9 2 3

AP
"lnput: same as above

=Question: Is there an integer feasible solution to the LP with objective value < k?
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Examples of decision problems

E“Sgézaf Fd P LINEoOfSY S 4 .\

2 21
- [) =t
asSsSyX 5 \ -y \HQJ

An instance of MAXFLOW:!

Can you formulate the
decision problem?

AVIAXFLOW

"Input: A directed graph G(V, E), nonnegative rational numbers c; on each edge,
a designated node S, a designated node T, a rational number k.

=Question: Is there a flow of value = k from S to T that respetcs the edge cost
constraints and the conservation of flow constraints?
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Examples of decision problems

=A graph is said to be if there is a way to color its nodes with k colors
such that no two adjacent nodes get the same color.

AFor example, the following graph is
3-colorable.

AGraph coloring has important
applications in job scheduling.

ACOLORING

"Input: An undirected graph G and a positive integer k.

"Question: Is the graph k-colorable?

ANe want to understand how fast can all these problems be solved?
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Size of an instance

ATo talk about the running time of an algorithm, we need to have a notion of the
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AOf course, an algorithm is allowed to take longer on larger instances.

ACOLORING

AReasonable candidates for input size:
ANumber of nodes n

ANumber of nodes + number of edges
(number of edges can at most be H{()2)

ANumber of bits required to store the adjacency
matrix of the graph
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I e T = R = B R = T = T = T = B
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Size of an instance

An general, can think of input size as the total

AFor example, consider our LP problem:

Ve

ALP

"Input: An m X n matrix A,an m X 1 vector b, and ann X 1 vector ¢, all rational
a rational number k

=Question: Is the optimal value of the LP (in standard form) < k?

e Inputsizeis bounded by 2(mn +m +n+ 1) logL, where L is the largest
integer appearing in the numerator or denominator of any entry of 4, b, ¢, k.

e Same idea holds for all other decision problems we introduced.
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Useful notation for referring to running times

Definition. Let f, g: R, —» R,. We write

e f(n)=0(g(n)),ifIng,c > 0, such that
f(n) <cg(n),vn = n,.

« f(n)=0Q(gn)),if Ing, ¢ > 0, such that
f(n) =2 cg(n),vn = n,.

« f(n)=0(g(n),if we have both f(n) = 0(g(n))and f(n) = Q(g(n)).

Examples.

*5n° + 2n” + 40 = O(n°).
"nlogn = 0(n?).

"nlogn = Q(n).

e,k > 0,2" = Q(n").
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Polynomialtime and exponentialtime algorithms

=A is an algorithm whose running time as a function of
the input size is O (p(n)) for some polynomial function p.

=Equivalent definition: Running time is O (n*) for some positive integer k.

*Note: this is the worst-case running time over all inputs of size n.

"An is an algorithm whose running time as a
function of the input size is (1(2°™) for some positive constant c.

=Once again, when we talk about running time for a given input size n, we
mean the worst-case running time over all inputs of size n.

=There are also algorithms with running time in between (e.g., O(nlog” ),
but these also are perceived as slow.

Something you all know: Polytime: Exptime:
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On the awfulness of 2™

20 21 21 23 24 23 26 27
28 29 210 211 [ 212 | 213 | 214 | 215
216 217 218 219 | 220 | 921 | 222 | 223
224 215 226 [ 227 | 228 | 229 | 230 | 231
232 233 234 235 236 | 237 | 238 | 239
240 241 242 243 244 | 245 | 246 | 247
248 249 250 251 ( 252 | 253 [ 254 | 255
5 236 237 2358 239 | 260 | 961 | 262 | 263

See page 233 of [DPV]
for the story.

# grains of rice on the

board: 2°* — 1 =18,446,744,073,709,551,615

Sissa
(credited for creating
the game of chess)
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Comparison of running times

a Size n
Time
complexity 10 20 30 40 50 60
function
00001 .00002 .00003 00004 .00005 00006
i second | second second second second second
2 .0001 0004 .0009 0016 0025 0036
% second | second second second second second
3 001 008 027 064 125 216
i second second second second second second
s | 3.2 243 1.7 5 13.0
i second | seconds | seconds minutes minutes minutes
g 001 1.0 17.9 12.7 35.7 366
second | second | minutes days years centuries
3 059 58 6.5 3855 2x 108 1.3x10"
second | minutes years centuries | centuries | centuries
ORFE Image credit: [GJ79]
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Size of Largest Problem Instance

az22NBQa

Solvable in 1 Hour

|

Ic;rr:]mf)lexity With present | With computer With computer
function computer 100 times faster | 1000 times faster
n N, 100 N, 1000 N,

n? N, 10 N, 316 N,
n’ N; 4.64 N; 10 NV,

n’ Ny 25 N, 3.98 N,
i Ns Ns+6.64 Ns+9.97
3" Ng N¢+4.19 N¢+6.29
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Effect of improved technology on several polynomial and exponential

time algorithms.
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Image credit: [GJ79]
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The complexity class P

AThe class of all decision problems that admit a polynectima algorithm.
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Example of a problem in P
APENONPAPER

"Input: A connected undirected graph.

="Question: Can you draw it without lifting your pen from the paper?

O R K

answer to PENONPAPERis YES if and only if “every node, with the possible
exception of two nodes, has even degree.”

= This condition can obviously be checked in polynomial time.

"Hence PENONPAPEREP.

this problem is asking if there is a path that vistery edgeexactly once

Af we were to ask for a path that instead visétgery node exactly once we would have

a completely different story in terms of complexity! .
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How to prove a problem is in P?

ADevelop a polyime algorithm from scratch! Can ar from trivial (examples below).

AMuch easier: use a polyme hammer somebody else has developek )
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