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Rule 1: Nonnegative weighted sums

If ὪȟȣȟὪare convex functions and ȟȣȟ π, then

Ὢὼ ʖὪὼ Ễ Ὢὼ

is convex also. Similarly, a nonnegative weighted sum of concave functions is 
concave.

Operations that preserve convexity

In the previous lecture, we covered some of the reasons why convex 
optimization problems are so desirable in the field of optimization. We 
also gave some characterizations of convex functions that made it easier 
to recognize convex problems.

ω

Nevertheless, since testing convexity can in general be an intractable task 
[AOPT13], it is useful to produce as many convex functions as we can 
from a ground set of functions that we already know are convex.

ω

This is exactly what "convexity-preserving rules" do: They take some 
convex functions as input and perform certain operations to produce 
more convex function. Often, the new convex functions turn out to have a 
much richer class of applications.

ω

There is a long list of convexity-preserving rules [BV04]. We present only 
four of them here. The software CVX that you are using has a lot of these 
rules built in [BG08], [CVX11].

ω
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Proof: Let ὪȟȣȟὪbe convex functions, ȟȣȟʖ πȟὼȟώɴ  ᴙȟÁÎÄ ʇɴ πȟρȢ4ÈÅÎȡ

Ὢ‗ὼ ρ ‗ώ Ὢ‗ὼ ρ ‗ώ Ễ ʖὪ ‗ὼ ρ ‗ώ

 ẗ‗Ὢὼ ρ ‗Ὢώ Ễ ʖ ẗ‗Ὢ ὼ ρ ‗Ὢώ

‗ ʖὪὼ Ễ Ὢὼ ρ ‗ẗʖὪώ Ễ Ὢώ

‗ Ὢὼ ρ ‗Ὢώȟ 

where the second line is obtained using convexity of ὪȟȣȟὪ and the fact that the 
inequalities are preserved as ʖȟȣȟ are nonnegative.    

If  πand Ὢis convex, then Ὢis convex.ƺ

If Ὢand Ὢare convex, then Ὢ Ὢis convex.ƺ

Note that this in particular implies:ω

Also easy to prove the theorem from the second order characterization of 
convexity (assuming differentiability). Do you see how the proof would work?

ω

Convex function Concave function.ƺ

Since the sum of two convex functions is convex,  a constraint of the following 
form is a valid CVX constraint (why?):

ω

Rule 2: Composition with an affine mapping

Suppose Ὢȡᴙ ᴼ ᴙ ȟ!  ɴᴙ  and ὦɴ ᴙȢDefine Ὣȡ ᴙ ᴼ ᴙ by

Ὣὼ Ὢὃὼ ὦ

with ὨέάὫ ὼȿὃὼ ὦɴ ὨέάὪ ȢThen, if Ὢ is convex, so is Ὣ; if Ὢis concave,
so is Ὣ. 

The proof is given on the following page.

is Ὢ Ὢconvex?ƺ

is Ὢ Ὢconvex?ƺ

is ựựconvex?ƺ

Q: If ὪȟὪare convex functions,ω
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Proof: Let ὼȟώ  ɴᴙ and ‗ɴ πȟρȢ Then: 

Ὣ‗ὼ ρ ‗ώ Ὢὃ‗ὼ ρ ‗ώ ὦ
                                   Ὢ ‗ẗὃὼ ρ ‗ẗὃώ ‗ὦ ρ ‗ὦ

                                  Ὢ‗ẗὃὼ ὦ ρ ‗ẗὃώ ὦ

                                  ‗Ὢὃὼ ὦ ρ ‗Ὢὃώ ὦ using the fact that Ὢis convex 
                                   ‗Ὣὼ ρ ‗ὫώȢ
So g is convex. The proof in the concave case is similar.

Rule 3: Pointwise maximum

If Ὢ, ȣȟὪ are convex functions then their pointwise maximum

Ὢὼ ÍÁØὪὼȟὪὼȟȣὪ ὼ ȟ

with ὨέάὪ  ὨέάὪ  ᷊ ὨέάὪ ᷊Ễ᷊ὨέάὪ , is also convex.

Example. 
The following function is immediately seen to be convex. (Without knowing 
the rule above, it would be much harder to prove convexity.)
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Example - the hinge loss

The hinge loss function Ὣὼ ÍÁØ πȟρ ὼ is convex.

Proof:

▌●

                        ὼ

One can similarly show that the pointwise minimum of two concave 
functions is concave.

ω

But the pointwise minimum of two convex functions may not be convex.ω
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