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ABSTRACT 

We derive a six parameter system to estimate and 
compensate the effects of camera motion - zoom, pan, 
tilt and swing. As compared to other existing meth- 
ods, this model describes more precisely the effect of 
different kinds of camera motions. A recursive least- 
squares estimator has been used to solve for the motion 
parameters. Experiments suggest that our algorithm 
converges to satisfactory results when about 10 pairs 
of corresponding pairs between two image frames are 
available. 

1. INTRODUCTION I 

Estimating the relative camera motion between two 
image frames is an important research topic in the ar- 
eas of computer vision and image coding. In [l], Hoet- 
ter models the camera motion as zoom, pan and tilt, 
while Wu and Kittler [2] model zoom, pan, tilt and 
swing. Following [l] [2], Zakhor and Lari [3] considered 
a four parameter model to describe the motion effect of 
zoom, pan, tilt and swing. Unfortunately, the relation- 
ships between the model parameters and the physical 
quantities describing the actual camera motion are not 
obvious from these models. This makes the estimation 
of the true physical quantities of camera motion and 
the analysis of various noise effects difficult. In this 
paper, we derive a six parameter model to describe the 
motion of the camera. Besides its computational sim- 
plicity and robustness, the proposed model is different 
from others in that the parameters estimated corre- 
spond more precisely to the actual parameters of the 
camera motion. Under the assumption of small camera 
motion, our model allows us to estimate the actual pan, 
tilt, and swing angles, zooming factor, and a scaled fo- 
cal length of the camera. 

2. CAMERA MODEL 

Research partially supported by Siemens Corporate Re- 
search, Princeton, NJ. 

Let ( X , Y , Z )  be a camera coordinate system at- 
tached to the camera (Fig 1). The image plane is per- 
pendicular to the Z-axis with its center located at point 
(0, 0, f), where f is the focal length of the camera. Let 
( G ,  y) be the corresponding image coordinate system of 
the image plane. Under perspective projection, a point 
P = ( X ,  Y, 2) in 3-D space is projected onto the point 
p = (z, y) on the image, where z = and y = $. 
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Figure 1: The camera coordinate system, image coor- 
dinate system and perspective imaging. 

In this section, we model the camera motion be- 
tween two image frames by the following motion pa- 
rameters: 1) zoom factor s : ratio of the camera fo- 
cal lengths between two image frames; 2) pan angle a 
: rotation angle around the Y-axis; 3) tilt angle ,f? : 
rotation angle around the X-axis; 4) swing angle y : 
rotation angle around the Z-axis; 5) translation vector 

Let P = (X, Y, Z)T be the camera coordinate of a 
stationary point P at time t and P‘ = (X’ ,  Y’, Z’)T be 
the corresponding camera coordinate a t  time t’. Be- 
tween time t and t’, the camera undergoes motion de- 
scribed by a change in the above parameters. It is 
known that any 3-D camera motion can be described 
by a rotation R about an arbitrary axis through the 
origin of the camera coordinate system and followed 
by a translation t ,  i.e., P’ = RP + t. Also, such a 3- 
D rotation R can always be represented by successive 
rotations R,, Rp, R, around the Y-,X-, and Z-axes of 

t = (tz,ty,tz)T. 
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PI = q R p R , P + t  
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the camera coordinate system respectively, 

cosa 0 - s ina  
R a = [  0 

1 0 ] s ina  0 cosa 

0 cosp sin@ 
0 - s inp  cos0 

1 0  

cosy siny 0 
-s in7 cosy 0 

RP = [ 
1 % = [  0 0 1  

where 

Combining them together, we have the relationship of 
equation (1). If the image frames are obtained by sam- 
pling at  a high enough rate, it is reasonable to assume 
that the camera undergoes small motions between two 
image frames. We can then express the image coordi- 
nate (d ,  y’) after camera motion in terms of the corre- 
sponding image coordinate (2, y) before camera motion 
and the camera motion parameters 

zj = Hia + ni 
where the vector a consists of the six intermediate pa- 
rameters which are functions of the unknown camera 
motion parameters that need to be estimated; ni is 
a noise vector to account for the neglected higher or- 
der terms and measurement error of the corresponding 
pairs; zj is the image coordinate (21, yl)T after camera 
motion and Hi is a 2 x 6  matrix which entities are func- 
tions of image coordinates (zi,yi) and (zi,yi). The 
focal length f (up to a scalar factor), zoom factor s, 
pan a, tilt p and swing y angles can be easily retrieved 
from the six estimated intermediate parameters. 

3. LEAST-SQUARES ESTIMATION OF 
THE CAMERA MOTION PARAMETERS 

Having measured m (m 2 3) pairs of corresponding 
pairs, an estimate for the unknown constant vector a 
can be obtained by the least-squares estimator, 

B = ( H ~ H ) - ~ H ~ ~  (2) 

where HT = (HTHT ... H:), zT = (zTzT ... z z ) ,  pro- 
vided det(HTH) # 0. 

Instead of the previous <‘batch processing” estima- 
tor, we can also use a recursive least-squares estimator, 

where k is the index of the measured corresponding 
pairs between two images; Rk is the expected squared 
error matrix of the neglected higher order terms and 
measurement error of the corresponding pairs; KI, is 
the estimator gain matrix which weights the available 
innovation (ZI, - Hk&-1) and adds to the old estima- 
tion &-I;  PI, is the estimation error matrix at  the kth  
measurement. 

In our algorithm, we use four corresponding pairs 
to find an initial estimate of the parameter a by equa- 
tion (2). Then, this initial estimate is used to start the 
recursive least-squares estimator (3). From our experi- 
ments, we found that the estimate converges to satisfac- 
tory results after about 10 corresponding pairs become 
available. 

4. SIMULATION RESULTS 

The algorithm has been tested on both synthetic 
data, in which we know the camera motion parame- 
ters and corresponding pairs exactly, and a variety of 
real world images with unknown camera motion pa- 
rameters. For the real world images, we currently pick 
out some 5x5 pixel blocks with distinct features manu- 
ally and the corresponding pairs are found by a block 
matching method searching within windows of certain 
sizes. Of course, the jobs of feature selection and cor- 
respondence establishment can be replaced by the al- 
gorithms introduced in [4], [5]  or [6].  

Figure 2 shows the synthetic data where the cam- 
era undergoes a rotation (a, p ,  y) = (-0.006~, -0 .005~,  
0.005a)radians, zooms with a factor s = 1.15 and has 
focal length f = 200. Figure 3 is real world images 
with unknown camera motions. The estimated camera 
motion parameters are shown in table 1. In order to get 
some sense of the accuracy of our model and the esti- 
mated parameters, non-compensated and compensated 
frame difference images are also shown in the figures. 
To reduce edge distortions, bilinear interpolation has 

407 



been applied for image compensation by using the im- 
age intensities of the four nearest neighboring pixels. 

motion parameters 

unknown 

n results from figure 2 )I 

estimated motion parameters 
a = 0 . 0 0 4 3 6 ~  (rad) 

0 = -0 .00206~ (rad) 
y = -0 .02182~ (rad) 

s = 1.00495 
f = 426.362 

5. CONCLUDING REMARKS 

From the experimental results, it can be seen that 
the proposed camera motion model works well and the 
motion parameters can be efficiently estimated by mea- 
suring the corresponding pairs. The fact that the pa- 
rameters estimated in our method correspond more 
closely with the actual physical parameters of the cam- 
era motion should make the analysis of the sensitiv- 
ity of this model to various noise effects much easier. 
Also the computational simplicity and robustness of 
this method may make it suitable for real time video 
image stabilization and model-based video coding. If 
the depth of some scene points is available, we can re- 
move the restriction of small translation motion (but 
still keep the assumption of small rotation angles), and 
by similarly approach, we can have a nine parameter 
camera model. From this model, it seems that we can 
estimate the zoom factor, pan, tilt, swing angles and 
the translation vector. We are currently investigating 
and testing this new model with some image data. 
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,O = - 0 . 0 0 5 ~  (rad) 
y = 0 . 0 0 5 ~  (rad) 

s = 1.15 

,6 = - 0 . 0 0 5 0 9 ~  (rad) 
y = 0 . 0 0 4 9 4 ~  (rad) 

s = 1.15009 
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Figure 2: a) top left: first frame image b) top right: second frame image c) bottom left: non-compensated frame 
difference d)bottom right: compensated frame difference using the proposed algorithm. 

Figure 3: a) top left: first frame image b) top right: second frame image c) bottom left: non-compensated frame 
difference d)bottom right: compensated frame difference using the proposed algorithm. 
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