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Abstract—Rates of convergence for nearest neighbor estimation are established in a general framework in terms of metric covering numbers of the underlying space. Our first result is to find explicit finite sample upper bounds for the classical independent and identically distributed (i.i.d.) random sampling problem in a separable metric space setting. The convergence rate is a function of the covering numbers of the support of the distribution. For example, for bounded subsets of $R^r$, the convergence rate is $O(1/n^{2/r})$. Our main result is to extend the problem to allow samples drawn from a completely arbitrary random process in a separable metric space and to examine the performance in terms of the individual sample sequences. We show that for every sequence of samples the asymptotic time-average of nearest neighbor risks equals twice the time-average of the conditional Bayes risks of the sequence. Finite sample upper bounds under arbitrary sampling are again obtained in terms of the covering numbers of the underlying space. In particular, for bounded subsets of $R^r$ the convergence rate of the time-averaged risk is $O(1/n^{2/r})$. We then establish a consistency result for $k_n$-nearest neighbor estimation under arbitrary sampling and prove a convergence rate matching established rates for i.i.d. sampling. Finally, we show how our arbitrary sampling results lead to some classical i.i.d. sampling results and in fact extend them to stationary sampling. Our framework and results are quite general while the proof techniques are surprisingly elementary.
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I. INTRODUCTION

This paper deals with the problem of estimating a random variable $Y_n$ in $Y$ given a sample $X_n$ in $X$, where $Y_n$ is drawn according to an unknown conditional distribution $F(y | x)$ given $X_n = x$. In addition to $X_n$, the estimate can be based on $n-1$ previous pairs of data $(X_i, Y_i)_{i=1}^{n-1}$ where, given $X_i = x_i$, the label $Y_i$ is drawn independently and distributed according to $F(y | X_i = x_i)$. One simple and widely studied nonparametric estimation procedure is the nearest neighbor (NN) rule: selecting as an estimate of $Y_n$ the $Y_i$ associated with the nearest neighbor of $X_n$. Most existing work generally considers the case in which the sample $(X_i)_{i=1}^{n}$ are drawn independent and identically distributed (i.i.d.) from a probability distribution. We add to that body of work by bounding the rate of convergence of the NN rule in a separable metric space. The main concern of this paper is the formulation of a new estimation problem in which the samples $(X_i)_{i=1}^{n}$ need not be drawn i.i.d. but can be an arbitrary random process. We investigate convergence of the NN rule in this framework. Our proof techniques are elementary and are based on deterministic sample path analyses, while the results are quite general. In fact, we easily recover the traditional i.i.d. sampling results from the arbitrary sampling results. We emphasize that while the arbitrary sampling results are useful as they recover traditional i.i.d. results, they are also interesting in and of themselves as they apply to completely general sampling schemes including general nonstationary and nonergodic processes, as well as deterministic and mixed sampling strategies. Furthermore, the approach is in keeping with recent trends in information theory to examine performance for arbitrary individual data sequences (e.g., [6], [10]).

Nearest neighbor classification/estimation has received much attention since it was first studied by Fix and Hodges [11]. Cover and Hart [3], [4] proved that under mild conditions on the distribution the nearest neighbor rule risk converges to twice the Bayes risk under squared error loss and is upper-bounded by twice the Bayes risk for metric loss functions. Some results on the convergence rate of the nearest neighbor rule have been established for the classification problem under various assumptions [5], [12], [21]. Convergence of $k_n$-nearest neighbor regression estimation has also been the subject of much work. Stone [19] investigated the consistency of a general class of nonparametric regression estimators. In particular, he proved that $k_n$-NN type estimators are "weakly universally consistent" (converse in $L_p$ for all $p \geq 1$). This work was continued in [8], [9], [14], where "strong consistency" (almost-sure convergence) of $k_n$-NN estimators was studied. Another generalization of the nearest neighbor estimate was introduced in [7] where it was shown that under various noise conditions the estimates are strongly uniformly consistent. Other results on the convergence rates of $k_n$-nearest neighbor regression estimation can be found in [1], [2], [13], [16], [17], [20].

In Section II, we precisely formulate the nearest neighbor estimation problem and define various preliminary quantities. Our results allow $X_1, X_2, \ldots, X_n$ to be a sequence of random variables taking values in a general separable metric space $X$ equipped with metric $\rho$. The labels $Y_1, Y_2, \ldots, Y_n$ are a sequence of random variables drawn from the conditional distribution $F(y | X_i = x_i)$ taking values in a Hilbert space.
We consider several performance criteria such as average risk, cumulative risk, and time-average risk with respect to squared-error loss. Convergence rates for the various risks are obtained in terms of covering numbers of totally bounded sets (sometimes supports of distributions), and so these quantities are discussed in Section II-C.

Our first goal is to find explicit finite sample bounds, i.e., bounds on the convergence rate, of the large sample risk for the standard formulation with i.i.d. sampling. In Section III, we find an upper bound on the expected NN distance for all distributions with support on a totally bounded subset of a separable metric space in terms of the covering numbers of the support. This in turn implies a bound on the convergence rate for the NN estimator.

The main contribution of this paper is to extend this problem to arbitrary sequences of samples which is the subject of Section IV. In this problem, the sequence \( \{ Y_i \} \) can be an arbitrary random process taking values in a totally bounded metric space, e.g., the sequence can be chosen deterministically or it can be obtained from a general non-i.i.d. process. In Section IV-A, we bound the sum of the NN distances for any sequence of samples. This leads to a result analogous to the i.i.d. problem showing that the asymptotic worst case time-averaged risk is equal to twice the associated Bayes risk. We also show that for any fixed arbitrary sequence the time-averaged risk is equal to twice the time-average of the conditional Bayes risks of the sequence. In fact, precise convergence rates in terms of the covering numbers of the underlying space are also derived. In Section IV-B we show that the error rates for i.i.d. sampling as well as for stationary sampling are recovered in the arbitrary sampling result.

In Section V we prove the consistency of the \( \kappa_n \)-NN estimator under arbitrary sampling. In particular, a convergence rate of \( O(n^{-2/(r+2)}) \) in bounded subsets of \( \mathcal{R}^r \) is obtained which is the same as the convergence rate for i.i.d. sampling previously computed [13]. Our proof techniques are not only more elementary, but the results are more powerful as they allow arbitrary sampling. In addition, we extend the result in [13] to stationary sampling.

Our results in Sections III–V are restricted to totally bounded supports. In Section VI we recover i.i.d. sampling results for probability measures that have unbounded support using the results from Section IV-A, which further demonstrates the strength of the arbitrary sampling results.

II. Problem Formulation and Preliminaries

A. Estimation Problem and Bayes Risks

The problem to be considered is the estimation of a random variable \( Y \) taking values in \( \mathcal{Y} \) given a sample \( X \) taking values in \( \mathcal{X} \) with the goal of minimizing a loss between \( Y \) and the estimate. In this paper we consider squared-error loss and accordingly are performing regression function estimation. We assume \( \mathcal{X} \) is a general separable metric space equipped with metric \( \rho \) which we denote as the pair \((\mathcal{X}, \rho)\). For simplicity, let \( \mathcal{Y} = \mathcal{R}^s \) for some positive integer \( s \), equipped with the usual Euclidean norm induced from the dot product on \( \mathcal{R}^s \), i.e., \( ||y||^2 = y \cdot y \) for any \( y \in \mathcal{R}^s \). All our results hold for any Hilbert space with essentially no modifications.

Given \( X = x \), then \( Y \) is drawn according to a conditional distribution \( F(y \mid X = x) \). For a given \( x \), an estimator \( Y(x) \) yields a conditional squared-error risk \( E[||Y - Y(x)||^2 \mid X = x] \). If \( F(y \mid x) \) is known then the best estimator is known as the Bayes estimator. The Bayes estimator \( Y \) minimizes this risk resulting in the conditional Bayes risk

\[
\begin{align*}
\mathcal{R}^*(x) &= E[||Y - Y(x)||^2 \mid X = x] \\
&\leq E[||Y - \hat{Y}(x)||^2 \mid X = x], \quad \forall Y(x).
\end{align*}
\]

It is understood that there is an underlying probability space \((\mathcal{X}, \mathcal{F}, \mu)\), where \( \mathcal{F} \) is the Borel \( \sigma \)-algebra generated by the open sets of \((\mathcal{X}, \rho)\). If \( X \) is drawn according to some fixed distribution \( \mu \), the Bayes risk is given by

\[
\mathcal{R}^*_\mu = E\mathcal{R}^*(X) = \int \mathcal{R}^*(x) \mu(dx).
\]

This is the minimum average loss obtained when \( X \) is drawn according to \( \mu \). We may omit the subscript \( \mu \) if the context is clear.

If \( X \) can be chosen from an arbitrary distribution, we define the worst case sampling risk as

\[
\mathcal{R}^{w*} = \sup_{\mu} \mathcal{R}^*_\mu.
\]

This is the worst Bayes risk taken over all choices of distributions. Equivalently, it is the worst possible conditional Bayes risk over all choices of \( x \in X \). Certainly \( \mathcal{R}^* \leq \mathcal{R}^{w*} \). Of course, if the conditional Bayes risk is constant, \( \mathcal{R}^*(x) = \mathcal{R}^* \), i.e., independent of \( x \), then \( \mathcal{R}^* = \mathcal{R}^{w*} \). This can happen if \( Y = E[Y \mid X] + \eta \) where the "noise" \( \eta \) is independent of \( X \) and has zero mean.

Define the conditional mean of \( Y \) given \( X = x \) as

\[
m(x) = E[Y \mid X = x]
\]

and the conditional variance as

\[
\sigma^2(x) = E[||Y||^2 \mid X = x] - ||m(x)||^2.
\]

It is easy to show that the Bayes estimator is given by \( Y^*(x) = m(x) \), that the conditional Bayes risk is \( \mathcal{R}^*(x) = \sigma^2(x) \), and that the Bayes risk is \( \mathcal{R}^* = E\sigma^2(X) \). Throughout this paper we impose the following assumption on \( F(y \mid x) \).

Assumption 1 (Lipschitz Type). There exists \( K_1, K_2 > 0 \) and \( 0 < \alpha < 1 \) such that for any \( x_1, x_2 \in X \)

\[
||m(x_1) - m(x_2)|| \leq \sqrt{K_1} \rho(x_1, x_2)^\alpha
\]

and

\[
||\sigma^2(x_1) - \sigma^2(x_2)|| \leq K_2 \rho(x_1, x_2)^{2\alpha}.
\]
B. Nearest Neighbor Estimation

The quantities $R^*$ and $R^w_n$ are the minimum risks that can be achieved by complete knowledge of the underlying conditional distribution $F(y \mid x)$. If $F(y \mid x)$ is unknown it is often assumed that in addition to $X$ one has available pairs of data $(X_i, Y_i)$ for $i = 1, \ldots, n$. We impose the following assumption on $(X_i, Y_i)$ which implies that given $X_i$, the label $Y_i$ is conditionally independent of $(X_j, Y_j)$ for $j \neq i$ and drawn from $F(y \mid X_i)$.

Assumption 2: For any measureable set $S$

$$
\Pr(Y_i \in S \mid X_1, \ldots, X_n, Y_1, \ldots, Y_{i-1}, Y_{i+1}, \ldots, Y_n) = \Pr(Y_i \in S \mid X_i) = \int_S F(dy \mid X_i)
$$

for each $i$.

In this paper, we consider both the case in which the sequence $X_1, X_2, \ldots$ is drawn i.i.d. according to some probability measure $\mu$ and the case in which the sequence is drawn from an arbitrary random process.

The nearest neighbor estimate of $Y_n$ using knowledge of $(X_i, Y_i)$ for $i = 1, \ldots, n$ is defined as follows. Letting

$$
j = \arg \min_{i \leq n} \rho(X_n, X_i)
$$

define $X'_n = X_j$. Then $X'_n$ is the nearest neighbor of $X_n$ from the set $(X_1, \ldots, X_{n-1})$. The NN estimate of $Y_n$ is defined as $Y'_n = Y_j$. This is the $Y_i$ associated with the NN of $X_n$. The NN conditional risk is defined as the expected loss in estimating $Y_n$ by $Y'_n$ given $X_n$ and its NN $X'_n$, that is

$$
r_n(X_n, X'_n) = r_n(X_1, \ldots, X_n) = E[\rho(Y_n, Y'_n) \mid X_1, \ldots, X_n].
$$

Define the nearest distance at time $n$ as $d_n = \rho(X_n, X'_n)$. The following lemma which is a modified restatement of a result from [3] provides an upper bound on $r_n(X_n, X'_n)$ in terms of $d_n$.

Lemma 1: Let $X_1, \ldots, X_n$ be an arbitrary random process in $(X, \rho)$ with $(X_1, Y_1), \ldots, (X_n, Y_n)$ satisfying Assumption 2. For any $F(y \mid x)$ satisfying Assumption 1 we have

$$
r_n(X_n, X'_n) \leq 2\sigma^2(X_n) + (K_1 + K_2)d_n^\alpha.
$$

Proof: We have that

$$
r_n(X_n, X'_n) = E[\rho(Y_n, Y'_n) \mid X_1, \ldots, X_n]
$$

$$
= E[\rho(Y_n - m(X_n), Y'_n - m(X'_n)) + (m(X_n) - m(X'_n))]^2
$$

Assumption 2 implies that given $X_1, \ldots, X_n$, each $X_i$ is conditionally independent of $Y_j$ for $i \neq j$ and that $(Y_i)$ are mutually conditionally independent. This implies that the expected value of the cross terms is zero. It also implies that the index of the nearest neighbor is independent of $(Y_i)$.

Hence we get that

$$
r_n(X_n, X'_n) = \sigma^2(X_n) + (m(X_n) - m(X'_n))^2 + \sigma^2(X'_n)
$$

$$
= 2\sigma^2(X_n) + (m(X_n) - m(X'_n))^2
$$

$$
+ [\sigma^2(X'_n) - \sigma^2(X_n)]
$$

$$
\leq 2\sigma^2(X_n) + (K_1 + K_2)d_n^\alpha.
$$

from Assumption 1.

For i.i.d. sampling define the expected loss given $X_n$ as

$$
r_n(X_n) = E[r_n(X_n, X'_n) \mid X_n],
$$

and the expected loss at time $n$

$$
R_n = E[r_n(X_n)].
$$

The result in [3] states that for squared-error loss and for Lipschitz smooth regression functions, we have

$$\lim_{n \to \infty} R_n = 2R^*.
$$

For arbitrary sampling we can naturally extend the definition of loss at time $n$ given $x_n$ as

$$
R_n = \sup_{x_n, x'_n \in X} r_n(x_n, x'_n).
$$

However, we cannot expect to get bounds on $R_n$ under arbitrary sampling. One can always construct sequences $x_1, x_2, \ldots$ (and hence a corresponding process $X_1, X_2, \ldots$) which will incur small loss initially and then inflict large loss to beat any bound. This is characteristic of arbitrary sampling schemes. However, we will show that bounds can be derived for the cumulative loss for arbitrary sampling. The cumulative NN risk for an arbitrary sequence $\{X_1, X_2, \ldots, X_n\} \subseteq X$ is defined as

$$
C_n(X_1, \ldots, X_n) = \sum_{i=1}^n r_i(X_i, X'_i).
$$

(Note that we leave out $r_1(X_1, X'_1)$ from the sum since $X'_1$ is not defined and we cannot expect a good estimate.) In the i.i.d. case this gives

$$E[C_n(X_1, \ldots, X_n)] = \sum_{i=2}^n \frac{R_i}{n(n-1)}.
$$

Thus the cumulative risk $C_n$ can be used as a common criterion with which to compare the performances of each sampling scheme. The above relationship motivates the definition of the time-average NN risk of $X_1, \ldots, X_n$ as

$$\bar{R}_n(X_1, \ldots, X_n) = \frac{1}{n} C_n(X_1, \ldots, X_n).
$$

For i.i.d. sampling it can be seen that

$$\lim_{n \to \infty} E[\bar{R}_n(X_1, \ldots, X_n)] = \lim_{n \to \infty} R_n.
$$

It will be shown that $\bar{R}_n$ plays the same role in arbitrary sampling as does $R_n$ in i.i.d. sampling.

In [3], two types of loss functions—metric loss and squared-error loss—are considered under i.i.d. sampling. It was shown that under a metric loss

$$\lim_{n \to \infty} R_n \leq 2R^*$$

and under squared error loss

$$\lim_{n \to \infty} R_n = 2R^*.
$$

As mentioned, we consider only the squared error loss case. Under i.i.d. sampling, $R_n$ is upper-bounded by $2R^*$ plus a term that goes to zero. We bound this latter term thereby giving a
bound on the convergence rate. We will also prove that for any sequence of samples
\[ \lim_{n \to \infty} \sup_{1 \leq i \leq n} R_n(x_1, \ldots, x_n) = 2R^* \]
Furthermore, almost surely
\[ \lim_{n \to \infty} R_n(x_1, \ldots, x_n) = \frac{1}{n} \sum_{i=2}^{n} r(X_i) \]
which is twice the average of the conditional Bayes risks for the sequence. In fact, we will provide finite sample upper bounds for \( R_n \) in terms of the sum of this average of Bayes risks plus a second term that goes to zero. In the limit, \( R_n \) equals twice the average of the Bayes risks, so in that sense that second term again gives a bound on the convergence rate. It turns out that a similar analysis in the metric loss case leads to similar finite sample upper bounds for \( \tilde{R}_n \), although they do not lead to convergence rates since we only have an upper bound on
\[ \lim_{n \to \infty} \tilde{R}_n(x_1, \ldots, x_n). \]

C. Covering Numbers and Supports

We now introduce various topological definitions and properties that will be used in this paper. Define the open ball of radius \( \epsilon \) about a point \( x \in X \) as
\[ B(x, \epsilon) = \{ y \in X \mid \rho(x, y) < \epsilon \}. \]
These balls are also known as \( \epsilon \)-balls. We next define the important and well-known notions of covering numbers and metric entropy which characterize the massiveness of a set. Following Kolmogorov [15], these quantities have been extensively studied and used in various applications.

Definition 1: Let \( A \) be a subset of metric space \((X, \rho)\). The metric covering number \( N(\epsilon) \equiv N(\epsilon, A, \rho) \) is defined as the smallest number of open balls of radius \( \epsilon \) that cover the set \( A \). That is
\[ N(\epsilon) = \inf \{ k : \exists x_1, \ldots, x_k \in X \text{ s.t. } A \subseteq \bigcup_{i=1}^{k} B(x_i, \epsilon) \}. \]

The logarithm of the metric covering number is often referred to as the metric entropy or \( \epsilon \)-entropy. A set \( A \) is said to be totally bounded if \( N(\epsilon, A, \rho) < \infty \) for all \( \epsilon > 0 \). In particular, every compact set is totally bounded. All totally bounded sets are bounded. Bounded sets in \( \mathbb{R}^d \) are totally bounded. Note that as a function of \( \epsilon \), \( N(\epsilon, A, \rho) \) is a nonincreasing, piecewise-constant, and right-continuous function. Accordingly, there is no well-defined inverse function. However, we define the following discrete function called the metric covering radius which can be interpreted as a "pseudoinverse" of the metric covering number.

Definition 2: The metric covering radius \( N^{-1}(k) \equiv N^{-1}(k, A, \rho) \) is defined as the smallest radius such that there exists \( k \) balls of this radius which cover the set \( A \). That is
\[ N^{-1}(k) = \inf \{ \epsilon : \exists x_1, \ldots, x_k \in X \text{ s.t. } A \subseteq \bigcup_{i=1}^{k} B(x_i, \epsilon) \}. \]

Note that \( N^{-1}(\epsilon) \) is a nonincreasing discrete function of \( \epsilon \).

In particular, \( N^{-1}(1) \) is the radius of the smallest ball to cover \( A \) and is referred to as the radius of \( A \).

Example 1: [15] For any bounded set \( A \) in Euclidean \( r \)-space, the covering number of \( A \) satisfies \( N(\epsilon, A) \leq (\beta/\epsilon)^r \) for all \( \epsilon \leq \beta = N^{-1}(1, A) \) and the covering radius satisfies \( N^{-1}(n, A) \leq \beta n^{1/r} \). In addition, if \( A \) contains an interior point in \( \mathbb{R}^r \) then \( N(\epsilon, A) \geq (\beta_1/\epsilon)^r \) for some \( \beta_1 > 0 \) and \( N^{-1}(n, A) \geq \beta_1 n^{1/r} \).

Note that, in general, the best constants for upper and lower bounds on \( N(\epsilon, A) \) and \( N^{-1}(n, A) \) may be hard to find. In this paper, we are not concerned with finding tight constants and so a conservative value of \( \beta = N^{-1}(1, A) \) (the radius of the set) is certainly valid. Throughout this paper, for simplicity we denote \( \mathbb{R}^r \) to be \( r \)-space equipped with the Euclidean metric, although results hold as well for any equivalent metric (e.g., \( \ell_p \) induced metrics). All that is required is to have the same order of growth for the covering numbers, although of course the precise constants may depend on the particular metric.

The next lemma simply states that the metric covering radius of a totally bounded set (and hence a compact set) goes to zero as \( n \to \infty \). This result will be used in the proofs of subsequent theorems.

Lemma 2: Let \( A \) be a totally bounded subset of \((X, \rho)\), then
\[ \lim_{n \to \infty} N^{-1}(n, A, \rho) = 0. \]

Proof: Assume the statement is false. Then since \( N^{-1}(n) \) is nonincreasing, there exists \( \epsilon > 0 \) such that \( N^{-1}(n) \geq \epsilon \) for all \( n \). But this implies that \( N(\epsilon) \geq n \) for all \( n \), i.e., \( N(\epsilon) = \infty \), which contradicts the fact that \( A \) is totally bounded.

We next define the standard notion of the support of a measure (e.g., [7]).

Definition 3: The support of the probability measure \( \mu \) defined on \((X, \rho)\) is defined as
\[ \mathcal{K}(\mu) = \{ x \in X : \forall \epsilon > 0, \mu(B(x, \epsilon)) > 0 \}. \]

III. I.I.D. SAMPLING

In this section we consider the problem in which the samples \( \{X_i\}_{i=1}^{n} \) are drawn i.i.d. according to some unknown probability measure \( \mu \) on \((X, \rho)\). This is the classical NN problem for which Cover [3] proved that
\[ \lim_{n \to \infty} R_n = 2R^*. \]

The purpose of this section is to find an upper bound on the pointwise-finite sample performance in terms of only the support of \( \mu \).

The following lemma which is actually a corollary of Lemma 1 bounds the convergence rate for the expected squared-error loss in terms of the expected nearest neighbor distance.

Lemma 3: Let \( X_1, X_2, \ldots, X_n \) be i.i.d. according to a probability measure \( \mu \) with \( \mathcal{K}(\mu) \) a subset of \((X, \rho)\) with \( \mathcal{K}(X_1, Y_1), \ldots, (X_n, Y_n) \) satisfying Assumption 2. For any \( F(y | x) \) satisfying Assumption 1, we have
\[ R_n \leq R_\infty + (K_1 + K_2)(E d_{\infty}^2)^n. \]
Proof: Taking expected values on the conclusion of Lemma 1 and using Jensen’s inequality since \( h(t) = t^\alpha \) is concave for \( 0 < \alpha \leq 1 \), the statement follows by also noting that

\[
R_\infty = \lim_{n \to \infty} R_n = 2E[\sigma^2(X)] = 2R_n^*.
\]

We consider the case in which the support of \( \mu, \mathcal{K}(\mu) \), is totally bounded. The following theorem provides a bound on \( Ed_n \) and \( Ed_n^2 \).

**Theorem 1:** Let \( X_1, X_2, \cdots, X_n \) be i.i.d. according to a probability measure \( \mu \) with \( \mathcal{K}(\mu) \) a totally bounded subset of \( (X, \rho) \). Then

\[
Ed_n \leq n \sum_{i=1}^{n} N^{-1}(i, \mathcal{K}(\mu))
\]
and

\[
Ed_n^2 \leq \frac{8}{n} \sum_{i=1}^{n-1} [N^{-1}(i, \mathcal{K}(\mu))]^2.
\]

Proof: Observe that for any \( X_n \in \mathcal{K}(\mu) \)

\[
Pr[d_n > \epsilon | X_n] = (1 - \mu(B(X_n, \epsilon)))^{n-1}.
\]

But \( Pr[X_n \in \mathcal{K}(\mu)] = 1 \). The proof for this is argued in [4]: the separability of \( \mathcal{K}(\mu) \) implies that \( \mathcal{K}(\mu)^c \) is contained in a countable union of sets of measure zero.

Fix \( \epsilon > 0 \). Now take an \( \epsilon/2 \)-covering of \( \mathcal{K}(\mu) \), \( B_1, B_2, \cdots, B_{\mathcal{N}(\epsilon/2)} \). Then for \( X_n \in \mathcal{K}(\mu) \), there exists an \( i \) such that \( B_i \subset B(X_n, \epsilon) \). Let \( N = \mathcal{N}(\epsilon/2) \). Now define an \( \epsilon/2 \)-partition as follows: For each \( i = 1, 2, \cdots, N \) let

\[
P_i = B_i - \bigcup_{k=1}^{i-1} B_k,
\]

Then \( P_i \subset B_i \)

\[
\bigcup_{i=1}^{N} B_i = \bigcup_{i=1}^{N} P_i
\]
and \( P_i \cap P_j = 0 \). Also

\[
\sum_{i=1}^{N} \mu(P_i) = 1.
\]

Then for \( X_n \in \mathcal{K}(\mu) \) there exists an \( i \) such that \( P_i \subset B_i \subset B(X_n, \epsilon) \) and in turn \( p_i \equiv \mu(P_i) \leq \mu(B(X_n, \epsilon)) \). Hence

\[
Pr[d_n > \epsilon | X_n \in P_i] \leq (1 - p_i)^{n-1}
\]
and

\[
Pr[d_n > \epsilon] \leq \sum_{i=1}^{N} p_i(1 - p_i)^{n-1}.
\]

As \( d_n \geq 0 \), then

\[
Ed_n = \int_{0}^{\infty} de Pr[d_n > \epsilon] = \sum_{i=1}^{N} p_i(1 - p_i)^{n-1}
\]

We now bound \( Pr[d_n > \epsilon] \) by bounding

\[
\sum_{i=1}^{N} p_i(1 - p_i)^{n-1}
\]
for all \( \{p_i\} \) such that

\[
\sum_{i=1}^{N} p_i = 1.
\]

We now prove that

\[
\sum_{i=1}^{N} p_i(1 - p_i)^{n-1} \leq \frac{1}{N^{n-1}} \left( 1 - \frac{1}{n} \right)^{n-1} \leq \frac{N}{2n}.
\]

The case when \( n \leq N \) is obvious. If \( n > N \), then

\[
\sum_{i=1}^{N} p_i(1 - p_i)^{n-1} \leq \sum_{i=1}^{N} \max_{p_i} p_i(1 - p_i)^{n-1}
\]

\[
= \sum_{i=1}^{n} \frac{1}{n} \left( 1 - \frac{1}{n} \right)^{n-1} \leq \frac{N}{2n}.
\]

Hence we have that

\[
Pr[d_n > \epsilon] \leq \mathcal{N}(\epsilon/2) \sum_{i=1}^{n} \frac{1}{n} \left( 1 - \frac{1}{n} \right)^{n-1}
\]

\[
\leq \frac{N}{2n}.
\]

Since \( Pr[d_n > \epsilon] = 0 \) for \( \epsilon > 2^{-N-1}(1) \), we have

\[
Ed_n = \int_{0}^{\infty} de Pr[d_n > \epsilon] \leq \int_{0}^{2^{-N-1}(1)} de
\]

\[
+ \int_{2^{-N-1}(1)}^{\infty} \frac{N(n)}{2n} \delta \mathcal{N}(\epsilon)
\]

\[
= 2^{-N-1}(n) + \frac{1}{n} \int_{2^{-N-1}(1)}^{\infty} \delta \mathcal{N}(\epsilon).
\]

Since \( \mathcal{N}(\epsilon) = i \) for \( \mathcal{N}^{-1}(i) \leq \epsilon < \mathcal{N}^{-1}(i - 1) \) we get

\[
\int_{\mathcal{N}^{-1}(i)}^{\mathcal{N}^{-1}(i-1)} \delta \mathcal{N}(\epsilon) = \sum_{i=2}^{n} \int_{\mathcal{N}^{-1}(i)}^{\mathcal{N}^{-1}(i-1)} \delta \mathcal{N}(\epsilon)
\]

\[
= \sum_{i=2}^{n} i[\mathcal{N}^{-1}(i - 1) - \mathcal{N}^{-1}(i)]
\]

\[
= \mathcal{N}^{-1}(1) - n\mathcal{N}^{-1}(n) + \sum_{i=1}^{n-1} \mathcal{N}^{-1}(i).
\]

Hence

\[
Ed_n \leq 2^{-N-1}(n) + \frac{\mathcal{N}^{-1}(1)}{n} + \frac{1}{n} \sum_{i=1}^{n-1} \mathcal{N}^{-1}(i) \leq \frac{3}{n} \sum_{i=1}^{n} \mathcal{N}^{-1}(i).
\]

Similarly

\[
Ed_n^2 = \int_{0}^{\infty} de Pr[d_n^2 > \epsilon] = \int_{0}^{\infty} de Pr[d_n > \sqrt{\epsilon}]
\]

\[
= 4(\mathcal{N}^{-1}(n))^2 + \frac{4}{n} \int_{\mathcal{N}^{-1}(1)}^{\infty} \mathcal{N}(\sqrt{\epsilon})
\]
and together with
\[ \int_{N^{-1}(n)^2} e^{-\frac{1}{2}N^{-1}(n)^2} \, dN(e) = [N^{-1}(1)]^2 - n[N^{-1}(n)]^2 + n \sum_{i=1}^{n-1} [N^{-1}(i)]^2 \]
gives
\[ Ef_n \leq \frac{4(n^{-1}(1))^2}{n} + \frac{4}{n} \sum_{i=1}^{n-1} [N^{-1}(i)]^2. \]  
(2)

For example, take $K(\mu)$, a bounded subset of $R^n$ for some integer $r > 1$, then
\[ Ef_n \leq \frac{3 \beta r}{r - 1} n^{-1/r} \]
where $\beta$ is the radius of $K(\mu)$. It is well known that the support is closed [7], hence supports which are bounded subsets of $R^n$ are in fact compact. Note that the theorem statement can be tightened by using the bounds in (1) and (2) of the proof.

The following corollary obtains a bound on the finite sample convergence rate for the expected squared-error loss using the results from Theorem 1 applied to Lemma 3.

**Corollary 1:** Let $X_1, X_2, \ldots, X_n$ be i.i.d. according to a probability measure $\mu$ with $K(\mu)$ a totally bounded subset of $(X, \rho)$ with $(X_1, Y_1), \ldots, (X_n, Y_n)$ satisfying Assumption 2. For any $F(y \mid x)$ that satisfies Assumption 1 we have
\[ R_n \leq R_{\infty} + (K_1 + K_2) \frac{\alpha}{n} \sum_{i=1}^{n-1} [N^{-1}(i, K(\mu))]^{2\alpha}. \]

For example, if $K(\mu) \subset R^r (r > 2\alpha)$ then
\[ R_n \leq R_{\infty} + (K_1 + K_2) \frac{\alpha}{n} \sum_{i=1}^{n-1} [N^{-1}(i, K(\mu))]^{2\alpha} \]
where $\beta = N^{-1}(1, K(\mu))$.

## IV. ARBITRARY SAMPLING

In the previous section, the sequence $\{X_t\}$ was assumed to be i.i.d. We now consider a formulation in which there are no restrictions on the sequence of random variables $\{X_t\}$. That is, the samples $\{X_t\}$ can be chosen from a completely arbitrary random process taking values in a general separable metric space. This includes cases in which $\{X_t\}$ is any nonstationary or nonergodic process. It also allows completely arbitrary deterministic sampling strategies. However, as before, Assumption 2 must hold which implies that given $X_t$, the label $Y_t$ must be conditionally independent of $(X_{t'}, Y_{t'})$ for $t' \neq t$.

Our proof technique is a deterministic sample path analysis. In fact, our theorems make almost sure (a.s.) statements for any random process which is equivalent to making arbitrary deterministic sample path statements.

Recall that
\[ X_n^* = \arg \min_{x_n} \rho(X_n, X_n) \]
and that $d_n = \rho(X_n, X_n^*)$. In effect, each sequence of points $\{X_1, \ldots, X_n\}$ induces a sequence of minimum distances $\{d_1, d_2, \ldots, d_n\}$. Note that $d_1$ is obviously not defined. The next lemma states that under squared-error loss the cumulative loss bound is in terms of the conditional Bayes risks of the sequence and the nearest neighbor distances.

**Lemma 4:** Let $X_1, \ldots, X_n$ be an arbitrary random process in $(X, \rho)$ with $(X_1, Y_1), \ldots, (X_n, Y_n)$ satisfying Assumption 2. For any $F(y \mid x)$ satisfying Assumption 1, we have a.s. that
\[ C_n(X_1, \ldots, X_n) \leq 2 \sum_{i=2}^{n} r^*(x_i) + (K_1 + K_2) \sum_{i=2}^{n} d_i^{2\alpha}. \]

Furthermore, if
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} d_i^{2\alpha} = 0 \]
then a.s. we have
\[ \lim_{n \to \infty} R_n(X_1, \ldots, X_n) = \lim_{n \to \infty} \frac{2}{n} \sum_{i=2}^{n} r^*(x_i) \]
if the limit exists, and
\[ \lim_{n \to \infty} \sup_{x_1, \ldots, x_n} R_n(x_1, \ldots, x_n) = 2R^{\infty}. \]

**Proof:** Fixing $X_1 = x_1, \ldots, X_n = x_n$, then Lemma 1 and summing terms gives
\[ C_n(x_1, \ldots, x_n) \leq 2 \sum_{i=2}^{n} \sigma_2^2(x_i) + (K_1 + K_2) \sum_{i=2}^{n} d_i^{2\alpha}. \]

For the second part of the lemma, we have from the proof of Lemma 1 the following equality:
\[ R_n(x_1, \ldots, x_n) = \frac{1}{n} \sum_{i=2}^{n} \{2\sigma_2^2(x_i) + ||m(x_i) - m(x_i')||^2 \}
\[ + \sigma_2^2(x_i) - \sigma_2^2(x_i') \}. \]

But by hypothesis
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} ||m(x_i) - m(x_i')||^2 \leq \lim_{n \to \infty} \frac{K_1}{n} \sum_{i=2}^{n} d_i^{2\alpha} = 0 \]
and
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \left( \sigma_2^2(x_i) - \sigma_2^2(x_i') \right) \leq \lim_{n \to \infty} \frac{K_2}{n} \sum_{i=2}^{n} d_i^{2\alpha} = 0 \]
which imply that
\[ \lim_{n \to \infty} R_n(x_1, \ldots, x_n) = \lim_{n \to \infty} \frac{2}{n} \sum_{i=2}^{n} \sigma_2^2(x_i) \]
if the limit exists. Repeating the above computations but taking sums before the limit gives
\[ \lim_{n \to \infty} \sup_{x_1, \ldots, x_n} R_n(x_1, \ldots, x_n) = \lim_{n \to \infty} \sup_{x_1, \ldots, x_n} \frac{2}{n} \sum_{i=2}^{n} \sigma_2^2(x_i) \times \sum_{i=2}^{n} d_i^{2\alpha} = 2R^{\infty}. \]
A. Bound on Cumulative Distances

Observe that with arbitrary sampling, the samples must be from a totally bounded subset \( A \) of metric space \((\mathcal{X}, \rho)\) to be able to bound the cumulative nearest neighbor distances. We require the total boundedness of \( A \) to prevent the points from being too "spread out." In fact, the next theorem quantifies the clustering of nearest neighbor distances of arbitrarily chosen points in totally bounded metric spaces. In some sense this is analogous to the statement that if \( \{X_i\} \) is i.i.d., then \( d_n \rightarrow 0 \) a.s. [4].

Theorem 2: Let \( A \) be a totally bounded subset of \((\mathcal{X}, \rho)\).
Then for an arbitrary sequence \( x_1, x_2, \cdots, x_n \in A \) and for any \( \gamma > 0 \)

\[
\sum_{i=2}^{n} d_i^\gamma \leq \sum_{i=1}^{n-1} [2N^{-1}(i, A)]^\gamma
\]

where \( d_i = \rho(x_i, x'_i) \). In particular, for bounded subsets of \( \mathbb{R}^r \) with radius \( \beta > 0 \)

\[
\sum_{i=2}^{n} d_i^\gamma \leq \left\{ \begin{array}{ll}
(2\beta)^\gamma [\log n^{1-\gamma/r} - \gamma] & , \gamma < r \\
(2\beta)^\gamma [1 + \log n] & , \gamma = r.
\end{array} \right.
\]

Proof: We prove the result by induction. The inequality is true for \( n = 2 \). Certainly \( d_2 \leq 2N^{-1}(1, A) \) which is twice the radius of \( A \). Now assume it holds for some \( n > 2 \), and fix a sequence \( \{x_i\}_{i=1}^{n+1} \). The sequence induces a sequence of nearest neighbor distances \( \{d_i\}_{i=2}^{n+1} \). Let

\[
d_m = \min_{2 \leq i \leq n+1} d_i
\]

where \( m = \arg \min d_i \). We now show that \( d_m \leq 2N^{-1}(n, A) \).

First note that

\[
d_m = \min_{1 \leq i \leq n+1} \rho(x_i, x_j).
\]

Cover \( A \) with \( n \) balls of radius \( N^{-1}(n, A) \). Then at least one ball contains two points. Hence \( d_m \leq 2N^{-1}(n, A) \).

Now define the new sequence

\[
a_i = \begin{cases} x_i, & i = 1, \cdots, m - 1 \\
x_{i+1}, & i = m, \cdots, n. \end{cases}
\]

Then \( \{a_i\}_{i=1}^{n+1} \) induces nearest neighbor distances \( \{b_i\}_{i=2}^{n} \) where

\[
b_i = d_i, \quad i = 2, \cdots, m - 1
\]

\[
b_i \geq d_{i+1}, \quad i = m, \cdots, n.
\]

That is, by removing the \( m \)th point we can only increase all the subsequent nearest neighbor distances. But the induction hypothesis

\[
\sum_{i=2}^{n} b_i^\gamma \leq \sum_{i=1}^{n-1} [2N^{-1}(i, A)]^\gamma.
\]

Hence

\[
\sum_{i=2}^{n} d_i^\gamma \leq \sum_{i=2}^{n} b_i^\gamma + d_n^\gamma \
\leq \sum_{i=1}^{n-1} [2N^{-1}(i, A)]^\gamma + [2N^{-1}(n, A)]^\gamma \
= \sum_{i=1}^{n} [2N^{-1}(i, A)]^\gamma.
\]

In particular for bounded \( A \subset \mathbb{R}^r \) we have from Example 1 that \( N^{-1}(k, A) = \beta/k^{1/r} \) thus

\[
\sum_{k=2}^{n} d_k^\gamma \leq \sum_{k=1}^{n-1} \frac{\beta^\gamma}{k^{\gamma/r}} = \left\{ \begin{array}{ll}
O(\log n), & \gamma = r \\
O(n^{1-\gamma/r}), & \gamma < r. \end{array} \right.
\]

In fact, Theorem 2 can be generalized so that for any increasing function \( g \) such that \( g(0) = 0 \) we have

\[
\sum_{i=1}^{n} g(d_i) \leq \sum_{i=1}^{n-1} g(2N^{-1}(i, A)).
\]

The following lower bound demonstrates that the established upper bound is tight up to a factor of 2.

Proposition 1: Let \( A \) be a totally bounded subset of \((\mathcal{X}, \rho)\).
For every \( \delta > 0 \) there exists a sequence \( x_1, x_2, \cdots, x_n \in A \) such that

\[
\sum_{i=2}^{n} d_i \geq \sum_{i=1}^{n-1} N^{-1}(i, A) - \delta.
\]

Proof: Fix a positive sequence \( \{\delta_i\} \) such that

\[
\sum_{i=1}^{\infty} \delta_i \leq \delta
\]

for some \( \delta > 0 \). Let \( \epsilon_i = N^{-1}(i, A) \) for each \( i = 1, \cdots, n \). Fix \( x_1 \in A \) arbitrarily. Choose \( x_2 \) from

\[
A \cap [B(x_1, \epsilon_1 - \delta_1)]^c.
\]

Existence is ensured from the definition of \( N^{-1}(\cdot) \). Then \( d_2 \geq \epsilon_1 - \delta_1 \). Similarly, choosing \( x_n \) from

\[
A \cap \left[ \bigcup_{i=1}^{n-1} B(x_i, \epsilon_{n-1} - \delta_{n-1}) \right]^c
\]

gives \( d_n \geq \epsilon_{n-1} - \delta_{n-1} \). Hence

\[
\sum_{i=2}^{n} d_i \geq \sum_{i=1}^{n-1} N^{-1}(i, A) - \delta.
\]

The next corollary states that arbitrary sampling in a totally bounded set under squared-error loss has cumulative loss in terms of the conditional Bayes risks of the sequence and the metric covering radii. In particular, the asymptotic time-average of the risk equals twice the time-average of the conditional Bayes risks of the fixed sequence.
Corollary 2: Let $X_1, \ldots, X_n$ be an arbitrary random process in a totally bounded subset $A$ of $(\mathcal{X}, \rho)$ with $(X_1, Y_1), \ldots, (X_n, Y_n)$ satisfying Assumption 2. For any $F(y \mid x)$ satisfying Assumption 1, we have a.s.

$$C_n(X_1, \ldots, X_n) \leq 2 \sum_{i=2}^{n} r^*(X_i) + (K_1 + K_2) \sum_{i=1}^{n-1} [2N^{-1}(i, A)]^{2a}.$$ 

Furthermore

$$\lim_{n \to \infty} \bar{R}_n(X_1, \ldots, X_n) = \lim_{n \to \infty} 2 \sum_{i=2}^{n} r^*(X_i) \text{ a.s.}$$

if the limit exists, and

$$\lim_{n \to \infty} \sup_{x_1, \ldots, x_n} \bar{R}_n(x_1, \ldots, x_n) = 2R^{\text{ga}}.$$  

Proof: Fix $X_1 = x_1, \ldots, X_n = x_n \in A$. The first statement follows from Lemma 4 and Theorem 2. The second statement follows from Lemma 4 as the hypothesis is satisfied using Theorem 2 and Lemma 2

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} d_i^{2a} \leq \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n-1} [2N^{-1}(i, A)]^{2a} = 0.$$  

Interestingly, this suggests that to get large nearest neighbor distances (and hence large cumulative error) it suffices to use some i.i.d. process rather than a non-i.i.d. sampling technique or some deterministic method.

B. Recovering and Extending i.i.d. Sampling Results

We have considered NN estimation under i.i.d. sampling and arbitrary sampling using different techniques. The results in Section III provide pointwise convergence rates for i.i.d. sampling in totally bounded sets. The results in Section IV-A give bounds on the time-averaged risk for an arbitrary sequence of samples in a totally bounded set. An immediate consequence of Section IV-A is time-averaged bounds for i.i.d. sampling. In this section we prove that the results in Section IV-A imply the traditional pointwise results for i.i.d. sampling and in fact we extend the traditional results to stationary sampling.

Lemma 5: Let $X_1, X_2, \ldots, X_n$ be a stationary process taking values in $(\mathcal{X}, \rho)$. Then $Ed_n \leq Ed_i$ for every $2 \leq i \leq n$.

Proof: Fix $0 \leq i < n - 2$. Then

$$Ed_n = E \min_{2 \leq j < n} \rho(X_j, X_n) \leq E \min_{2+i \leq j < n} \rho(X_j, X_n) = E \min_{2 \leq j < n-i} \rho(X_j, X_{n-i}) = Ed_{n-i}.$$  

The second to last equality follows from the stationary hypothesis.

Theorem 3: Let $X_1, X_2, \ldots, X_n$ be a stationary process taking values in a totally bounded subset $A$ of $(\mathcal{X}, \rho)$. Then

$$Ed_n \leq 2 \sum_{i=1}^{n-1} N^{-1}(i, A).$$

For a bounded subset $A$ of $\mathbb{R}^r$ and $\beta = N^{-1}(1, A)$ we have

$$Ed_n \leq \begin{cases} \frac{4\beta + \log n}{n}, & r = 1 \\ \beta n^{-1/r}, & r > 1. \end{cases}$$

Proof: First note that

$$(n-1)E \left[ d_n - \frac{1}{n-1} \sum_{i=2}^{n} d_i \right] = E \left[ \sum_{i=2}^{n} (d_n - d_i) \right] \leq 0$$

by Lemma 5. Hence

$$Ed_n \leq \frac{1}{n-1} E \sum_{i=2}^{n} d_i.$$  

But by Theorem 2 we have that for every sequence $X_1, \ldots, X_n \in A$, a.s. the induced nearest neighbor distances satisfy

$$\sum_{i=2}^{n} d_i \leq 2 \sum_{i=1}^{n-1} N^{-1}(i, A).$$

This implies the theorem statement.

V. $k_n$NN ESTIMATION UNDER ARBITRARY SAMPLING

It is well known that $k_n$NN estimators are universally consistent under i.i.d. sampling [19]. The purpose of this section is to prove the consistency of the $k_n$NN estimator under arbitrary sampling, provide bounds on the convergence rates, and recover the i.i.d. sampling results. In fact, we will find an upper bound on the convergence rate that coincides with known rates for i.i.d. sampling.

The $k_n$-nearest neighbor rule is defined as follows. Let $k_n$ be any nondecreasing sequence of numbers. (Assume $k_2 \geq 1$ for simplicity.) Denote the $k_n$ nearest neighbors of $X_n$ from the set $\{X_1, \ldots, X_{n-1}\}$ as $X_1^{[1]}, \ldots, X_{n-1}^{[k_n]}$ where $X_i^{[1]}$ is the nearest. We denote $Y_n^{[i]}$ as the label associated with the $i$th nearest neighbor. The $k_n$NN rule estimate is the average of the $k_n$ NN labels

$$\hat{Y}_n^{(k_n)} = \frac{1}{k_n} \sum_{i=1}^{k_n} Y_n^{[i]}.$$  

Let $r^{(k_n)}(X_n, X_1^{[1]}, \ldots, X_{n-1}^{[k_n]})$ be the conditional expected loss in estimating $Y_n$ given $X_n$ and the $k_n$ nearest neighbors of $X_n$. We then define $C_n^{(k_n)}(X_1, \ldots, X_n)$ as the cumulative $k_n$NN loss and $\bar{R}^{(k_n)}(X_1, \ldots, X_n)$ as the time-averaged risk of a given arbitrary sequence. Let $d_n(i)$ be the $i$th nearest neighbor
distance of n samples to \( X_n \), i.e., \( d_n(i) = \rho(X_n, X_n^{[i]}) \). The next lemma, an extension of Lemma 4, gives results for the \( k_n \)-NN rule.

**Lemma 6:** Let \( X_1, \ldots, X_n \) be an arbitrary random process in \((X, \rho)\) with \((X_1, Y_1), \ldots, (X_n, Y_n)\) satisfying Assumption 2. For any \( F(y \mid x) \) satisfying Assumption 1, we have that any \( k_n \)-nearest neighbor rule gives a.s.

\[
C_n^{(k_n)}(X_1, \ldots, X_n) \leq \sum_{i=2}^{n} \left( 1 + \frac{1}{k_i} \right) r^*(X_i) + (K_1 + K_2) \sum_{i=2}^{n} d_0^\alpha(k_i).
\]

Furthermore, if \( \{k_n\} \) satisfies

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} d_0^\alpha(k_i) = 0
\]

then we have that a.s.

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \frac{r^*(X_i)}{n} = 0
\]

if the limit exists, and

\[
\lim_{n \to \infty} \sup_{x_1, \ldots, x_n} \frac{R_n^{(k_n)}(x_1, \ldots, x_n)}{R^w_{n}} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \sigma^2(x_i)
\]

**Proof:** Fix \( X_1 = x_1, \ldots, X_n = x_n \). As in Lemma 4, and 2 it easy to show that

\[
C_n^{(k_n)}(x_1, \ldots, x_n) = \sum_{i=2}^{n} \left\{ \left[ 1 + \frac{1}{k_i} \right] \sigma^2(x_i) + \frac{1}{k_i^2} \right\} \sum_{j=1}^{k_i} \left[ m(x_i) - m(x_j^{[i]}) \right]^2 + \frac{1}{k_i^2} \sum_{j=1}^{k_i} [\sigma^2(x_j^{[i]}) - \sigma^2(x_i)].
\]

We see that

\[
\sum_{i=2}^{n} \frac{1}{k_i^2} \sum_{j=1}^{k_i} \left[ m(x_i) - m(x_j^{[i]}) \right]^2 \leq \sum_{i=2}^{n} \frac{K_1}{k_i} \sum_{j=1}^{k_i} d_0^\alpha(k_j) \leq K_1 \sum_{i=2}^{n} d_0^\alpha(k_i).
\]

A similar computation on the variance terms gives the first statement in the theorem.

From the hypotheses in the second half of the theorem we can argue as follows. Noting that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \left[ m(x_i) - m(x_j^{[i]}) \right]^2 \leq \lim_{n \to \infty} \frac{K_1}{n} \sum_{i=2}^{n} d_0^\alpha(k_i) = 0,
\]

and a similar computation on the variance terms gives

\[
\lim_{n \to \infty} R_n^{(k_n)}(x_1, \ldots, x_n) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \left( 1 + \frac{1}{k_i} \right) \sigma^2(x_i)
\]

\[
= \lim_{n \to \infty} \left( 1 + \frac{1}{k_n} \right) \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} r^*(x_i)
\]

if the limit exists since \( r^*(\cdot) \) is bounded and \( k_n \) is nondecreasing.

By repeating the above computations but with taking the supremum over all sequences prior to the limit taking, we get

\[
\lim_{n \to \infty} \sup_{x_1, \ldots, x_n} R_n^{(k_n)}(x_1, \ldots, x_n) = \lim_{n \to \infty} \sup_{x_1, \ldots, x_n} \frac{1}{n} \sum_{i=2}^{n} \left( 1 + \frac{1}{k_i} \right) \sigma^2(x_i)
\]

\[
= \lim_{n \to \infty} \left( 1 + \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \frac{1}{k_i} \right) = R_{\infty}^{w} \lim_{n \to \infty} \left( 1 + \frac{1}{k_n} \right),
\]

since \( k_n \) is nondecreasing.

**A. Bound on Cumulative Distances**

We first consider the following lemma which is an extension of Theorem 2.

**Lemma 7:** For any \( \gamma > 0 \), for any \( n \geq k + 1 \geq 2 \), and for any sequence \( x_1, x_2, \ldots, x_n \) in a totally bounded subset \( A \) of \((X, \rho)\)

\[
\sum_{i=k+1}^{n-1} d_l(i) \leq 2N^{-1}([n/k], A) \gamma
\]

where \( d_l(i) = \rho(x_n, x_n^{[i]}) \).

**Proof:** The result follows by a modification of Theorem 2 by observing that if we cover \( A \) with \( [n/k] \) balls of radius \( N^{-1}([n/k], A) \), then with \( n + 1 \) points at least one ball will have \( k + 1 \) points. This implies that

\[
d_m \equiv \min_{i \leq n+1} d_l(k) \leq 2N^{-1}([n/k], A).
\]

Define a new sequence by omitting \( x_m \). Induction completes the argument much the same as in the proof of Theorem 2.

The next theorem shows that if \( k_n \) grows slow enough then the \( k_n \)-NN rule is consistent in estimation.

**Theorem 4:** Let \( X_1, \ldots, X_n \) be an arbitrary random process in a totally bounded subset \( A \) of \((X, \rho)\) with \((X_1, Y_1), \ldots, (X_n, Y_n)\) satisfying Assumption 2. For any \( F(y \mid x) \) satisfying Assumption 1, we have that any \( k_n \)-nearest neighbor rule satisfies a.s.

\[
C_n^{(k_n)}(X_1, \ldots, X_n) \leq \sum_{i=2}^{n} \left( 1 + \frac{1}{k_i} \right) r^*(X_i) + (K_1 + K_2) \sum_{i=2}^{n} d_0^\alpha(k_i) = 0,
\]

\[
\times [2N^{-1}([n/k], A)]^{2\alpha}.
\]
Furthermore, if \( \{k_n\} \) satisfies the following two conditions:

\[
\begin{align*}
(C1) \quad k_n & \to \infty, \quad \text{as } n \to \infty \\
(C2) \quad \frac{k_n}{n} & \to 0, \quad \text{as } n \to \infty
\end{align*}
\]

then we have that a.s.

\[
\lim_{n \to \infty} \frac{\bar{R}_n^{(k_n)}}{\bar{R}_n^{(k_n)}}(X_1, \ldots, X_n) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} r^*(X_i) \quad (5)
\]

when the limit exists. Furthermore,

\[
\lim_{n \to \infty} \sup_{x_1, \ldots, x_n} \bar{R}_n^{(k_n)}(x_1, \ldots, x_n) = R^{\ast}.
\]

\[
\text{Proof: The first statement follows using Lemmas 6 and 7. Next, define a nonincreasing function } f \text{ such that } f(i) = N^{-1}(i) \text{ for all positive integers. Then}
\]

\[
\frac{1}{n} \sum_{i=k_n}^{n-1} N^{-1}(i/k_n) \leq \frac{f(1)2^a}{n} + \frac{1}{n} \int_{k_n}^{n} f(x/k_n) 2^{ax} \, dx
\]

\[
\leq \frac{f(1)2^a}{n} + \frac{k_n}{n} \int_{k_n}^{n} f(x) 2^{ax} \, dx.
\]

The limit as \( n \to \infty \) goes to zero using Condition (C2) and Lemma 2. The hypothesis in Lemma 6 is then satisfied and the result then follows.

\[
\text{Corollary 3: Let } A \text{ be a bounded subset of } \mathbb{R}^r. \text{ There exists a } k_n \text{-NN rule satisfying (C1) and (C2) such that for any arbitrary random process } X_1, \ldots, X_n \in A \text{ with } (X_1, Y_1), \ldots, (X_n, Y_n) \text{satisfying Assumption 2, and for } F(y \mid x) \text{satisfying Assumption 1, we have the convergence rate } O\left(n^{-\frac{2a}{2+a}}\right), \text{ if } r > 2a.
\]

\[
\text{Proof: From Example 1, } N^{-1}(n, A) \leq \beta n^{1/r} \text{ for } \beta = N^{-1}(1, A). \text{ Now compute the second term in the cumulative bound given in Theorem 4. Let } k_n = n^t \text{ for some } t > 0, \text{ then}
\]

\[
\sum_{i=k_n}^{n-1} \left[2N^{-1}(i/k_n)\right] \leq (2\beta) n^{2a} \sum_{i=k_n}^{n-1} \frac{i^{2a}}{R^*} \leq (2\beta) n^{2a} \left( \frac{R^*}{2a} t-1 \right) / R^*.
\]

Hence the finite sample cumulative bound is

\[
O\left(n^{1+(t-1)2a/r} + n^{1-t}\right).
\]

\[
\text{The best choice is } t = \frac{2a}{2a+2} \text{. This gives a cumulative bound as } O\left(n^{-\frac{2a}{2a+2}}\right). \text{ Hence the convergence rate of the } k_n \text{-NN rule is } O\left(n^{-\frac{2a}{2a+2}}\right).
\]

\[
\text{Note that the rate obtained Corollary 3 for arbitrary sampling is the rate obtained in [13], sampling with Lipschitz assumptions on the conditional distribution. In the following theorem we recover the } k_n \text{-NN i.i.d. sampling problem and extend the result to stationary processes and separable metric spaces.}
\]

\[
\text{Theorem 5: Let } X_1, X_2, \ldots, X_n \text{ be a stationary process taking values in a totally bounded subset } A \text{ of } (X, \rho). \text{ Then}
\]

\[
E_{d_n}(k_n) \leq \frac{1}{n-k_n} \sum_{i=k_n}^{n} 2N^{-1}(i/k_n, A)
\]

\[
\text{for any } k_n \geq 1 \text{ such that } k_n/n \to 0. \text{ In particular, for a bounded subset } A \text{ of } \mathbb{R}^r \text{ with } \beta = N^{-1}(1, A), \text{ we have}
\]

\[
E_{d_n}(k_n) \leq 8\beta \left( \frac{k_n}{n} \right)^{1/r}.
\]

\[
\text{Proof: Fix } k \geq 1. \text{ As in Lemma 5, it is easy to show that } E_{d_n}(k) \leq E_{d_i}(k) \text{ for all } k + 1 \leq i \leq n. \text{ By summing and dividing by } n - k \text{ we get that}
\]

\[
E_{d_n}(k) \leq \frac{1}{n-k} \sum_{i=k+1}^{n} E_{d_i}(k).
\]

The theorem statement follows from Lemma 7.

\[
\text{Note that the special case of } \mathbb{R}^r \text{ in the theorem implies the results in [13] and extends them to stationary processes. In addition, Theorem 5 provides new results for separable metric spaces.}
\]

\[
\text{VI. UNBOUNDED SUPPORT}
\]

All of our d.i.d. sampling results obtained in the previous sections explicitly required that the samples be drawn from a probability measure with totally bounded support. The convergence rates depend on the metric covering numbers of the support. We will now consider the case in which the support is not necessarily totally bounded but is } \sigma\text{-compact. (X is } \sigma\text{-compact if } \mathcal{X} = \bigcup_{i=1}^{\infty} A_i \text{ such that } \mathcal{X} = \bigcup_{i=1}^{\infty} A_i \text{. For example, this condition is always true whenever } (X, \rho) \text{ is a complete separable metric space (e.g., } \mathbb{R}^r \text{), as it is well known that the support of a probability measure in such a metric space is } \sigma\text{-compact [18, p. 29].}

The following theorem states that almost every i.i.d. sequence will eventually have a pointwise bound on the expected NN distance in terms of the covering numbers of sets that depend on the tail of } \mu.

\[
\text{Theorem 6: Let } X_1, X_2, \ldots \text{ be i.i.d. according to a probability measure } \mu \text{ with } K(\mu) \text{ a } \sigma\text{-compact subset of } (X, \rho). \text{ Let } A_1 \subset A_2 \subset \cdots \subset X \text{ be such that the } A_i \text{ are compact}
\]

\[
K(\mu) \subset \bigcup_{i=1}^{\infty} A_i
\]

\[
\text{and}
\]

\[
\sum_{i=1}^{\infty} \mu(A_i) < \infty
\]

\[
\text{and let } k_n \geq 1 \text{ satisfy } k_n/n \to 0. \text{ Then for almost every } \omega = x_1, x_2, \ldots, \text{ there exists } N(\omega) > 0 \text{ such that for all } n > N(\omega)
\]

\[
E_{d_n}(k_n) \leq \frac{2}{n-k_n} \sum_{i=k_n}^{n-1} 2N^{-1}(i/k_n, A_n).
\]
Proof: As the \( \{A_i\} \) are compact, they are in turn totally bounded. By the Borel–Cantelli lemma, almost surely there exists \( N_1(\omega) > 0 \) such that for all \( n > N_1(\omega) \), \( x_n \in A_n \). As the \( \{A_i\} \) are sequentially embedded, \( x_i \in A_n \) for all \( N_1(\omega) < i \leq n \). Furthermore, there exists \( N_2(\omega) > 0 \) such that \( x_i \in A_{N_2} \) for all \( i \leq N_1(\omega) \). Letting
\[
N(\omega) = \max(N_1(\omega), N_2(\omega))
\]
we have that for all \( n > N(\omega) \), \( x_i \in A_n \) for all \( i \leq n \). Hence
\[
Ed_n(k_n) \leq \frac{1}{n - k_n} \sum_{i = k_n + 1}^{n} Ed_i(k_n)
\leq \frac{2}{n - k_n} \sum_{i = k_n}^{n - 1} N^{-1}(i/k_n, A_n)
\]
by Theorem 5.

For example, take \( K(\mu) = X = R^r \). The bound in the theorem states that for large enough \( n \)
\[
Ed_n(k_n) \leq cN^{-1}(1, A_n)(kn/n)^{1/r}
\]
for some known constant \( c > 0 \). However, the sequence \( \{A_i\} \) must grow to satisfy the theorem hypothesis. For example, for exponentially decaying tails (e.g., Gaussian distributions) this leads to an additional logarithmic term over the rates for compact support. For geometric tails, our upper bounds on the convergence rate have a power law decay which is strictly slower than that for compact support. In fact, it can be shown that these upper bounds are fairly tight. This example illustrates that the expected NN distance depends critically on the tails of the distribution. The following theorem shows that this is not the case for convergence in probability. In fact, it is a recovery of the result in [13] and an extension to separable metric spaces.

Theorem 7: Let \( X_1, X_2, \ldots, X_n \) be i.i.d. according to a probability measure \( \mu \) with \( K(\mu) \) a \( \sigma \)-compact subset of \( (X, \rho) \). For any \( a_n \to 0 \), \( k_n \geq 1 \) with \( kn/n \to 0 \), and any compact \( \{A_i\} \) such that
\[
K(\mu) \subset \bigcup_{i = 1}^{\infty} A_i
\]
and \( \mu(A_n') \to 0 \), we have
\[
\frac{a_n d_n(k_n)}{\sum_{i = k_n}^{n - 1} N^{-1}(i/k_n, A_n)} \to 0 \quad \text{in probability.}
\]

Proof: Fix \( \epsilon > 0 \). Let
\[
\delta_n = \frac{1}{n} \sum_{i = k_n}^{n - 1} N^{-1}(i/k_n, A_n).
\]
Next, let the number of \( X_i \)'s that land in \( A_n \) until time \( n - 1 \) be denoted as \( M_n \). Then
\[
\Pr(a_n d_n(k_n)/\delta_n > \epsilon) = \Pr(a_n d_n(k_n)/\delta_n > \epsilon \mid X_n \in A_n, M_n \geq n/2) \times \Pr(X_n \in A_n, M_n \geq n/2)
\]

\[
\leq \Pr(a_n d_n(k_n)/\delta_n > \epsilon \mid X_n \in A_n, M_n \geq n/2)
\]

\[
+ \Pr(a_n d_n(k_n)/\delta_n > \epsilon \mid X_n \in A_n', M_n < n/2) \times \Pr(X_n \in A_n', M_n < n/2)
\]

\[
\leq \frac{4a_n}{\epsilon} N^{-1}(a_n, A_n')
\]

\[
\leq \frac{4a_n}{\epsilon}.
\]

Noting that \( \Pr(M_n < n/2) \leq \Pr(A_n') \), we have that
\[
\Pr(a_n d_n(k_n)/\delta_n > \epsilon) \leq \frac{4a_n}{\epsilon} + 2 \Pr(A_n') \to 0.
\]

VII. CONCLUSION

We have provided rates of convergence for nearest neighbor estimation in two settings. Under i.i.d. sampling in a totally bounded set of a separable metric space, we showed that the convergence rate is in terms of the covering numbers of the underlying sampling set. We then introduced the notion of arbitrary sampling in a totally bounded set. Although pointwise bounds on the NN estimator under arbitrary sampling are not possible, we showed that cumulative bounds are obtainable and are again in terms of the covering numbers of the sampling set. We also showed the consistency of the \( k_n \)-NN estimator under arbitrary sampling and bounded its convergence rate. Finally, we connect the i.i.d. and arbitrary sampling problems by proving some classical and new i.i.d. sampling results from our more general framework.
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