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Abstract

A bandit problem with side observations is an extension of the traditional two-armed bandit problem, in which the decision maker has access to side information before deciding which arm to pull. In this paper, essential properties of the side observations that allow achievability results with respect to optimal regret are extracted and formalized. The sufficient conditions for good side information obtained here admit various types of random processes as special cases, including i.i.d. sequences, Markov chains, deterministic periodic sequences, etc. A simple necessary condition for optimal regret is given, providing further insight into the nature of bandit problems with side observations. A game-theoretic approach simplifies the analysis and justifies the viewpoint that the side observation serves as an index specifying different sub-bandit machines.
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1. Introduction

The classical two-armed bandit problem can be described in the context of finding the optimal choice between two slot machines, in which the reward distribution of each machine is unknown. Let $Y_1^t$ and $Y_2^t$ denote the respective reward sequences at time $t$ from machines 1 and 2. The reward function is then defined as follows,

$$W_\phi(t) = \sum_{\tau=1}^{t} \alpha_\tau (1_{\{\phi_\tau = 1\}} Y_1^\tau + 1_{\{\phi_\tau = 2\}} Y_2^\tau),$$

where $1_{\{\cdot\}}$ is the indicator function, $\phi_\tau$, taking values in $\{1, 2\}$, is the player’s strategy at time $\tau$, and $\{\alpha_\tau\}$ is a predefined discount sequence.

With the assumption that the distributions of $\{Y_1^\tau\}$ and $\{Y_2^\tau\}$ are unknown to the player, the knowledge of which arm yields higher reward can only be gathered from sampling both arms often enough. However, this task of learning both arms inevitably limits the opportunity of pulling the more rewarding arm. Our goal is to maximize $W_\phi(t)$ under various conditions and discount sequences. Due to this inherent nature of coordinated learning and control, bandit problems have drawn much attention in various areas of statistics, control, learning, and economics, as in [1,7,9,14,18–21].

Typical optimality criteria include maximizing the expected reward $\lim_{t \to \infty} E\{W_\phi(t)\}$ or maximizing the averaged expected reward $\lim_{t \to \infty} E\{W_\phi(t)\}/t$. The former optimality condition is usually considered either within a finite horizon setting: $\alpha_\tau = 1_{\{\tau \leq t_0\}}$, or with an infinite geometric discount sequence: $\alpha_\tau = r^\tau$, $r < 1$ [12,13], while the latter is more appropriate to situations with no discounting, namely, $\alpha_\tau = 1$, $\forall \tau \in \mathbb{N}$. The unknown reward distribution is often parametrized as $F_{\theta}$, where the rewards $\{Y_1^\tau\}$ and $\{Y_2^\tau\}$ are governed by $F_{\theta_1}$ and $F_{\theta_2}$. The decision maker has complete knowledge of the entire family $\{F_{\theta}\}_{\theta \in \Theta}$, but the underlying parameter pair $(\theta_1, \theta_2)$, taking values in $\Theta^2$, is unknown. Dynamic programming is the central technique for solving these problems. Further discussions can be found in [7].

In this paper, we will focus on maximizing the averaged expected reward with no discounting, i.e., $\alpha_\tau = 1$, $\forall \tau \in \mathbb{N}$. Let $\mu_1$ and $\mu_2$ denote the expected returns of arms 1 and 2 under distributions $F_{\theta_1}$ and $F_{\theta_2}$. By Wald’s lemma, $E\{W_\phi(t)\}$ can be rewritten as:

$$E\{W_\phi(t)\} = t \cdot \max(\mu_1, \mu_2) - |\mu_1 - \mu_2| \cdot E\{T_{\text{inf}}(t)\},$$

(1.1)

where $T_{\text{inf}}(t)$ is the total number of samples taken on the inferior arm up to time $t$. More explicitly, $T_{\text{inf}}(t) = \sum_{\tau=1}^{t} 1\{\phi_\tau \neq \arg \max(\mu_1, \mu_2)\}$. Since the term $|\mu_1 - \mu_2| \cdot E\{T_{\text{inf}}(t)\}$ represents the expected cost of not knowing the preference between $\mu_1$ and $\mu_2$, it is often called the “regret”, and is commonly considered in the literature of bandit problems. For notational simplicity, in this paper, we will study the inferior sampling time $T_{\text{inf}}(t)$. It is worth noting that all expectations used in this paper depend on the unknown $F_{\theta_1}$ and $F_{\theta_2}$, and thus are functions of the parameter pair $C_0 = (\theta_1, \theta_2)$. Hence the terms $E\{T_{\text{inf}}(t)\}$ and $E_{C_0}\{T_{\text{inf}}(t)\}$ are used interchangeably.
1.1. Uniformly good rules

Lai and Robbins [19] considered bandit problems using a non-Bayesian min–max approach with no discounting (i.e., ∀τ, ατ = 1), and in which the objective function is \( \max_{\theta} \min_{\theta_1, \theta_2} E_{C_0}\{W_\theta(t)\} \). Recasting this problem in terms of minimizing the regret rather than maximizing the rewards, this formalism leads to the following useful definition of uniformly good rules.

**Definition 1.1** (Uniformly good rules [19]). An allocation rule is uniformly good if for every possible \((\theta_1, \theta_2)\) pair, \(E_{C_0}\{T_{\inf}(t)\} = o(t^\alpha)\), ∀α > 0.

A log \( t \) lower bound on achievable regret has been proved for uniformly good rules under various settings [5,18,19], and this is quoted as follows.

**Theorem 1.1** (log \( t \) lower bound). For any uniformly good rule \( \{\phi_t\} \), \( T_{\inf}(t) \) satisfies

\[
\lim_{t \to \infty} \mathbb{P}_{C_0}\left( T_{\inf}(t) \geq \frac{(1 - \varepsilon) \log t}{K_{C_0}} \right) = 1, \quad \forall \varepsilon > 0, \quad \text{and}
\]

\[
\liminf_{t \to \infty} \frac{E_{C_0}\{T_{\inf}(t)\}}{\log t} \geq \frac{1}{K_{C_0}},
\]

where \( K_{C_0} \) is a constant depending on \( C_0 \). If \( \arg\max(\mu_1, \mu_2) = 2 \), then \( T_{\inf}(t) = T_1(t) \) and \( K_{C_0} \) is defined\(^1\) as:

\[
K_{C_0} = \inf\left\{ I(\theta_1, \theta) : \forall \theta, \mu_\theta > \mu_{\theta_2} \right\},
\]

where \( I(\theta_1, \theta) = E_{\theta_1} \log(dF_{\theta_1}/dF_{\theta}) \) is the Kullback–Leibler (K-L) information number between \( F_{\theta_1} \) and \( F_{\theta} \), and \( \mu_\theta \) is the expected reward under \( F_{\theta} \). The expression for \( K_{C_0} \) for the case in which \( \arg\max(\mu_1, \mu_2) = 1 \) can be obtained by symmetry.

The asymptotic sharpness of the above lower bound is also proved in the above papers:

**Theorem 1.2** (Asymptotic sharpness). Under certain regularity conditions,\(^2\) the above lower bound is asymptotically sharp. That is, given the family of possible distributions \( \{F_\theta\} \), there exists a decision rule \( \{\phi_t\} \) such that for all \( C_0 = (\theta_1, \theta_2) \),

\[
\limsup_{t \to \infty} \frac{E_{C_0}\{T_{\inf}(t)\}}{\log t} \leq \frac{1}{K_{C_0}},
\]

where \( K_{C_0} \) is the same as defined in Theorem 1.1.

---

\(^1\) Throughout this paper we will adopt the conventions that the infimum of the null set is \( \infty \), and \( 1/\infty = 0 \).

\(^2\) If the parameter space is finite, Theorem 1.2 always holds. If \( \Theta \) is continuous, the required regularity conditions concern the unboundedness and the continuity of \( \mu_\theta \) w.r.t. \( \theta \) and the continuity of \( I(\theta_1, \theta) \) w.r.t. \( \mu_\theta \).
Remark. For arbitrary rules, one possible situation is that the decision rule samples the inferior arm a finite number of times (depending on the sample path), and thereafter sticks to the seemingly superior arm indefinitely. For such rules, we may have \( \lim_{t \to \infty} T_{\inf}(t) < \infty \) almost surely for certain values of \( C_0 \). However, since no forced sampling is performed after a finite amount of time, one can prove that \( E_{C_0'} [T_{\inf}(t)] \) grows linearly for some other \( C_0' \), and these rules are thus not uniformly good. A uniformly good rule, on the other hand, must always be skeptical, and keeps sampling the other arm infinitely often. Theorem 1.1 guarantees that the probability of the inferior sampling time \( T_{\inf}(t) \) exceeding \( \log t / K C_0 \) converges to one as \( t \) tends to infinity. In other words, the forced sampling times must grow at least on the order of \( \log(t) \) with the minimum constant \( 1/ KC_0 \).

Henceforth we consider only uniformly good rules. As discussed, by limiting our focus to uniformly good rules, the possibility of almost sure finiteness of \( T_{\inf}(t) \) is sacrificed, but acceptable performance is guaranteed for all possible \( C_0 \). Further results on uniformly good rules within slightly different settings can be found in \([2–6,15,16,19]\).

1.2. Bandit problems with side information

A common scenario in practice is that before making the decision \( \phi_t \) (at time \( t \)), another random variable \( X_t \), taking values in \( X \), can be observed. Suppose at time instant \( t \), \( X_t = x \). The rewards \( (Y^1_t, Y^2_t) \) are then governed by the conditional distributions \( F_{\theta_1}(\cdot|X_t = x) \) and \( F_{\theta_2}(\cdot|X_t = x) \), and have conditional expected return \( \mu_{\theta_1}(x) \) and \( \mu_{\theta_2}(x) \). Additional gain is expected once this new structure is exploited. It is worth noting that under this new framework, the inferior sampling time \( T_{\inf}(t) \) is defined slightly differently as

\[
T_{\inf}(t) = \sum_{\tau=1}^{t} 1\{ \phi_\tau \neq \text{arg max}(\mu_{\theta_1}(X_\tau), \mu_{\theta_2}(X_\tau)) \},
\]

and the traditional two-armed bandit without side observations \( X_t \) can be viewed as a degenerate case in which the range of \( X_t \) contains only one element: \( X = \{x_0\} \).

This idea was first introduced by Woodroofe [24], where an independent and identically distributed (i.i.d.) \( \{X_\tau\} \) was considered. Contrary to the traditional bandit problems (without side information), Woodroofe proved that even a myopic approach becomes asymptotically optimal, assuming the governing conditional distributions \( F_{\theta}(\cdot|X_t) \) are Gaussian with means \( \theta_t + X_t \) and variances \( 1 \). Sarkar [22] extended the simple relationship in [24] to exponential families. [23] focused solely on i.i.d. \( \{X_\tau\} \), and various levels of asymptotic

---

3 It will be shown in this paper that under certain scenarios, the almost sure finiteness of \( T_{\inf}(t) \) can be recovered by exploiting the side information.

4 The term "side observation" implies that the distribution of \( X_t \) depends on the upcoming rewards \( Y^1_t \) and \( Y^2_t \). Nevertheless, since \( X_t \) is observed before deciding which arm to pull, it is more convenient to reverse the conditional probability using Bayes’ formula and view \( X_t \) as the basic quantity while letting the distributions of \( Y^1_t \) and \( Y^2_t \) depend on the value of \( X_t \). Formal description of this underlying relationship among \( \{X_t\}, \{Y^1_t\}, \{Y^2_t\} \), and \( (\theta_1, \theta_2) \) can be found in Section 2.1.

5 In the literature of bandit problems, the commonly used term "i.i.d. side observation \( \{X_\tau\} \)" refers to a marginally i.i.d. \( \{X_\tau\} \). Namely, after averaging over \( \{Y^1_t\} \) and \( \{Y^2_t\} \), \( \{X_\tau\} \) becomes an i.i.d. random process.
efficiency were proved after abstracting the relationship between \( \{X_\tau\} \) and \( (\{Y^1_\tau\}, \{Y^2_\tau\}) \) into four separate categories, which included the results in [22,24] as special cases. Other approaches regarding side observations can be found in [10,17,25].

Results of [22–24] suggest that the benefits of side observations for bandit problems are not due to the random appearance of all values \( x \) of the i.i.d. \( \{X_\tau\} \), but rather are due to the evenly distributed appearance of all possible \( x \). In this paper, we further extract the essential properties of “evenly distributed appearance” and investigate their effects on the attainable results. Our results generalize the benefit of side observations to a wide range of non-i.i.d. processes.

1.3. Examples of uniformly good rules and side information

Here we provide several examples illustrating the benefits of side information.

Suppose \( Y^1_t \) and \( Y^2_t \) are two Bernoulli random variables, which denote the success of transmitting a single information block over a communication channel at time \( t \), under different modulation techniques MD1 and MD2. The channel characteristics depend on an unknown parameter pair \( C_0 = (\theta_1, \theta_2) \), which might represent the propagation coefficients, the number of paths in a multipath channel, the K-factors of Rician channels, etc. The side information \( X_t \) (not necessarily i.i.d.) might be a noisy measurement of the parameter pair \( (\theta_1, \theta_2) \), or geographical information about the receiver, or \( X_t \) could be a pair containing both of these types of information. In the following examples, the range of \( \theta \) and \( x \) are simplified as \([1, 2, 3, 4]\) or \([1, 2, 3]\), and the governing conditional distributions \( F_\theta(\cdot|X_t = x) \) are Bernoulli with success probability \( p_{\theta,x} \). The entire family of conditional distributions can then be specified by a matrix \((p_{\theta,x})\), and we will discuss the following three examples.

Example 1.

\[
(p_{\theta,x}) = \begin{pmatrix}
0.4 & 0.3 & 0.6 \\
0.5 & 0.5 & 0.5 \\
0.6 & 0.7 & 0.4
\end{pmatrix}.
\]

Example 2.

\[
(p_{\theta,x}) = \begin{pmatrix}
0.4 & 0.3 & 0.2 \\
0.5 & 0.5 & 0.5 \\
0.6 & 0.7 & 0.8
\end{pmatrix}.
\]

Example 3.

\[
(p_{\theta,x}) = \begin{pmatrix}
0.4 & 0.4 & 0.5 \\
0.5 & 0.5 & 0.4 \\
0.6 & 0.6 & 0.6 \\
0.7 & 0.8 & 0.9
\end{pmatrix}.
\]

Suppose \( \{X_\tau\} \) is an i.i.d. (see footnote 5) sequence with its marginal uniformly distributed among \([1, 2, 3]\). For any parameter \( \theta \), if we ignore the side information \( X_t \), the player
is then facing a Bernoulli distribution with parameter \( p_{0-} := \frac{p_{0,1} + p_{0,2} + p_{0,3}}{3} \). Suppose the true parameter pair \( C_0 = (\theta_1, \theta_2) \) equals \((1, 2)\) (unknown to the player). By Theorem 1.1, \( \lim E_{C_0}[T_{\text{inf}}(t)]/\log t \geq 1/K_{C_0} \), where \( K_{C_0} \) is 0.0358 = \( I(p_{1-}, p_{3-}) \) for Example 1, 0.3389 = \( I(p_{1-}, p_{3-}) \) for Example 2, and 0.0564 = \( I(p_{1-}, p_{3-}) \) for Example 3.

[23] shows that by exploiting \( X_t \), these \( \log t \) lower bounds can be surpassed, and have different levels of improvement. For Example 1, there exists a uniformly good rule achieving bounded expected rewards: \( \lim_{t \to \infty} E[T_{\text{inf}}(t)] < \infty \). For Example 2, the performance is still \( \log t \) lower bounded, but a smaller constant \( 1/K'_{C_0} \) can be achieved: \( \lim E_{C_0}[T_{\text{inf}}(t)]/\log t \geq 1/K'_{C_0} \), with \( K'_{C_0} = I(p_{2-}, p_{3-}) = 0.8318 \). For Example 3, there exists a uniformly good rule admitting bounded \( \lim_{t \to \infty} E[T_{\text{inf}}(t)] \).

[23] also demonstrates that the amount of improvement may depend on the unknown value of \( (\theta_1, \theta_2) \). Within the setting of Example 3, if the unknown \( (\theta_1, \theta_2) \) equals \((2, 3)\) instead of \((1, 2)\) (contrary to the previous discussion), it can be proved that no rule can achieve bounded \( E[T_{\text{inf}}(t)] \) and the minimum regret is still \( \log t \) lower bounded. The best achievable constant in front of \( \log t \) becomes \( 1/K_{C_0}' \) with \( K'_{C_0} = I(p_{2-}, p_{3-}) = 0.7507 \). For comparison, the traditional \( \log t \) lower bound (ignoring side observations) is \( \log t/K_{C_0} \), \( K_{C_0} = I(p_{2-}, p_{4-}) = 0.2716 \).

These three examples possess different internal structures and thus the side observations provide different improvements. In Sections 3 through 6, we will show that these improvements over traditional bandit problems can be achieved with a more general class of \( X_t \)'s, including but not limited to i.i.d. sequences, Markov chains, and fixed periodic sequences.

This paper is organized as follows. In Section 2, we provide a rigorous formulation of side-observation-aided bandit problems and give formal definitions of several “even distribution” properties, examples of each such property, and relationships among them. In Sections 3 through 6, we provide results for various relationships among \( \{X_t\}, \{Y^1_t\}, \) and \( \{Y^2_t\} \) with the satisfaction of the “even distribution” properties defined in Section 2.2. All results in [23], obtained under the assumption of i.i.d. \( \{X_t\} \), hold as special cases under this new framework, which includes many other side observation processes (e.g., Markov chains and periodic sequences) as well. Section 7 provides a summary table and a simple necessary condition concerning the extent of the benefit obtained from observing \( \{X_t\} \). Section 8 concludes the paper.

2. Formulations

2.1. Side information

To characterize explicitly the correlation among \( C_0 = (\theta_1, \theta_2), \{X_t\}, \{Y^1_t\} \) and \( \{Y^2_t\} \), the probability distribution of the two-armed bandit with side observations is modelled as follows. At times \( t_1, \ldots, t_k \), the joint probability distribution of \( (X_{t_1}, Y^1_{t_1}, Y^2_{t_1}) \ldots (X_{t_k}, Y^1_{t_k}, Y^2_{t_k}) \) is

\[
G_{t_1, \ldots, t_k|C_0}(x_{t_1}, \ldots, x_{t_k}) \prod_{i=1}^{k} F_{\theta_1}(y^1_{t_i}|x_{t_i}) F_{\theta_2}(y^2_{t_i}|x_{t_i}),
\]

where \( G_{t_1, \ldots, t_k|C_0}(x_{t_1}, \ldots, x_{t_k}) \) is the finite cylinder distribution of the side information \( \{X_t\} \), which may or may not depend on \( C_0 \). Both families of distributions, \( \{G_{\cdot|C_0}\}_C_0 \) and
\{F_0(\cdot|\cdot)\}_0$, are known to the decision maker, and only the true value of $C_0$ is unknown. There is few restriction on $X$ and $\Theta$, the ranges of $X_t$ and $\theta$. To significantly simplify the notation, both $X$ and $\Theta$ are assumed to be subsets of $\mathbb{R}$.

Some useful notation is as follows.

\[
MC_{C_0}(x) := \arg \max \{\mu_{\theta_1}(x), \mu_{\theta_2}(x)\},
\]

which denotes the index of the more rewarding arm (having higher conditional expected reward $\mu_{\theta_i}(x)$) given the side observation $X_t = x$. For any configuration pair $C_0 = (\theta_1, \theta_2)$, we may use $1(C_0) := \theta_1$ and $2(C_0) := \theta_2$ to denote the first and second coordinates of the configuration pair $C_0$. For example, $\mu_{2(C_0)}(x) = \mu_{\theta_2}(x)$ and $F_{1(C_0)}(\cdot|\cdot) = F_{\theta_1}(\cdot|\cdot)$.

Remark 1. For example, a bandit problem with i.i.d. side observation sequence means $G_{t_1, \ldots, t_k|C_0}(x_{t_1}, \ldots, x_{t_k}) = \prod_{i=1}^k G_{t_i|C_0}(x_{t_i})$.

Remark 2. The concept of the i.i.d. bandit is now extended to the assumption that conditioning on the sequence $\{X_\tau\}$, $\{Y_\tau\}$ is a sequence of independent rewards for $i = 1, 2$.

2.2. Even distribution properties

Our goal is to extract the essential “evenly distributed” properties of a side observation process that are beneficial to uniformly good rules. Three levels of evenly distributed properties will be formally defined in this subsection.

Suppose $X_t$ takes values in a finite state set $X$, and the relative frequency of $x$ up to time $t$ is denoted as $f_r(x, t) = (\sum_{\tau=1}^t 1\{X_\tau = x\})/t$.

Definition 2.1 (Evenly distributed in $L_1$). $\{X_\tau\}$ is evenly distributed in $L_1$ if

\[
\forall x \in X, \quad \pi(x) := \liminf_{t \to \infty} E\{f_r(x, t)\} > 0.
\]

Definition 2.2 (Evenly distributed in probability series). $\{X_\tau\}$ is evenly distributed “in probability series” if there exists a strictly positive mapping $\pi(\cdot) > 0$, such that

\[
\forall x \in X, \quad E\left\{\sum_{\tau=1}^\infty 1\{f_r(x, \tau) < \pi(x)\}\right\} < \infty.
\]

This property automatically implies that $\forall x$, $\liminf_{t \to \infty} f_r(x, t) \geq \pi(x)$ almost surely.

Definition 2.3 (Uniformly strongly evenly (u.s.e.) distributed in $L_1$). $\{X_\tau\}$ is u.s.e. distributed in $L_1$, if for any stopping time $T$, the conditional expectation of the first hitting time of $x$ after $T$ has a global upper bound. That is, $\exists B < \infty$ such that

\[
\forall T, \forall x \in X, \quad E\{H_T(x)|T\} \leq B,
\]

where $H_T(x) \triangleq \inf\{l > 0: X_{T+l} = x\}$.
It is easy to verify that these three properties hold for non-degenerate i.i.d. sequences, Markov chains, and fixed periodic sequences, which shows the generality of these classes of distributions.

**Remark.** It can be shown that each of Definitions 2.2 and 2.3 implies Definition 2.1, and Definition 2.2 does not imply Definition 2.3. Whether Definition 2.2 can be derived from Definition 2.3 remains an open problem.

The following four sections are devoted to determining even distribution properties that are sufficient for different levels of improvement.

3. **Case 1: direct information from side observations**

In this setting, the side observation $X_t$ directly reveals information about $C_0 = (\theta_1, \theta_2)$. As a result, the dilemma between learning $C_0$ and control (sampling the superior arm) can be solved by learning $C_0$ from $X_t$ and sampling the seemingly better arm, $Y_1^t$ or $Y_2^t$. The formal definition of this situation is given below and can be viewed as an identifiability condition.

**Definition 3.1 (Direct information).** If $C_0 \neq C_0'$, then $\exists t_1, \ldots, t_k$, such that $G_{t_1}, \ldots, t_k|C_0 \neq G_{t_1}, \ldots, t_k|C_0'$.

3.1. **Scheme of separating learning and control**

Since we are able to obtain information about $C_0$ from $\{X_t\}$, it is natural to sample only the seemingly better arm while leaving the learning task to $\{X_t\}$. A corresponding control scheme $\phi_t$ can be described as Algorithm 1, an algorithm executed at time $t$.

**Algorithm 1** ($\phi_t$, the decision at time $t$)

1: Obtain an estimate $\hat{C}_t$ based on the side observations $X_1, \ldots, X_t$. 2: Set $\phi_t = M_{\hat{C}_t}(X_t)$.

To further bound the performance of this scheme, we need the following condition.

**Condition 3.1.** For any fixed $C_0$ and any convergent sequence $\{\hat{C}_\tau\} \rightarrow C_0$, there exists $\tau_0$ such that $\forall x \in X$ and $\tau > \tau_0$, $M_{\hat{C}_\tau}(x) = M_{C_0}(x)$.

**Example 4.** Suppose $\Theta = \mathbb{R}$ and $X \subset \mathbb{R}$ is finite. If $\forall x \in X$, $\mu_{\theta}(x)$ is continuous with respect to $\theta$, then Condition 3.1 is satisfied.

**Example 5.** Suppose $\Theta$ and $X$ are arbitrary subsets of $\mathbb{R}$. If $F_{\theta}(\cdot|x) \sim N(\theta x, 1)$, a standard Gaussian distribution with mean $\theta x$, then Condition 3.1 is satisfied.

---

"At time $t$" means after observing $X_t$ but before the decision $\phi_t$ is made. It is basically the moment when we are determining the value of $\phi_t$. 
Theorem 3.1. Suppose both Definition 3.1 and Condition 3.1 are satisfied. For all \( C_0 \) and any sequence of estimates \( \{ \hat{C}_\tau \} \), there exists \( \varepsilon > 0 \) such that Algorithm 1 satisfies

\[
\lim_{t \to \infty} \frac{\mathbb{E}_{C_0}[T_{\text{inf}}(t)]}{\sum_{\tau=1}^t \mathbb{P}_{C_0}(|\hat{C}_\tau - C_0| > \varepsilon)} \leq 1.
\]

A detailed proof is given in Appendix A.

The above theorem provides an upper bound on the best achievable expected inferior sampling time, and is illustrated in the following examples.

Example 6. Suppose \( \{ X_\tau \} \) is an i.i.d. sequence with marginal distribution \( G_{C_0} \) on \( \mathbb{R} \), and the mapping from \( C_0 \) to \( G_{C_0} \) is one-to-one. Then by the large deviations theorem on \( \mathbb{R} \), there exists \( \{ \hat{C}_\tau \} \) such that \( \forall C_0, \varepsilon > 0, \lim_{t \to \infty} \sum_{\tau=1}^t \mathbb{P}_{C_0}(|\hat{C}_\tau - C_0| > \varepsilon) < \infty \). By Theorem 3.1, \( \forall C_0 \), we have \( \lim_{t \to \infty} \mathbb{E}_{C_0}[T_{\text{inf}}(t)] < \infty \), and thus the proposed scheme is uniformly good.

Example 7. Suppose \( \{ X_\tau \} \) is a finite Markov chain with transition matrix \( A_{C_0} \), and the mapping from \( C_0 \) to \( A_{C_0} \) is one-to-one. Then by similar reasoning as in the i.i.d. case, there exists a uniformly good rule such that \( \forall C_0, \lim_{t \to \infty} \mathbb{E}_{C_0}[T_{\text{inf}}(t)] < \infty \).

Example 8. Consider the case in which \( \{ X_\tau \} \) is a deterministic sequence denoted by \( \{ x_\tau \} \). If the mapping from \( C_0 \) to \( \{ x_\tau \} \) is one-to-one, and \( \Theta \) is finite, we can easily find \( \{ \hat{C}_\tau \} \) such that \( \forall C_0, \varepsilon > 0, \lim_{t \to \infty} \sum_{\tau=1}^t \mathbb{P}_{C_0}(|\hat{C}_\tau - C_0| > \varepsilon) < \infty \). Hence \( \forall C_0, \lim_{t \to \infty} \mathbb{E}_{C_0}[T_{\text{inf}}(t)] < \infty \), and the proposed scheme is uniformly good.

4. Case 2: best arm as a function of \( X_\tau \)

In Sections 4 to 6, we turn to another formalism for the interaction of \( X_\tau \) with the bandits. In particular, here and in the following two sections, we consider the situation in which the distribution of \( \{ X_\tau \} \) is not a function of \( C_0 \), namely, \( G_{t_1, \ldots, t_k|C_0} := G_{t_1, \ldots, t_k} \). For convenience, we will assume throughout these three sections that \( X \subseteq \mathbb{R} \). Three cases offering further refinements concerning the relationships between \( M_C(x) \) and \( x \) will be discussed separately (one in each section).

4.1. Formulation

In this section, we assume that the side observation \( X_\tau \) is always able to change the preference order, formally defined as follows and illustrated in Fig. 1.

Definition 4.1 (Best arm is a function of \( X_\tau \)). \( \forall C \in \Theta^2 \), there exist \( x_1, x_2 \in X \), such that \( M_C(x_1) = 1 \) and \( M_C(x_2) = 2 \).
Three necessary regularity conditions are as follows.

R1: \( \mathbf{X} \) is finite.

R2: \( I(\theta_1, \theta_2|x) \) is finite and strictly positive for all possible \( \theta_1, \theta_2, \) and \( x \), where the conditional K-L information number \( I(\theta_1, \theta_2|x) \) is defined as the K-L information between the conditional distributions \( F_{\theta_1}(\cdot|x) \) and \( F_{\theta_2}(\cdot|x) \).

R3: \( \Theta \subseteq \mathbb{R} \), and \( \forall x, \mu_{\theta}(x) \) is continuous as a function of \( \theta \).

An example that satisfies these regularity conditions is as follows:

- \( \Theta = (0, \infty) \), \( \mathbf{X} = [-1, 1] \), and the conditional reward distribution \( F_{\theta}(\cdot|x) \sim \mathcal{N}(\theta x, 1) \).

Remark. R1 embodies the idea of treating \( X_t \) as the index of several different bandit problems, which also simplifies our proof. R2 ensures that all these different bandit problems are non-trivial, i.e., they have non-identical arms.

4.2. Scheme with bounded \( \lim_t E_{C_0} T_{\text{inf}}(t) \)

Although no information about \( C_0 \) is revealed through observing \( X_t \), significant improvement, i.e., bounded \( \lim_t E_{C_0} T_{\text{inf}}(t) \), can be obtained when the best arm is a function of \( X_t \). This is seen from the following result.

**Theorem 4.1.** Suppose the best arm is a function of \( X_t \) as in Definition 4.1, and regularity conditions R1, R2, and R3 are satisfied. If the side observation sequence \( \{X_t\} \) is evenly distributed in probability series, then there exists a uniformly good rule \( \{\phi_t\} \) such that \( \forall C_0 \), the expected inferior sampling time is bounded:
\[ \forall C_0, \quad E_{C_0} \{ T_{\text{inf}}(t) \} \leq \lim_{t \to \infty} E_{C_0} \{ T_{\text{inf}}(t) \} < \infty. \]

The log \( t \) lower bound for traditional bandit problems is thus surpassed.

**Remark.** Although the side observation \( X_t \) does not reveal any information about \( C_0 \), the even distribution of \( X_t \) on different values \( x \) results in the alternation of the best arm \( MC_{C_{i-1}}(X_t) \). With this alternation, it is then possible to always pull the seemingly better arm \( M_{C_{i-1}}(X_t) \), and simultaneously sample both arms often enough. Since the information about both arms will be implicitly revealed (through the alternation of \( MC_{C_{i-1}}(X_t) \)), the dilemma of learning and control no longer exists, and this is where the major improvement \((\lim_{t \to \infty} E_{C_0} \{ T_{\text{inf}}(t) \} < \infty)\) comes from.

**Algorithm 2** (\( \phi_{t+1}, \) the decision at time \( t + 1 \))

\textbf{Variables:} Let \( T_{i}^{\alpha}(t) \) denote the total number of time instants until time \( t \) when \( X_\tau = x \) and arm \( i \) has been pulled, i.e.,

\[ T_{i}^{\alpha}(t) := \sum_{\tau=1}^{t} 1 \{ X_\tau = x, \ \phi_\tau = i \}, \quad \text{and} \quad x^* := \arg \max_{x} \{ T_{i}^{\alpha}(t) \}, \quad T_{i}^{x^*}(t) := \max_{x} \{ T_{i}^{\alpha}(t) \}. \]

Construct \( C_t \subseteq \Theta^2 \) as follows:

\[ C_t = \left\{ C = (\theta_1, \theta_2) \in \Theta^2 : \sigma(C, t) \leq \inf \{ \sigma(C, t) : C \in \Theta^2 \} + \frac{1}{t} \right\}, \]

where

\[ \sigma(C, t) := \rho(F_{1(C)} \left( \cdot \mid x_1^* \right), L_{1}^{x^*}(t)) + \rho(F_{2(C)} \left( \cdot \mid x_2^* \right), L_{2}^{x^*}(t)), \]

and \( L_{i}^{x}(t) \) is the current empirical measure of rewards sampled from arm \( i \) at those time instants when \( X_\tau = x \). (Here, \( \rho \) denotes the Prohorov metric\(^7\) over distributions on \( \mathbb{R} \)).

After constructing \( C_t \), arbitrarily choose \( \hat{C}_t \in C_t \).

\textbf{Algorithm:}

1. \textbf{if} \( t + 1 \leq 6 \) \textbf{then}
2. \hspace{1em} \( \phi_{t+1} = t + 1 \mod 2. \)
3. \textbf{else if} \( \exists i \) such that \( T_i(t) < \sqrt{t + 1} \) \textbf{then}
4. \hspace{1em} \( \phi_{t+1} = i. \)
5. \textbf{else}
6. \hspace{1em} \( \phi_{t+1} = M_{\hat{C}_t}(X_{t+1}). \)
7. \textbf{end if}

Note that lines 1 and 2 guarantee that in line 3, there is at most one \( i \) satisfying \( T_i(t) < \sqrt{t + 1} \).
An example scheme \{\phi_t\} achieving \(\lim_{t\to\infty} E_{C_0}\{T_{\inf}(t)\} < \infty\) is described in Algorithm 2. The intuition behind Algorithm 2 is as follows. Since the forced sampling mechanism (in line 3) guarantees that each arm will be sampled often enough, at least \(O(t^{1/2})\), the expected duration of \(|\hat{C}_t - C_0| > \varepsilon\) is bounded. As a result, most of the time \(\hat{C}_t\) and \(C_0\) will have the same arm preference and \(T_{\inf}(t)\) will be mostly contributed to by choices \(\phi_{t+1} = i\) (line 4) instead of choices \(\phi_{t+1} = M_{\hat{C}_t}(X_{t+1})\) (line 6). However, if we apply Algorithm 2 to traditional bandit problems, this forced sampling mechanism (line 3) inevitably results in \(O(t^{1/2})\) inferior samplings, which is too often for a uniformly good rule. But when applied to a side-observation-aided bandit problem, the alternating nature of \(M_{C_0}(x)\) in Definition 4.1 and the even distribution property of \(\{X_t\}\) make the myopic approach \(\phi_{t+1} = M_{\hat{C}_t}(X_{t+1})\) automatically sample both arms evenly. Both \(T_1(t)\) and \(T_2(t)\) will grow linearly with \(t\), and the forced sampling mechanism will rarely be triggered. As a result, \(\lim_{t\to\infty} E_{C_0}\{T_{\inf}(t)\}\) is finite in Algorithm 2. A detailed analysis is provided in Appendix B.

5. Case 3: best arm is not a function of \(X_t\)

Following Section 4, we assume that \(X_t\) reveals no information about \(C_0\), i.e., \(G_{C_0} = G\). In this section, we consider the case in which \(\forall C_0, X_t\) never changes the preference order. This setting is illustrated in Fig. 2 and is formally defined as follows.

**Definition 5.1** (Best arm is not a function of \(X_t\)). Given any \(C = (\theta_1, \theta_2)\), the preferred arm \(M_C(x)\) is constant for all possible \(x \in X\). That is, we can use \(M_C\) as shorthand for \(M_C(x)\).

![Fig. 2. The best arm at time \(t\) is not a function of the side observation \(X_t\). That is, for any possible pair, \((\theta_1, \theta_2)\), the two curves, \(\mu_{\theta_1}(x)\) and \(\mu_{\theta_2}(x)\), do not intersect each other. In this case, we can postpone our sampling until the most informative time instants.](image-url)
Within the three regularity conditions:

R1: \( X \) is finite,
R2: \( \forall \theta_1, \theta_2, x, \) the conditional K-L information number \( I(\theta_1, \theta_2|x) \) is finite and strictly positive, and
R4: the parameter space \( \Theta \subseteq \mathbb{R} \) can be relabelled,\(^8\) so that \( \forall x, \) the conditional expected reward \( \mu_\theta(x) \) is strictly increasing with respect to \( \theta, \)

we can still obtain improvements over the traditional bandit problems in this case.

An example that satisfies these regularity conditions is as follows.

- \( \Theta = (1, \infty), \) \( X = \{1, 2, 3\}, \) and the conditional reward distribution \( F_\theta(\cdot|x) \sim N(\theta x, 1). \)

5.1. log \( t \) lower bound

Unlike the situation in Section 4, the side observation \( X_t \) is not able to alter the preference arm \( M_{C_0}(x) \), so the dilemma between learning and control still exists. For this situation, a log \( t \) lower bound with a new constant was proved in [23] for bandit problems with i.i.d. side observation \( \{X_\tau\} \). Since the same proof applies to arbitrary random processes \( \{X_\tau\} \), we restate the log \( t \) lower bound theorem [23, Theorem 5, p. 13] for general random processes \( \{X_\tau\} \).

**Theorem 5.1** [23, Theorem 5, p. 13]. Suppose that for all possible \( C_0, \) the best arm \( M_{C_0}(x) \) is constant for all \( x \) as in Definition 5.1, and the regularity conditions R1, R2, and R4 are satisfied. For any uniformly good rule \( \{\phi_\tau\}, T_{\text{inf}}(t) \) is lower bounded by

\[
\lim_{t \to \infty} P_{C_0} \left( T_{\text{inf}}(t) \geq \frac{(1 - \varepsilon) \log t}{K_{C_0}} \right) = 1, \quad \forall \varepsilon > 0, \quad \text{and}
\]

\[
\lim_{t \to \infty} \frac{E_{C_0}[T_{\text{inf}}(t)]}{\log t} \geq \frac{1}{K_{C_0}},
\]

where \( K_{C_0} \) is a constant depending on \( C_0. \) If \( M_{C_0} = 2, \) then \( T_{\text{inf}}(t) = T_1(t). \) The constant \( K_{C_0} \) can be expressed\(^3\) as follows.

\[
K_{C_0} = \inf_{\theta: \theta > \theta_2} \sup_{x \in X} I(\theta_1, \theta|x).
\]

The expression for \( K_{C_0} \) for the case in which \( M_{C_0} = 1 \) can be obtained by symmetry.

Note that by the convexity of the Kullback–Leibler information, we have

\[
\sup_x I(\theta_1, \theta|x) \geq \int I(\theta_1, \theta|x) G_{t, C_0}(x) \, dx \geq I(\theta_1, \theta).
\]

\(^8\) This relabelling gives us the convenience that the order of \( (\mu_{\theta_1}(x), \mu_{\theta_2}(x)) \) is the same as that of \( (\theta_1, \theta_2). \) This condition is imposed simply for convenience.
As a result, the new constant $1/K_{C_0}$ in (5.2) is no larger than the old constant in (1.3) for traditional bandit problems. This shows that the additional side information $X_t$ improves the decision in the bandit problem, which of course it must.

5.2. Scheme achieving the lower bound

To construct a tractable scheme achieving the $\log t$ lower bound (5.1), we first need the following assumptions.

A1: The parameter space $\Theta$ is finite.
A2: The side observations $\{X_t\}$ are u.s.e. distributed in $L^1$.
A3: The value of the game, 
$$\inf_{\theta: \theta \geq \theta_2} \sup_{x \in X} \{I(\theta_1, \theta | x)\} = \sup_{x \in X} \inf_{\theta: \theta \geq \theta_2} \{I(\theta_1, \theta | x)\},$$
exists.\footnote{A sufficient condition for the existence of the value of the game is that $\theta$ is the dominant factor (compared to $x$) in determining the conditional distributions $P_{\theta} (\cdot | x)$. In many cases of interest, the parameter plays a more critical role in determining the distribution than the side observation $x$. Therefore this condition on the value of the game is a reasonable assumption and is generally satisfied.}

We then consider a specific subset of uniformly good rules for traditional bandit problems, which was introduced in [3] for the case of a finite parameter space $\Theta$. This type of decision rule possesses the following three properties when being applied to traditional bandit problems.

1. After time $t$, an estimate $\hat{C}_t = (\hat{\theta}_1, \hat{\theta}_2)$ is constructed and is used to make the decision $\phi_{t+1}$. To be more explicit, $\hat{C}_t$ is generated by the results for $\tau \in [1, t]$, and $\phi_{t+1}$ is a function of $\hat{C}_t$.
2. The expected duration over which $\hat{C}_t \neq C_0$ is finite,\footnote{In this paper, we use the convention that $|\hat{C}_t \neq C_0|$ represents both the cases that $\hat{C}_t$ does not exist, and that $\hat{C}_t$ exists but does not equal $C_0$.} namely, 
$$\lim_{t \to \infty} E_{C_0} \left\{ \sum_{\tau=1}^{t} 1 \left\{ \hat{C}_\tau \neq C_0 \right\} \right\} < \infty.$$
3. The expected duration over which $\hat{C}_t = C_0$ and $\phi_t \neq M_{C_0}$ is upper bounded by $\log t/K_{C_0}$, namely, 
$$\lim_{t \to \infty} \frac{E_{C_0} \left\{ \sum_{\tau=1}^{t} 1 \left\{ \hat{C}_\tau = C_0, \phi_{\tau+1} \neq M_{C_0} \right\} \right\}}{\log t} \leq \frac{1}{K_{C_0}}.$$ 
where $K_{C_0}$ is defined\footnote{A sufficient condition for the existence of the value of the game is that $\theta$ is the dominant factor (compared to $x$) in determining the conditional distributions $P_{\theta} (\cdot | x)$. In many cases of interest, the parameter plays a more critical role in determining the distribution than the side observation $x$. Therefore this condition on the value of the game is a reasonable assumption and is generally satisfied.} as $\inf_{\theta: \theta \geq \theta_2} I(\theta_1, \theta)$ if $M_{C_0} = 2$. 
Definition 5.2 (Tight decision rule \( \phi_t \)). A decision rule \( \phi_t \), for a traditional bandit problem (without side observations) with finite \( \Theta_1 \), is tight if it possesses the above three properties.

Obviously, a tight rule \( \phi_t \) is uniformly good and meets the \( \log t \) lower bound on \( T_{\inf}(t) \) in Theorem 1.1. The detailed construction of a tight \( \phi_t \) can be found in [3]. In this subsection, the tight \( \phi_t \)'s (for traditional bandit problems) will serve as constituent components in a composite decision rule \( \Phi_t \) dealing with the side-observation-aided bandit problems.

Suppose \( |X| = k < \infty \). Using the values of \( X_t \), we can partition the observed rewards \( Y_1 \) (or \( Y_2 \)) into \( k \) sub-sequences, corresponding to different \( x \)'s. Consider the sub-sequence obtained when \( X_t = x_0 \). At those time instants, the decision maker is facing \( F_{\theta_1}(|x_0) \) and \( F_{\theta_2}(|x_0) \), and thus this sub-sequence can be viewed as resulting from a traditional bandit problem with the family of possible distributions being \( \{ F_{\theta}(|x_0) \} \). For each \( x_0 \), we use \( B_{x_0} \) to denote the corresponding sub-bandit problem.

For example, if \( X_1 X_2 X_3 X_4 \cdots = x_x x_b x_c \cdots \), then after time \( t = 4 \), we have 2 samples in \( B_{x_x} \), 1 sample in \( B_{x_b} \), and 1 sample in \( B_{x_c} \). One straightforward composite decision rule \( \Phi_t \) is to apply a tight \( \phi_{x,t} \) on each sub-bandit \( B_{x} \). The resulting composite rule is uniformly good but does not yield sharp results matching the new \( \log t \) lower bound in Eq. (5.1).

Let \( \hat{C}_{t,j} \) denote the corresponding estimates of the tight constituent \( \phi_{x,t} \). A more sophisticated composite rule \( \Phi_t \) for the side-observation-aided bandits is constructed as in Algorithm 3, and is asymptotically optimal.

Theorem 5.2 (Asymptotic optimality). Suppose for all possible \( C_0 \), \( MC_0(x) \) does not vary with respect to \( x \). With the regularity conditions \( R_1 \), \( R_2 \), \( R_4 \), and assumptions \( A_1 \), \( A_2 \),

Algorithm 3 (\( \Phi_{t+1}, \text{ the decision at time } t+1 \))

1: if not all \( \hat{C}_{t,j} \) are identical, then
2: \( \Phi_{t+1} \leftarrow \phi_{X_{t+1},t+1} \).
3: else
4: Denote \( \hat{C}_t = (\hat{\theta}_1, \hat{\theta}_2) \) as the common estimate for all \( B_x \). Without loss of generality, we may assume \( M_{\hat{C}_t} = 2 \). The case that \( M_{\hat{C}_t} = 1 \) can be obtained by symmetry.
5: if \( X_{t+1} \neq x^* := \arg \max_x \inf_{\theta > \theta_2} I(\hat{\theta}_1, \theta|x) \), then
6: \( \Phi_{t+1} \leftarrow M_{\hat{C}_t}(X_{t+1}) \).
7: else
8: \( \Phi_{t+1} \leftarrow \phi_{X_{t+1},t+1} \).
9: end if
10: end if

A tie-breaking mechanism is necessary while evaluating “arg max” in line 5, and a natural choice of a randomized tie-breaking mechanism is sufficient for rigorous analysis. However, to minimize the distraction of this minor point, we assume here that no tie exists during the execution of this algorithm.
A3, the composite rule $\Phi_t$ described in Algorithm 3 achieves the log $t$ lower bound in Eq. (5.1), that is,

$$\limsup_{t \to \infty} \frac{E_{C_0} \{ T_{\text{inf}}(t) \}}{\log t} \leq \frac{1}{K_{C_0}}.$$ 

This $\Phi_t$ is thus asymptotically optimal.

The intuition behind this result is that having different side information values $x$ is like having several related bandit machines $B_x$’s. Each $B_x$ has its own reward distribution pair $(F_{\theta_1}(\cdot|x), F_{\theta_2}(\cdot|x))$, but all these $B_x$’s share the same common, but unknown, configuration pair $(\theta_1, \theta_2)$. The information obtained from one machine is thus applicable to the other machines. If arm 2 is always better than arm 1, we wish to sample arm 2 most of the time (the control part), and force sample arm 1 once in a while (the learning part). With the help of the side information $X_t$, we can postpone our forced sampling (learning) to the most informative machine $X_t = x^* = \arg \max_x \inf_{\theta_1, \theta_2, \theta_0} I(\theta_1, \theta_2|x)$. With the assumption of the existence of the value of the game, this composite $\Phi_t$ thus achieves the new constant in the log $t$ lower bound. A detailed analysis of this case is provided in Appendix C.

6. Mixed case

It is worth noting that the main difference between Sections 4 and 5 is that in one case, $X_t$ always changes the preference order, while in the other case, $X_t$ never changes the order. A much more general case is a mixture of these two cases, which will be discussed in this section and which leads to the main result of this paper.

Definition 6.1 (Mixed condition). As illustrated in Fig. 3, for some $C \in \Theta^2$, $M_C(x)$ is not a function of $x$, i.e., $M_C(x) := M_C$. For the remaining $C$, there exist $x_1$ and $x_2$ such that $M_C(x_1) = 1$ and $M_C(x_2) = 2$. For future reference, if such $x_1$ and $x_2$ exist, we say the configuration pair $C_0$ is implicitly revealing.

Example. $\Theta = (0, \infty)$, $X = \{-1, 1\}$ and the conditional reward distribution $F_{\theta}(\cdot|x) \sim \mathcal{N}(\theta^2 - \theta x, 1)$. Then $C_0 = (\theta_1, \theta_2) = (0.1, 0.2)$ is implicitly revealing, but $C_0 = (0, 10)$ is not.

11 To perform a rigorous analysis, the constituent $\phi_{x,t}$ must be fully encapsulated in Algorithm 3. Namely, only those samples obtained from performing $\Phi_{t+1} \leftarrow \phi_{X_{t+1}, t+1}$ (lines 2 and 8) can be counted as valid samples for $\phi_{x,t}$. In other words, the time instants when we let $\Phi_{t+1} \leftarrow M_{C_0}(X_{t+1})$ (line 6) must be excluded from the computation of $C_{x,t}$ and $\phi_{x,t+1}$. Otherwise it may spoil the tightness of the original $\phi_{x,t+1}$. For example, suppose $X_1 X_2 X_3 \cdots : x_1 x_2 x_3 x_4 \cdots$. At time instants 1 and 2, we have executed $\Phi_{t+1} \leftarrow \phi_{X_{t+1}, t+1}$, while at time instants 3 and 4, $\Phi_{t+1} \leftarrow M_{C_0}(X_{t+1})$ is executed. Then from the sub-bandit-problem point of view, we have only one sample in $B_{x_1}$, one sample in $B_{x_2}$, and no samples in $B_{x_3}$, and only those samples can be used to generate the corresponding value of $C_{x,t}$ and $\phi_{x,t+1}$. Samples made at time instants 3 and 4 will be discarded.
Fig. 3. For some \((\theta_1, \theta_2)\) the best arm is a function of \(x\), i.e., \(\mu_{\theta_1}(x)\) and \(\mu_{\theta_2}(x)\) intersect each other as in Section 4. For the remaining \((\theta_1, \theta_2)\) the best arm is not a function of \(x\), i.e., \(\mu_{\theta_1}(x)\) and \(\mu_{\theta_2}(x)\) do not intersect each other as first described in Section 5.

Without knowledge of the authentic underlying configuration \(C_0\), we do not know whether \(C_0\) is implicitly revealing or not. In view of the results of Sections 4 and 5, we would like to find a scheme that has \(\lim_{t \to \infty} E[T_{\inf}(t)] < \infty\) when being applied to an unknown but implicitly revealing \(C_0\), and achieves the \(\log t\) lower bound when the unknown \(C_0\) is not implicitly revealing. Within the following two regularity conditions R1 and R2:

R1: \(X\) is finite, and
R2: \(\forall \theta_1, \theta_2, \text{ and } x\), the conditional K-L information number \(I(\theta_1, \theta_2|x)\) is finite and strictly positive,

we can achieve this goal.

6.1. Lower bound

Similar to Theorem 5.2, a \(\log t\) lower bound on \(E[T_{\inf}(t)]\) is obtained for uniformly good rules, and is formally stated as follows.

**Theorem 6.1.** Suppose the side observation sequence \(\{X_t\}\) is evenly distributed in \(L^1\), and the mixed condition in Definition 6.1, and regularity conditions R1 and R2 are satisfied. For any uniformly good rule, if the authentic parameter pair \(C_0\) is not implicitly revealing then \(E_{C_0}(T_{\inf}(t))\) is \(\log t\) lower bounded:

\[
\lim_{t \to \infty} P_{C_0} \left( T_{\inf}(t) \geq \frac{(1 - \epsilon) \log t}{K_{C_0}} \right) = 1, \quad \forall \epsilon > 0, \quad \text{and}
\]

\[
\liminf_{t \to \infty} \frac{E_{C_0}(T_{\inf}(t))}{\log t} \geq \frac{1}{K_{C_0}}, \tag{6.1}
\]
where $K_{C_0}$ is a constant depending on $C_0$. If $M_{C_0} = 2$, we have $T_{\inf}(t) = T_1(t)$, and the constant $K_{C_0}$ is

$$K_{C_0} = \inf_{\{\theta: \exists x_0, s.t. \mu_0(x_0) > \mu_2(x_0)\}} \sup_x \{I(\theta_1, \theta|x)\}.$$ 

The expression for $K_{C_0}$ for the case in which $M_{C_0} = 1$ can be obtained by symmetry.

[23] proved a similar version of Theorem 6.1 for i.i.d. $\{X_\tau\}$, and one can easily modify the proof there by exploiting the assumption that $\{X_\tau\}$ is evenly distributed in $L^1$.

6.2. Scheme achieving the lower bound

With the following three assumptions:

A1: the parameter space $\Theta_1$ is finite,
A2: the side observations $\{X_\tau\}$ are u.s.e. distributed in $L^1$, A4: the value of the game,

$$\inf_{\{\theta: \exists x_0, \mu_0(x_0) > \mu_2(x_0)\}} \sup_x \{I(\theta_1, \theta|x)\} = \inf_{x \in X} \{I(\theta_1, \theta|x)\},$$

exists,

we are able to construct schemes achieving bounded $\lim_{t \to \infty} E[T_{\inf}(t)] < \infty$ when being applied to implicitly revealing $C_0$ or otherwise achieving the log $t$ lower bound in Theorem 6.1. One instance is the composite control scheme $\Phi_t$ described in Algorithm 4, the details of which are described in the following paragraphs. The sub-bandit machines $B_x$, the corresponding tight decision rules $\phi_t$, and the estimate $\hat{C}_{x,t}$ are as defined in Section 5.2, along with a number of newly-introduced counters (actually $|X| \cdot |\Theta|^2$ counters). These new counters are named $ctr(x, C', C'')$ and are initially set to zero. The $\tilde{C}_t$ used in Algorithm 4 is an estimate of $C_0$ generated from the sampling when $\Phi_{t+1} \leftarrow M_{C_t}(X_{t+1})$ is active, namely, when line 10, 14, or 19 is executed. On the other hand, those samples when $\Phi_{t+1} \leftarrow \phi_{x_{t+1}}$ is active, namely, when line 2, 8, or 21 being executed, are used to generate $\hat{C}_{x,t}$ and $\phi_{x_{t+1}}$.

For example, suppose $X_1 X_2 X_3 X_4 \cdots = x_a x_b x_a x_c \cdots$ and at time instants 1 and 2, $\Phi_{t+1} \leftarrow \phi_{x_{t+1}}$ (lines 2, 8, 21), while at time instants 3 and 4, $\Phi_{t+1} \leftarrow M_{C_t}(X_{t+1})$ (lines 10, 14, 19). As a result, after four pulls of the bandit machine, we have one sample in $B_{x_a}$ to generate $\hat{C}_{x_a,4}$, one sample in $B_{x_b}$ for $\hat{C}_{x_b,4}$, and no samples in $B_{x_c}$ for $\hat{C}_{x_c,4}$. At the same time, we have a total of one sample in $B_{x_a}$, no samples in $B_{x_b}$ and one sample in $B_{x_c}$ being used to generate $\hat{C}_4$.

We will prove that with any “good” $\tilde{C}_t$, Algorithm 4 will result in a bound-achieving $\Phi_t$. The definition of a “good” $\tilde{C}_t$ is as follows.

**Definition 6.2 (Good estimate $\tilde{C}_t$).** An estimate $\tilde{\theta}$ is good if there exist $a, b > 0$ such that the mis-detection probability $P_\theta(\tilde{\theta} \neq \theta) \leq a \exp(-bN)$, where $N$ is the number of samples
Algorithm 4 (Φ_{t+1}, the decision at time t+1)

1: if not all \( \hat{C}_{x,i} \) are identical, then
2: \( \Phi_{t+1} \leftarrow \phi_{X_{t+1}, i+1} \).
3: else
4: Denote \( \hat{C}_t = (\hat{\theta}_1, \hat{\theta}_2) \) as the common estimate for all \( B_x \).
5: if \( \hat{C}_t \) is implicitly revealing, then
6: if \( \hat{\theta}_1 \neq \hat{\theta}_2 \) (including the cases that \( \hat{\theta}_1 \) does not exist), then
7: if ctr\((X_{t+1}, \hat{C}_t, \hat{C}_t)\) is even, then
8: \( \Phi_{t+1} \leftarrow \phi_{X_{t+1}, i+1} \).
9: else
10: \( \Phi_{t+1} \leftarrow M_{\hat{C}_t}(X_{t+1}) \).
11: end if
12: ctr\((X_{t+1}, \hat{C}_t, \hat{C}_t)\) \( \leftarrow \) ctr\((X_{t+1}, \hat{C}_t, \hat{C}_t) + 1 \).
13: else
14: \( \Phi_{t+1} \leftarrow M_{\hat{C}_t}(X_{t+1}) \).
15: end if
16: else
17: Without loss of generality, we may assume \( M_{\hat{C}_t} = 2 \). The case in which \( M_{\hat{C}_t} = 1 \) can be obtained by symmetry.
18: if \( X_{t+1} \neq x^* := \arg \max_x \inf_{\theta: \mu(\theta) > \mu_{\hat{\theta}_2}(x)} I(\hat{\theta}_1, \theta|x) \), then
19: \( \Phi_{t+1} \leftarrow M_{\hat{C}_t}(X_{t+1}) \).
20: else
21: \( \Phi_{t+1} \leftarrow \phi_{X_{t+1}, i+1} \).
22: end if
23: end if
24: end if

that \( \hat{\theta} \) is based upon. An estimate pair \( \hat{C}_t = (\hat{\theta}_1, \hat{\theta}_2) \) is good if \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) are good estimates for \( \theta_1 \) and \( \theta_2 \) respectively.\(^{12}\)

**Theorem 6.2 (Asymptotic optimality).** Suppose the mixed condition in Definition 6.1, the regularity conditions R1 and R2, and the assumptions A1, A2, and A4 are satisfied. With the tight constituent \( \phi_{x,t} \), and a good estimate \( \hat{C}_t \), the \( \Phi_t \) described in Algorithm 4 either has bounded inferior sampling time, or achieves the log\( t \) lower bound in Theorem 6.1, depending on whether or not the unknown underlying configuration pair \( C_0 \) is implicitly revealing.

The intuition behind Theorem 6.2 is exactly the mixture of our previous discussions on the pure cases. When the unknown \( C_0 \) is implicitly revealing, the evenly distributed side information \( X_t \) will direct the player to sample both arms often enough, which leads

\(^{12}\) By the large deviations principle and the regularity condition R2, a good estimate \( \hat{C}_t \) generally exists.
to bounded $E(T_{\inf}(t))$. If the underlying $C_0$ is not implicitly revealing, then postponing
the forced sampling will reduce the constant $1/KC_0$ in front of the $\log t$ lower bound.
A detailed proof is given in Appendix D.

7. A note on the necessity of the even distribution properties

In Sections 4 through 6, we have discussed the benefits of having side observations under various situations. The main results are summarized in Table 1. Since all of the given conditions are sufficient, the question naturally arises as to whether these evenly distributed properties are necessary for the various levels of improvement.

Table 1
Summary of the relationships between $X_t$ and $Y^j_t$

<table>
<thead>
<tr>
<th>Characterization</th>
<th>Regularity conditions</th>
<th>Even distribution conditions</th>
<th>Results for all $C_0 \in \Theta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\forall C_1 \neq C_2, GC_1 \neq GC_2$</td>
<td>As $\hat{C}<em>t \rightarrow C_0$, $\forall x$, $M</em>{\hat{C}<em>t}(x) = M</em>{C_0}(x)$</td>
<td>$\exists {\phi_t}$ such that $\lim E_{C_0}(T_{\inf}(t))/\sum \pi(C_{\tau} - C_0(\geq t)) \leq 1$</td>
<td></td>
</tr>
<tr>
<td>$\forall C_0 \in \Theta^2$, $GC_0 = G$; no $C_0 \in \Theta^2$ is implicitly revealing</td>
<td>(i) $X$ is finite, (ii) $\forall \theta_1 \neq \theta_2, x$, $I(\theta_1, \theta_2</td>
<td>x) &gt; 0$, (iii) $\forall x, \mu_0(x)$ is continuous w.r.t. $\theta$</td>
<td>${X_t}$ is evenly distributed in probability series $\exists {\phi_t}$ such that $\lim E_{C_0}(T_{\inf}(t)) &lt; \infty$</td>
</tr>
<tr>
<td>$\forall C_0 \in \Theta^2$, $GC_0 = G$; in $\Theta^2$, some $C_0$ are implicitly revealing and some are not</td>
<td>(i) $X$ is finite, (ii) $\forall \theta_1 \neq \theta_2, x$, $I(\theta_1, \theta_2</td>
<td>x) &gt; 0$</td>
<td>${X_t}$ is u.s.e. distributed in $L^1$</td>
</tr>
<tr>
<td>$\forall C_0 \in \Theta^2$, $GC_0 = G$; no $C_0 \in \Theta^2$ is implicitly revealing</td>
<td>(i) $X$ is finite, (ii) $\forall \theta_1 \neq \theta_2, x$, $I(\theta_1, \theta_2</td>
<td>x) &gt; 0$</td>
<td>${X_t}$ is u.s.e. distributed in $L^1$</td>
</tr>
</tbody>
</table>


Suppose \( \{X_\tau\} \) reveals no information about \( C_0 \), as in Sections 4 to 6. We need some minimal amount of even distributedness to guarantee the benefit of a side observation sequence, as the following result states.

**Theorem 7.1** (Common necessary condition). For the achievability results in Theorems 4.1, 5.2, and 6.2 to hold for all distribution families \( \{F_\theta(\cdot|x)\} \) (satisfying the characterization and regularity conditions), we must have

\[
\forall x, \quad P(\exists \tau, \text{ s.t. } X_\tau = x) > 0.
\]

Note that the condition \( \forall x, P(\exists \tau, \text{ s.t. } X_\tau = x) > 0 \) is the weakest even distribution property we have introduced.

If there exists \( x_0 \) such that \( P(\exists \tau, \text{ s.t. } X_\tau = x_0) = 0 \), then the range of the side observation can be reduced to the positive support of \( X_t \). The benefit of the characterization properties (helpful structure between \( X_t, Y_t^i \)) may degenerate to another case with new support \( X' = X \setminus \{x_0\} \), which severely affects the attainable results. Take Example 1 in Section 1.3 for example, the implicitly revealing \( C_0 = (\theta_1, \theta_2) = (1, 2) \) is no longer implicitly revealing if the support \( X = \{1, 2, 3\} \) is reduced to \( \{1, 2\} \). The achievable \( E\{T_{\inf}(t)\} \) thus becomes \( O(\log t) \) lower bounded, rather than \( O(\text{constant}) \). Theorem 7.1 shows that the benefit of side observations indeed comes from the even distribution properties.

**8. Conclusions**

It has been shown in [23] that observing additional i.i.d. side information can improve sequential decisions in bandit problems. To further explore the origins of this improvement, in this paper we have extracted basic properties of the side observation processes and proved their efficacy for bandit problems. When the side observation \( X_t \) reveals information about \( C_0 \), with a scheme separating the learning and control tasks by observing \( \{X_\tau\} \) for learning, and playing arm \( M_{\hat{C}_t}(X_t) \) for control, we have proved that

\[
\lim_{t \to \infty} E\{T_{\inf}(t)\} < \infty\text{ for many types of } \{X_\tau\}.
\]

If the side observation does not provide information about the configuration \( C_0 \), three cases have been considered: (1) the best arm is a function of \( X_t \), as in Section 4; (2) the best arm is not a function of \( X_t \), as in Section 5; and (3) the mixed case as in Section 6. For any \( \{X_\tau\} \), regular/even appearances of all \( x \in X \) guarantee that we can fully use the beneficial structure/relationship between the side observation \( \{X_\tau\} \) and the reward process \( \{Y_t^i\} \). It has been shown in [23] that for i.i.d. \( \{X_\tau\} \), case (1) leads to bounded expected inferior sampling time, case (2) leads to asymptotically sharp \( \log t \) lower bound, and case (3) leads to \( \log t \) lower bound for some \( C_0 \), and bounded expected inferior sampling time for other \( C_0 \). And in this paper (Sections 4 through 6), these results have been successfully generalized to arbitrary side observation sequences \( \{X_\tau\} \) possessing different levels of “regular/even appearance” properties. Consequently, a much more general class of side observation sequences, including Markov chains, and all deterministic periodic sequences, has the same impact on bandit problems as those of i.i.d. sequences. The idea of using \( X_t \) as an index of sub-bandit-machines has been implemented in this paper by introducing a composite
decision rule and assuming the existence of the value of a game on the Kullback–Leibler divergence.

Finally, we have also provided a simple necessary condition, namely

\[ \forall x, P(\exists \tau, \text{s.t. } X_\tau = x) > 0, \]

which is essential for a side observation sequence to fully exploit the inherent structure between \( X_t \) and \( Y^t_i \).

Appendix A. Proof of Theorem 3.1

For each underlying configuration pair \( C_0 = (\theta_1, \theta_2) \), define the error set \( C_e \) as follows.

\[ C_e := \bigcup_{x \in X} \{ C \in \Theta^2 : M_C(x) \neq M_{C_0}(x) \}. \tag{A.1} \]

Let \( \overline{C_e} \) denote the closure of \( C_e \). By Condition 3.1, we have that \( C_0 \) is not in \( \overline{C_e} \) and there exists \( \varepsilon > 0 \) such that \( \overline{C_e} \subseteq \{ C : |C - C_0| > \varepsilon \} \). For any \( t \geq 1 \),

\[ P_{C_0}(\phi_t \neq M_{C_0}(X_t)) = P_{C_0}(M_{\hat{C}}(X_t) \neq M_{C_0}(X_t)) \leq P_{C_0}(\exists x, M_{\hat{C}}(x) \neq M_{C_0}(x)) = P_{C_0}(\hat{C}_t \in C_e) \leq P_{C_0}(\hat{C}_t \in \overline{C_e}) \leq P_{C_0}(|\hat{C}_t - C_0| > \varepsilon), \]

and

\[ E_{C_0}\{T_{\text{inf}}(t)\} = \sum_{\tau=1}^{t} E_{C_0}\{1\{\phi_\tau \neq M_{C_0}(X_\tau)\}\} \leq \sum_{\tau=1}^{t} P_{C_0}(|\hat{C}_\tau - C_0| > \varepsilon). \]

This completes the proof.

Appendix B. Proof of Theorem 4.1

We define \( C_e \) similarly to (A.1). The necessary result [23, Lemma 1, p. 23] is quoted as follows.

**Lemma B.1** [23, Lemma 1, p. 23]. With the regularity conditions specified in Section 4, \( \exists a_1, a_2 > 0 \) such that

\[ P_{C_0}(\hat{C}_t \in C_e) \leq a_1 \exp(-a_2 \min\{T_1^{*+}(t), T_2^{*+}(t)\}). \]
Analysis of the scheme. By the definition of $C_t$, when $\hat{C}_t$ is not in $C_t$, the estimate is accurate enough that the myopic decision is simply the optimal decision, namely, $\forall x, M_{\hat{C}_t}(x) = M_{C_t}(x)$. Hence we have

$$\{\phi_{t+1} \neq M_{C_t}(X_{t+1})\} = \{\phi_{t+1} \neq M_{C_t}(X_{t+1}), \hat{C}_t \in C_t\}$$

$$\cup \{\phi_{t+1} \neq M_{C_t}(X_{t+1}), \hat{C}_t \notin C_t\}$$

$$\subseteq \{\hat{C}_t \in C_t\} \cup \{\phi_{t+1} \neq M_{C_t}(X_{t+1}), \hat{C}_t \notin C_t\}$$

$$\triangleq A_{t+1} \cup B_{t+1}.$$  \hfill (B.1)

By the definition of the allocation rule and induction on $t$, it can be shown that $\forall i \in [1, 2], \forall t \geq 6, T_i(t) \geq \sqrt{t}$, so that min $T_i^*(t) \geq \sqrt{t}/|X|$. By Lemma B.1, we have $P_{C_t}(A_{t+1}^c) \leq a_1 \exp(-a_2 \sqrt{t}/k)$, and hence $\sum_{t=1}^{\infty} P_{C_t}(A_{t+1}) < \infty$.

For $B_{t+1}$, we have

$$B_{t+1} = \{\phi_{t+1} \neq M_{C_t}(X_{t+1}), \hat{C}_t \notin C_t\}$$

$$= \{\phi_{t+1} = 1 \neq M_{C_t}(X_{t+1}), \hat{C}_t \notin C_t\} \cup \{\phi_{t+1} = 2 \neq M_{C_t}(X_{t+1}), \hat{C}_t \notin C_t\}$$

$$\triangleq B_{t+1}^1 \cup B_{t+1}^2,$$

where $B_{t+1}^1$ and $B_{t+1}^2$ correspond to $\phi_{t+1} = 1, 2$ separately. We then have

$$B_{t+1}^1 = \{\exists s \in [\sqrt{t}, t-1] \ s.t. \hat{C}_s \in C_t, \phi_{t+1} = 1 \neq M_{C_t}(X_{t+1}), \hat{C}_t \notin C_t\}$$

$$\cup \{\forall s \in [\sqrt{t}, t]. \hat{C}_s \notin C_t, \phi_{t+1} = 1 \neq M_{C_t}(X_{t+1})\}$$

$$\subseteq \{\exists s \in [\sqrt{t}, t-1] \ s.t. \hat{C}_s \in C_t\} \cup B_{t+1}^1.$$  \hfill (B.2)

This inequality comes from modifying the first term of the union and using $B_{t+1}^1$ as shorthand. To further bound $B_{t+1}^1$, we need some new notation:

$$N_1 := \sum_{x \in [1,t]} 1\{M_{C_t}(X) = 1\},$$

$$N_{1 \rightarrow 2} := \sum_{x \in [1,t]} 1\{M_{C_t}(X) = 1, \phi_x = 2\} \ \text{and}$$

$$N_{2 \rightarrow 1} := \sum_{x \in [1,t]} 1\{M_{C_t}(X) = 2, \phi_x = 1\}.$$

From the definition, we have $T_i(t) = N_1 - N_{1 \rightarrow 2} + N_{2 \rightarrow 1}$. Suppose $\forall s \in [\sqrt{t}, t], \hat{C}_s \notin C_t$, which is the first condition of $B_{t+1}^1$, and we notice the following inequalities,
\[ N_{1\rightarrow 2} + N_{2\rightarrow 1} = \sum_{s \in [1, \sqrt{t}]} 1\{\phi_s \neq M_{C_0}(X_s)\} + \sum_{s \in [\sqrt{t}+1, t]} 1\{\phi_s \neq M_{C_0}(X_s)\} \]
\[ \leq \sqrt{t} + \sum_{s \in [\sqrt{t}+1, t]} 1\{\phi_s \neq M_{\hat{C}_{s-1}}(X_s)\} \]
\[ \leq 2 \sqrt{t} + 1. \]  \hspace{1cm} (B.3)

The equality is obvious and the first inequality is true since \( \forall s \in [\sqrt{t}, t], \hat{C}_s \notin C_e \) and thus \( M_{\hat{C}_s}(\cdot) = M_{C_0}(\cdot) \). The second inequality follows from the fact that the total number of forced samples up to time \( t \) cannot be greater than \( \sqrt{t} + 1 \), so the number of times \( \phi_s \neq M_{\hat{C}_{s-1}}(X_s) \) is smaller than \( \sqrt{t} + 1 \).

If the second condition of \( B^{1.1} \), \( \phi_{t+1} = 1 \neq M_{C_{t}}(X_{t+1}) \), is satisfied, it implies that the player performs the forced sampling at time \( t + 1 \), or equivalently \( T_1(t) < \sqrt{t} + 1 \). Since \( \forall t, T_1(t) \geq \sqrt{t} \), it follows that \( T_1(t) = N_1 - N_{1\rightarrow 2} + N_{2\rightarrow 1} = \sqrt{t} \). Combining the result in (B.3), we conclude that

\[ B^{1.1} \subseteq \{ N_1 \leq 3 \sqrt{t} + 1 \} \]
\[ = \left\{ \sum_{s \in [1, t]} 1\{M_{C_0}(X_s) = 1\} \leq 3 \sqrt{t} + 1 \right\}. \]  \hspace{1cm} (B.4)

Let \( X_{C_0} := \{ x \in X : M_{C_0}(x) = 1 \} \) denote the set of the possible values of the side observation such that arm 1 is favorable. From (B.2) we have

\[ P(B_{t+1}^{1.1}) \leq \left( \sum_{s \in [\sqrt{t}, t-1]} P(\hat{C}_s \in C_e) \right) + P(B^{1.1}) \]
\[ \leq \sum_{s \in [\sqrt{t}, t-1]} a_1 e^{-a_2 \sqrt{s}} + P\left( \frac{\sum_{s \in [1, t]} 1\{X_s \in X_{C_0}\} \leq 3 \sqrt{t} + 1}{t} \right). \]  \hspace{1cm} (B.5)

where the second inequality follows from the application of Lemma B.1 to the first term, while the second term follows from (B.4). By simple algebra, we have

\[ \sum_{t+1=7}^\infty \sum_{s \in [\sqrt{t}, t-1]} a_1 e^{-a_2 \sqrt{s}} < \infty. \]  \hspace{1cm} (B.6)

And by the assumption that \( \{X_s\} \) is evenly distributed in probability series, we have

\[ \sum_{t+1=7}^\infty P\left( \frac{\sum_{s \in [1, t]} 1\{X_s \in X_{C_0}\}}{t} \leq 3 \sqrt{t} + 1 \right) < \infty. \]  \hspace{1cm} (B.7)
From (B.5), (B.6), and (B.7), we conclude
\[ \sum_{t+1=7}^{\infty} P(B_{t+1}) \leq \sum_{t+1=7}^{\infty} (P(B_{t+1}^1) + P(B_{t+1}^2)) < \infty, \]
and by (B.1),
\[ \lim_{t \to \infty} E\{T_{\inf}(t)\} \leq 6 + \sum_{t+1=7}^{\infty} (P(A_{t+1}) + P(B_{t+1})) < \infty, \]
which completes the analysis.

Appendix C. Proof of Theorem 5.2

We need the following lemma for the later proof.

**Lemma C.1.** Consider a random process \( \{X_t\} \) and a sequence of stopping time pairs \( \{(S_j, T_j)\} \), where for all \( j \in \mathbb{N} \), \( S_j < T_j \leq S_{j+1} \) are stopping times taking values in \( \mathbb{N} \). Denote
\[ \text{sum} := \sum_{j=1}^{\infty} (T_j - S_j + 1) \quad \text{and} \quad U := \sup\{j \in \mathbb{N} : S_j < \infty\}. \]
If both \( S_j \) and \( T_j \) are \( \infty \), define \( T_j - S_j + 1 = 0 \).
Suppose for some \( B < \infty \) and \( K < \infty \), we have \( E[U] \leq K \), and \( \forall j \), \( E[T_j - S_j + 1|S_j] \leq B \). It follows that \( E[\text{sum}] \leq B \cdot K < \infty \).

**Proof.** The proof is similar to that of Wald’s Lemma. Using the convention that \( 0 \cdot \infty = 0 \), we rewrite \( \text{sum} \) in the following form:
\[ \text{sum} = \sum_{j=1}^{\infty} 1\{S_j < \infty\}(T_j - S_j + 1) \]
\[ \Rightarrow \quad E[\text{sum}] = \sum_{j=1}^{\infty} E[1\{S_j < \infty\} \cdot E[T_j - S_j + 1|S_j]] \]
\[ \leq \sum_{j=1}^{\infty} B \cdot E[1\{S_j < \infty\}] \]
\[ = B \sum_{j=1}^{\infty} P(U \geq j) = B \cdot K. \quad \square \]
With the help of Lemma C.1, we prove Theorem 5.2 by making the following arguments.

**Argument 1.** The expected duration over which \( \hat{C}_t \) does not exist is finite, i.e.,

\[
\lim_{t \to \infty} E \left\{ \sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau \text{ does not exist} \} \right\} < \infty.
\]

For simplicity, we use \( 1\{\hat{C}_t\} = 0 \) as shorthand notation for the condition that \( \hat{C}_t \) does not exist.

**Argument 2.** The expected duration over which \( \hat{C}_t \neq C_0 \) is finite, i.e.,

\[
\lim_{t \to \infty} E \left\{ \sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau \neq C_0 \} \right\} < \infty.
\]

**Argument 3.** The expected duration over which \( \hat{C}_t = C_0 \) and \( \Phi_{t+1} \neq M_{C_0}(X_{t+1}) \) is upper bounded by \( \log t / K_{C_0} \), i.e.,

\[
\lim_{t \to \infty} E \left\{ \frac{\sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau = C_0, \Phi_{t+1} \neq M_{C_0}(X_{t+1}) \}}{\log t} \right\} \leq \frac{1}{K_{C_0}},
\]

where \( K_{C_0} = \inf_{\theta_1, \theta_2} \sup_{x} I(\theta_1, \theta_2 | x) \) if \( M_{C_0} = 2 \).

**Proof of Argument 1.** To discuss stopping times, we first define the filtration \( \mathcal{F}_t \) in an explicit way, that is, \( \mathcal{F}_t \) is the \( \sigma \)-algebra generated by the past outcomes of the rewards \( 1\{\Phi_\tau = 1\} Y_\tau^1 + 1\{\Phi_\tau = 2\} Y_\tau^2 \) for \( \tau \in [1, t] \), and the observations \( X_\tau \) for \( \tau \in [1, t+1] \). For instance, by definition we have \( \hat{C}_t \in \mathcal{F}_t \), \( X_t+1 \in \mathcal{F}_t \) and \( \phi_{t+1} \in \mathcal{F}_t \).

For any \( x \in X \), we iteratively define the stopping time pairs \( S_{x,j} \) and \( T_{x,j} \) as follows.

\[
S_{x,j} := \inf \left\{ t > S_{x,j-1} : X_t = x, \ 1\{\hat{C}_t\} = 0, \text{ and either } 1\{\hat{C}_{t-1}\} = 1 \right\},
\]

or \( X = \bigcup_{x \in (S_{x,j-1}, t)} \{X_t\} \).

and

\[
T_{x,j} := \inf \left\{ t > S_{x,j} : \text{ either } 1\{\hat{C}_t\} = 1 \text{ or } X = \bigcup_{x \in (S_{x,j}, t]} \{X_t\} \right\}.
\]
where \( S_{x,0} = 0 \). Note that \( S_{x,j} \) and \( T_{x,j} \) are basically dividing the duration over which \( 1\{\hat{C}_t\} = 0 \) into disjoint intervals, with \( x \) specifying the value of the side observation \( X_t \) at the leading time instant \( S_{x,j} \). We then have

\[
\sum_{t=1}^{\infty} 1\{1\{\hat{C}_t\} = 0\} \leq \sum_{x} \sum_{j \in \mathbb{N}} (T_{x,j} - S_{x,j} + 1).
\]

Since

\[
T_{x,j} \leq \inf\left\{ t > S_{x,j}: X = \bigcup_{s \in (S_{x,j}, t]} \{X_s\} \right\},
\]

and by the assumption that \( \{X_t\} \) is u.s.e. distributed in \( L^1 \), there exists \( B < \infty \) such that \( \forall x, j, E[T_{x,j} - S_{x,j} + 1|S_{x,j}] < B \). If we can show

\[
\forall x, \quad E\left[ \sup\{j \in \mathbb{N}: S_{x,j} < \infty\} \right] < \infty,
\]

then by Lemma C.1, we have

\[
E\left\{ \sum_{t=1}^{\infty} 1\{1\{\hat{C}_t\} = 0\} \right\} < \infty.
\]

We prove Eq. (C.1) by case study. For any \( x, j \), and time \( t := S_{x,j} \), since \( 1\{\hat{C}_t\} = 0 \) and \( X_t = x \), we must have one of the following two cases.

1. \( \hat{C}_{x,t} \neq C_0 \):
   - If \( 1\{\hat{C}_{t-1}\} = 0 \), then \( \Phi_t \leftarrow \phi_{x,t} \). By the assumption that the constituent \( \phi_{x,t} \) is tight, the expected duration of the event \( \{X_t = x, \Phi_t \leftarrow \phi_{x,t}, \hat{C}_{x,t} \neq C_0\} \) must be finite. So this case can only contribute finite expectation.
   - If \( 1\{\hat{C}_{t-1}\} = 1 \), the only condition resulting in \( 1\{\hat{C}_t\} = 0 \) is that \( \hat{C}_{x,t-1} \) is destroyed after time \( t \), which in turn implies \( X_t = x \) and \( \Phi_t \leftarrow \phi_{x,t} \). By the assumption of tight \( \phi_{x,t} \), the expected duration of the event \( \{X_t = x, \Phi_t \leftarrow \phi_{x,t}, \hat{C}_{x,t} \neq C_0\} \) must be finite. So this case can only contribute finite expectation.

2. \( \hat{C}_{x,t} = C_0 \):
   - By observing \( \sup\{j \in \mathbb{N}: S_{x,j} < \infty\} \) \( \leq \sup\{j \in \mathbb{N}: T_{x,j} < \infty\} + 1 \), we choose to show the latter has bounded expectation.
   - Suppose \( T_{x,j} < \infty \), and note that \( 1\{\hat{C}_t\} = 0 \) implies there exists \( x' \neq x \) such that \( \hat{C}_{x',t} \neq C_0 \). There are only two sub-cases as follows.
     - \( \exists x' \in (S_{x,j}, T_{x,j}) \) such that \( X_{T_{x,j}} = x' \) and \( \hat{C}_{x',t} \neq C_0 \).
     - \( X_{T_{x,j}} = x \) and \( \hat{C}_{x,T_{x,j}} \neq C_0 \).

\[ \text{In some cases, the intervals may overlap with each other, but the overlap can only happen at the end points, which does not affect the validity of the proof.} \]
The reason why there are only two sub-cases follows because if there exists no such \( t' \), then \( \hat{C}_{x,t} \) remains unchanged within the interval \((S_{x,j}, T_{x,j}]\). So the only situation in which \( T_{x,j} < \infty \) is when \( \hat{C}_{x,j} \) is destroyed at \( T_{x,j} \). Since for all \( s \in (S_{x,j}, T_{x,j}] \) the decision rule is \( \Phi_s \leftarrow \phi_{X_s,s} \), we then have

\[
\sup_{j \in \mathbb{N}} \{ T_{x,j} < \infty \} \leq \sum_{t=1}^{\infty} 1 \{ X_t = x, \Phi_t \leftarrow \phi_{X_t,t}, \hat{C}_{x,t} \neq C_0 \}
\]

\[+ \sum_{x': x' \neq x} \sum_{t=1}^{\infty} 1 \{ X_{t+1} = x', \Phi_{t+1} \leftarrow \phi_{x',t+1}, \hat{C}_{x',t} \neq C_0 \}.\]

By the assumption of tight constituent \( \phi_{X,t} \), the above must have finite expectation.

From the previous discussions, we have proved \( E[\sup_{j \in \mathbb{N}} \{ S_{x,j} < \infty \}] < \infty \) and Argument 1.

**Proof of Argument 2.** Consider a fixed \( C' := (\theta'_1, \theta'_2) \neq C_0 \) and set

\[x^* := \arg \max_x \inf_{\theta : \theta > \theta'_2} I(\theta'_1, \theta|x).\]

We then iteratively define the stopping time pairs \( S_{C',j} \) and \( T_{C',j} \) as follows.

\[S_{C',j} := \inf \{ t > S_{C',j-1} : \hat{C}_t = C', \text{ and either } 1 \{ \hat{C}_{t-1} \neq C' \}, \text{ or } X_t = x^* \},\]

and

\[T_{C',j} := \inf \{ t > S_{C',j} : \text{ either } 1 \{ \hat{C}_t \neq C' \}, \text{ or } X_t = x^* \},\]

where \( S_{C',0} = 0 \). Note that \( S_{C',j} \) and \( T_{C',j} \) are basically dividing the duration of the event \( \{ \hat{C}_t \neq C_0 \} \) into disjoint intervals while \( C' \) is specifying the value of the common estimate \( \hat{C}_t \) during those intervals. Then we have

\[\sum_{t=1}^{\infty} 1 \{ \hat{C}_t \neq C_0 \} \leq \sum_{C' \neq C_0} \sum_{j \in \mathbb{N}} (T_{C',j} - S_{C',j} + 1).\]

Since

\[T_{C',j} \leq \inf \{ t > S_{C',j} : X_{t+1} = x^* \},\]

and by the assumption that \( \{ X_t \} \) is u.s.e. distributed in \( L^1 \), there exists \( B < \infty \) such that \( \forall x, j, E \{ T_{C',j} - S_{C',j} + 1 | S_{C',j} \} < B \). If we can show

\[\forall x, \ E[\sup_{j \in \mathbb{N}} \{ S_{C',j} < \infty \}] < \infty, \]
then by Lemma C.1, we have $E\{\sum_{t=1}^{\infty} 1(\hat{C}_t \neq C_0)\} < \infty$.

By observing $\sup\{j \in \mathbb{N} : S_{C^c,j} < \infty\} \leq \sup\{j \in \mathbb{N} : T_{C^c,j} < \infty\} + 1$, we choose to show the latter has bounded expectation. We first observe that there is some redundancy in the definition of $T_{C^c,j}$ since when $\hat{C}_t$ exists, the only possible situation under which $\hat{C}_t$ will change is when $X_t = x^*$. So $T_{C^c,j}$ can be rewritten as follows.

$$T_{C^c,j} := \inf\{t > S_{C^c,j} : X_t = x^*\}.$$ 

By this new definition, if $T_{C^c,j} < \infty$, we have $X_{T_{C^c,j}} = x^*$, $\Phi_{T_{C^c,j}} \leftarrow \phi_{x^*,T_{C^c,j}}$. Using these facts, we have

$$\sup\{j \in \mathbb{N} : T_{C^c,j} < \infty\} \leq \sum_{t=1}^{\infty} 1\{X_{t+1} = x^*, \Phi_{t+1} \leftarrow \phi_{x^*,t+1}, \hat{C}_{x^*,t} \neq C_0\}.$$ 

By the assumption of tight constituent $\phi_{x,t}$, the above has finite expectation and we have proved Argument 2. $\square$

**Proof of Argument 3.** Suppose $C_0 = (\theta_1, \theta_2)$. Without loss of generality, we may assume $M_{C_0} = 2$ and let $x^* = \arg \max_x \inf_{\theta > \theta_2} I(\theta_1, \theta|x)$. We then have

$$\sum_{t=1}^{\infty} 1\{\hat{C}_t = C_0, \Phi_{t+1} \neq M_{C_0}(X_{t+1})\}$$

$$= \sum_{t=1}^{\infty} 1\{\hat{C}_t = \hat{C}_{x^*,t} = C_0, X_{t+1} = x^*, \Phi_{t+1} \leftarrow \phi_{x^*,t+1} \neq M_{C_0}(X_{t+1})\}$$

$$\leq \sum_{t=1}^{\infty} 1\{\hat{C}_{x^*,t} = C_0, X_{t+1} = x^*, \Phi_{t+1} \leftarrow \phi_{x^*,t+1} \neq M_{C_0}(X_{t+1})\}.$$ 

By the assumptions of tight constituent $\phi_{x,t}$ and the existence of the value of the game, we have

$$\lim_{t \to \infty} \frac{E\{\sum_{t=1}^{\infty} 1\{\hat{C}_t = C_0, \Phi_{t+1} \neq M_{C_0}(X_{t+1})\}\}}{\log t} \leq \frac{1}{K_{C_0}},$$

where

$$K_{C_0} = \inf_{[\theta_1, \theta_2]} I(\theta_1, \theta|x) = \inf_{[\theta_1, \theta_2]} \sup_x I(\theta_1, \theta|x).$$

The proof of Argument 3, and thus that of Theorem 5.2, is complete. $\square$
Appendix D. Proof of Theorem 6.2

With the help of Lemma C.1, we prove Theorem 6.2 by proving the following arguments.

Argument 1. The expected duration over which $\hat{C}_t$ does not exist is finite, namely,

$$\lim_{t \to \infty} E \left\{ \sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau \text{ does not exist} \} \right\} < \infty.$$ 

Again we use $1(\hat{C}_t) = 0$ as shorthand for the situation in which $\hat{C}_t$ does not exist.

Argument 2. The expected duration over which $\hat{C}_t \neq C_0$ is finite, namely,

$$\lim_{t \to \infty} E \left\{ \sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau \neq C_0 \} \right\} < \infty.$$ 

Argument 3. If $C_0$ is implicitly revealing, the expected duration over which $\hat{C}_t = C_0$ and $\Phi_{t+1} \neq MC_0(X_{t+1})$ is finite, namely,

$$\lim_{t \to \infty} E \left\{ \sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau = C_0, \, \Phi_{t+1} \neq MC_0(X_{t+1}) \} \right\} < \infty.$$ 

Argument 4. If $C_0$ is not implicitly revealing, the expected duration over which $\hat{C}_t = C_0$ and $\Phi_{t+1} \neq MC_0(X_{t+1})$ is upper bounded by $\log t/K_{C_0}$, namely,

$$\lim_{t \to \infty} E \left\{ \frac{\sum_{\tau=1}^{t} 1 \{ \hat{C}_\tau = C_0, \, \Phi_{t+1} \neq MC_0(X_{t+1}) \}}{\log t} \right\} \leq \frac{1}{K_{C_0}},$$ 

where $K_{C_0} = \inf_{\theta: \exists \theta_0, \, \mu_\theta(\theta_0) > \mu_{\theta_0}(\theta_0)} \sup_x I(\theta_1, \theta|x)$ if $MC_0 = 2$.

With the above four arguments, it is straightforward to show that the $\Phi_t$ described in Algorithm 4 satisfies the statements in Theorem 6.2.

Proof of Argument 1. This proof follows word by word the proof of Argument 1 in Appendix C. □

Proof of Argument 2. Since

$$\sum_{t=1}^{\infty} 1 \{ \hat{C}_t \neq C_0 \} = \sum_{C' \neq C_0} \sum_{t=1}^{\infty} 1 \{ \hat{C}_t = C' \neq C_0 \},$$
we would like to prove that for any $C' \neq C_0$, $\sum_{t=1}^{\infty} 1\{\hat{C}_t = C' \neq C_0\}$ has finite expectation. For those $C'$ that are not implicitly revealing, the proof follows word by word the proof of Argument 2 in Appendix C.

So we may assume that $C'$ is implicitly revealing, and by conditioning on whether or not $\hat{C}_t = \tilde{C}_t$, we have

$$\sum_{t=1}^{\infty} 1\{\hat{C}_t = C' \neq C_0, \tilde{C}_t \neq \hat{C}_t\}$$

These two summations will be considered separately. Note that when considering the estimate $\hat{C}_t \neq C'$, there are always the situations in which an estimate $\hat{C}_t$ does not exist or the case in which $\hat{C}_t$ exists but does not equal $C'$. In the following proof, $\{\hat{C}_t \neq C'\}$ is used as shorthand for both of these situations.

Let $C'' \neq C'$ denote another implicitly revealing parameter pair, and construct the stopping time pairs $S_{x,C',C'',j}$ and $T_{x,C',C'',j}$ iteratively as follows.

$S_{x,C',C'',j} := \inf\{t > S_{x,C',C'',j-1}: X_{t+1} = x, \hat{C}_t = C', \tilde{C}_t = C'', \text{ and either } \hat{C}_{t-1} \neq C', \text{ or } \tilde{C}_{t-1} \neq C'', \text{ or } X_t \neq x\}$,

and

$T_{x,C',C'',j} := \inf\{t > S_{x,C',C'',j}: \text{ either } \hat{C}_t \neq C', \text{ or } \tilde{C}_t \neq C'', \text{ or } X_{t+1} = x\}$,

where $S_{x,C',C'',0} = 0$. Note that $S_{x,C',C'',j}$ and $T_{x,C',C'',j}$ are basically dividing the duration over which $[\hat{C}_t = C', \tilde{C}_t = C'']$ into disjoint intervals when $x$ specifies the value of the side observation $X_{t+1}$ at the leading time instant of those intervals. Thus we have

$$\sum_{t=1}^{\infty} 1\{\hat{C}_t = C' \neq C_0, \tilde{C}_t \neq \hat{C}_t\} = \sum_{C''=1}^{\infty} \sum_{t=1}^{\infty} 1\{\hat{C}_t = C', \tilde{C}_t = C''\}$$

$$\leq \sum_{x,C''} \sum_{j \in \mathbb{N}} (T_{x,C',C'',j} - S_{x,C',C'',j} + 1).$$

Since

$$T_{x,C',C'',j} \leq \inf\{t > S_{x,C',C'',j}: X_{t+1} = x\},$$

and by the assumption that $\{X_t\}$ is u.s.e. distributed in $L^1$, there exists a $B < \infty$ such that $\forall x, j, \mathbb{E}[T_{x,C',C'',j} - S_{x,C',C'',j} + 1|S_{x,C',C'',j}] < B$. It we can show that

$$\forall x, C'', \exists K, \mathbb{E}[\sup\{j \in \mathbb{N}: S_{x,C',C'',j}\}] < K,$$
and thus by Lemma C.1, we have $E\{\sum_{t=1}^{\infty} 1\{|\hat{C}_t = C' \neq C_0, \tilde{C}_t \neq \hat{C}_t\}| < \infty$.

Let $t := S_{x,C',C''}, j$. By the definition of Algorithm 4, for odd $j$ the decision rule results in $\Phi_{t+1} \leftarrow \phi_{x,t+1}$ (since at time $t$, $\text{ctr}(x, C', C'') = j - 1$). Thus we have

$$\sup\{j \in \mathbb{N}: S_{x,C',C'',j} < \infty\} = \sum_{j=1}^{\infty} \sum_{x' \in X} \sum_{j' \in \mathbb{N}} (T_{x,C',j} - S_{x,C',j} + 1).$$

By the assumption of tight $\phi_{x,t}$, the above right-hand side has finite expectation.

For the case in which $\hat{C}_t = \hat{C}_t = C' \neq C_0$, we construct the stopping time pairs as follows.

$$S_{x,C',j} := \inf\{t > S_{x,C',j-1}: X_{t+1} = x, \hat{C}_t = C', \text{ and either } \hat{C}_{t-1} \neq C', \text{ or } \tilde{C}_{t-1} \neq C', \text{ or } \{1, 2\} = \bigcup_{s \in (S_{x,C',j-1}, t]} \{M_{C'}(X_s)\}\right\},$$

and

$$T_{x,C',j} := \inf\{t > S_{x,C',j}: \text{ either } \hat{C}_t \neq C', \text{ or } \tilde{C}_t \neq C', \text{ or } [1, 2] = \bigcup_{s \in (S_{x,C',j}, t]} \{M_{C'}(X_s)\}\right\},$$

where $S_{x,C',0} = 0$. We then have

$$\sum_{t=1}^{\infty} E\{S_{x,C',C'',j} < \infty\} \leq \sum_{x \in X} \sum_{j \in \mathbb{N}} (T_{x,C',j} - S_{x,C',j} + 1).$$

Since

$$T_{x,C',j} = \inf\{t > S_{x,C',j}: X = \bigcup_{s \in (S_{x,C',j}, t]} \{X_s\}\},$$

and by the assumption that $\{X_t\}$ is u.s.e. distributed in $L^1$, there exists a $B < \infty$ such that $\forall x, C', j$, $E\{T_{x,C',j} - S_{x,C',j} + 1|S_{x,C',j} \leq B\} \leq B$. If we can show

$$\forall x \in X, E\{\sup\{j \in \mathbb{N}: S_{x,C',j} < \infty\} < \infty, \text{ (D.1)}\}$$

then by Lemma C.1, we have $E\{\sum_{t=1}^{\infty} 1\{|\hat{C}_t = \hat{C}_t = C' \neq C_0\}| < \infty$. 

We prove Eq. (D.1) by case study. Without loss of generality, we may assume $M_C(x) = 1$, for any fixed $x$ and $C$. Recalling that $1(C)$ denotes the first coordinate of the configuration pair $C$, we consider the cases as follows.

- $1(C') \neq 1(C_0)$: Since after $t = S_{x,C'}$, $\Phi_{t+1} = M_{C'}(X_{t+1}) = M_C(x) = 1$, we then have

\[
\sup \{j \in \mathbb{N}: S_{x,C'}, j < \infty\} = \sum_{j=1}^{\infty} \mathbb{1}\{S_{x,C'}, j < \infty\} \leq \sum_{t=1}^{\infty} \mathbb{1}\{X_{t+1} = x, 1(\hat{C}_t) = 1(C') \neq 1(C_0), \Phi_{t+1} \leftarrow M_C(x) = 1\} \triangleq D_1.
\]

Since every time the event $\{X_{t+1} = x, 1(\hat{C}_t) = 1(C') \neq 1(C_0), \Phi_{t+1} \leftarrow M_C(x) = 1\}$ occurs, the effective sample size of arm 1 (used to generate $\hat{C}_t$) increases by one. Because $\hat{C}_t$ is a good estimate, the expectation of $D_1$ must be bounded. Thus, this case can at most contribute finite expectation.

- $1(C') = 1(C_0)$: This condition implies that $2(C') \neq 2(C_0)$. By noting that $\sup \{j \in \mathbb{N}: S_{x,C'}, j < \infty\} \leq \sup \{j \in \mathbb{N}: T_{x,C'}, j < \infty\} + 1$, we prove that the latter can have at most finite expectation. If $T_{x,C'}, j < \infty$, it follows that we have either $M_C(X_{T_{x,C'}}) = 2$ or $1(\hat{C}_{T_{x,C'}}) \neq 1(C_0)$. As a result,

\[
\sup \{j \in \mathbb{N}: T_{x,C'}, j < \infty\} = \sum_{j=1}^{\infty} \mathbb{1}\{T_{x,C'}, j < \infty\} \leq \sum_{t=1}^{\infty} \mathbb{1}\{X_t = x, 1(\hat{C}_t) \neq 1(C_0), \hat{C}_t = C', \Phi_t \leftarrow M_C(x) = 1\} + \sum_{x': M_C(x') = 2} \sum_{t=1}^{\infty} \mathbb{1}\{X_{t+1} = x', 2(\hat{C}_t) \neq 2(C_0), \hat{C}_t = C', \Phi_{t+1} \leftarrow M_C(x) = 2\}.
\]

Since the estimate $\hat{C}_t$ is good, each infinite sum in the above equation has finite expectation. Thus we have proved that this case can contribute at most finite expectation.

From our treatment of the three cases: $\hat{C}_t$ is not implicitly revealing, $\hat{C}_t$ is implicitly revealing but $\hat{C}_t \neq \hat{C}_t$, and $\hat{C}_t = \hat{C}_t$ is implicitly revealing, the proof of Argument 2 is complete.

**Proof of Argument 3.** When $\hat{C}_t = C_0$, the only situation of sampling the inferior arm is $\hat{C}_t \neq \hat{C}_t = C_0$. For any fixed $C' \neq C_0$, construct the stopping time pairs as follows.
$S_{C^{t},j} := \inf \left\{ t > S_{C^{t-1}}, j: \hat{\mathcal{C}}_t = C_0, \hat{\mathcal{C}}_t = C', \right. \text{ and either } \hat{\mathcal{C}}_{t-1} \neq C_0, \text{ or } \hat{\mathcal{C}}_{t-1} \neq C' \left. \right\}$

\[ \text{or } \{1, 2\} = \bigcup_{s \in S_{j-1,t-1}} \left\{ M_{C_0}(X_s) \right\}, \]

where $S_{C^{t},0} = 0$ and $S_{j-1,t-1} := \{s \in (S_{C^{t-1},j-1}, t - 1]: \text{ the line } \Phi_s \leftarrow M_{C_0}(X_s) \text{ is active} \}.$

For $T_{C^{t},j}$, we have

$T_{C^{t},j} := \inf \left\{ t > S_{C^{t},j}: \text{ either } \hat{\mathcal{C}}_t \neq C_0, \text{ or } \hat{\mathcal{C}}_t \neq C', \text{ or } \{1, 2\} = \bigcup_{s \in S_{j,j}} \left\{ M_{C_0}(X_s) \right\} \right\}.$

Since $S_{C^{t},j}$ and $T_{C^{t},j}$ partition the duration over which $\{\hat{\mathcal{C}}_t = C_0, \hat{\mathcal{C}}_t = C'\}$ into disjoint intervals, we then have

\[
\sum_{t=1}^{\infty} 1[\hat{\mathcal{C}}_t = C_0 \neq \hat{\mathcal{C}}_t] \leq \sum_{C \neq C_0} \sum_{t=1}^{\infty} 1[\hat{\mathcal{C}}_t = C_0, \hat{\mathcal{C}}_t = C'] \\
\leq \sum_{C \neq C_0} \sum_{j \in \mathbb{N}} (T_{C^{t},j} - S_{C^{t},j} + 1).
\]

By line 7 in Algorithm 4, for any $X_{t+1} = x$, $\hat{\mathcal{C}}_t = C_0, \hat{\mathcal{C}}_t = C'$, the decision rule $\Phi_{t+1}$ is alternating between $\Phi_{x,t}$ and $M_{C_0}(x)$. As a result, we have

$T_{C^{t},j} \leq \inf \left\{ t > S_{C^{t},j}: \forall x \in X, \exists s \neq s_2 \in (S_{C^{t},j}, t] \text{ s.t. } X_{s_1} = X_{s_2} = x \right\}.$

By the assumption that $\{X_t\}$ is u.s.e. distributed in $L^1$, there exists a $B < \infty$ such that $\forall C', j$, $E[T_{C^{t},j} - S_{C^{t},j} + 1|S_{C^{t},j}] \leq B$. If we can show

$\forall x \in X, C', E[\sup\{j \in \mathbb{N}: S_{C^{t},j} < \infty\}] < \infty,$

then by Lemma C.1, we have $E[\sum_{t=1}^{\infty} 1[\hat{\mathcal{C}}_t = C_0 \neq \hat{\mathcal{C}}_t]] < \infty.$

Since $\sup\{j: S_{C^{t},j} < \infty\} \leq \sup\{j: T_{C^{t},j} < \infty\} + 1$, equivalently, we can focus on proving $E[\sup\{j \in \mathbb{N}: T_{C^{t},j} < \infty\}] < \infty$. For any $j \in \mathbb{N}$, let $t' := T_{C^{t},j} < \infty$. Then one of the following situations must be true.

- $\Phi_{t'} \leftarrow \phi_{X^{t'},j'}$: The only situation under which we can have $\Phi_{t'} \leftarrow \phi_{X^{t'},j'}$ is $\hat{\mathcal{C}}_{t'} \neq C_0.$ Since the constituent $\phi_{x,t}$ is tight, this part contributes at most bounded expectation.
- $\Phi_{t'} \leftarrow M_{C_0}(X_{t'})$: There are two ways in which the interval will end in this situation:
  - $\{1, 2\} = \bigcup_{s \in S_{j,j}} \left\{ M_{C_0}(X_s) \right\}$: In this case, both the samples of arm 1 and arm 2 used by $\hat{\mathcal{C}}_t$ must have increased by 1. Since $\hat{\mathcal{C}}_t$ is a good estimate, this portion contributes at most bounded expectation.
\[ C_t' \neq C_t' : \text{Without loss of generality, we may assume } \{1\} = \bigcup_{s \in S_{j,t'}} \{MC_0(X_s)\}. \text{ Two sub-cases are as follows:} \]

1. \( (C_t') \neq 1(C_0) \): Since \( S_{j,t'} \) is not empty, there exists an \( s \) such that \( \Phi_s \leftarrow MC_0(X_s) = 1 \). Thus the number of samples from arm 1 used to generate \( \tilde{C}_t \) must increase by 1 during the interval \([S'_{C_t'}, T_{C_t'}]\). By the assumption that \( \tilde{C}_t \) is good, that portion contributes at most finite expectation.

2. \( (C_t') = 1(C_0) \): First we observe that in this case, \( t' \in S_{j,t'} \), which implies \( \Phi_{t'} \leftarrow MC_0(X_{t'}) \). For each \( j \), the number of samples of arm 1 (used by \( \tilde{C}_t \) in decreasing) increases by at least one. We also note that \( \tilde{C}_{t'} \neq \tilde{C}_{t'-1} = C_t' \) and \( 1(\tilde{C}_{t'}) \neq 1(C_0) \). Combining the above observations and the assumption that \( \tilde{C}_t \) is good, this portion can contribute at most bounded expectation.

From the above discussions, we have

\[ E \left\{ \sum_{t=1}^{\infty} 1 \{ \tilde{C}_t = C_0 \neq \tilde{C}_t \} \right\} < \infty. \]

**Proof of Argument 4.** Suppose \( C_0 = (\theta_1, \theta_2) \), \( MC_0 = 2 \) and let \( x^* = \arg \max_x I(\theta_1, \theta|x) \). We then have

\[
\sum_{t=1}^{t'} 1 \{ \tilde{C}_t = C_0, \Phi_{t+1} \neq MC_0(X_{t+1}) \} \\
= \sum_{t=1}^{t'} 1 \{ \tilde{C}_t = \tilde{C}_{x^*,t}, C_0, X_{t+1} = x^*, \Phi_{t+1} \leftarrow \phi_{x^*,t+1} \neq MC_0(X_{t+1}) \} \\
\leq \sum_{t=1}^{t'} 1 \{ \tilde{C}_{x^*,t} = C_0, X_{t+1} = x^*, \Phi_{t+1} \leftarrow \phi_{x^*,t+1} \neq MC_0(X_{t+1}) \}.
\]

By the assumptions of tight constituent \( \phi_{x,t} \) and existence of the value of the game, we have

\[
\lim_{t \to \infty} \frac{E \left\{ \sum_{t=1}^{t'} 1 \{ \tilde{C}_t = C_0, \Phi_{t+1} \neq MC_0(X_{t+1}) \} \right\}}{\log t} \leq \frac{1}{KC_0},
\]

where

\[
KC_0 = \inf_{\{\theta: \mu_1(x^*) > \mu_2(x^*)\}} I(\theta_1, \theta|x^*) \\
= \inf_{\{\theta: \exists x_0, \mu_1(x_0) > \mu_2(x_0)\}} \sup_x I(\theta_1, \theta|x).
\]

The proof of Argument 4 is then complete. \( \square \)
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