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Face Recognition/Detection by Probabilistic
Decision-Based Neural Network

Shang-Hung Lin, Sun-Yuan Kung, Felfow, IELEE, and Long-Ti Lin

Abstraci—This paper proposes a face recognition system based
on probabilistic decision-hased nearal networks (PDBNN). With
technological advance on microelectronic and vision system, high
performance avtomatic techniques on biometric recognition are
now hecoming cconomically feasible. Among all the biomet-
ric identification methods, face recognilion has attracted much
attention in recent years because it has potential to he most ron-
infrusive and wser-friendly. 'The PDBNN face recognilion system
consists of three modules: First, a face detector finds the location
of o human face in an inage. Then an eyve Iocalizer determines
the posifions of both eyes in order fo generate meaningfaul feature
veclors. The faciad region proposed contains eyebrows, eyes,
and nose, but excluding mouth. (Eye-glasses will be allowed.)
Lastly, the thivd medule is a fuee recognizer. The PDBNN can
be effectively applied to all the three modules. It adopls a hicr-
archical network structures with nonlinear bhasis functions and a
competitive eredit-assignment scheme. The paper demonstrates a
suceessful application of PDBNN to face recognition applications
on two public (FERET and ORL)} and one in-house (SCR)
databases. Regarding the performance, experimental vesulis on
three different databases such as recognition accuracies as well
as false rejection and false acceptance rates ave elaboraled in
Section IV} and V. As to the processing speed, the whole recog-
nition process (including PDXBNN processing {or eye localization,
feature extraction, and classification) conswmes approximately
one second on Sparcl0, without using hardware accelerator or
CO-PIOCESSON.

Index Terms— Decision-based neural network (DBNN), piob-
abilistic DBNN, tace detection, eye localization, virtial patfern
generation, posilive/negative (raining sets, hievarchical fusion,
face yccognition system.

I INTRODUCTION

ITH is emerging applications to secure access con-
Wuol, financial transactions, etc., hiomelnc recognition
systems {c.g., face, pahm, finger print} have recently taken
on a new importance With technological advance on mi-
croelectronic and vision system, high performance aulomatic
techniques on biometric recognition are now becoming eco-
nomically feasible [3] Among all the biomettic identification
methods, face recognition has attracled mach attention in
tecent years because it has potential © be most noninirisive
and user-friendly In this paper we propose an integrated face
recognition system for sceurity/survetllance purposes. This
system involves three major tasks: 1) human face detection
from still images and video sequences; 2) cye localization;
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and 3) face recognition/iejection Several different techniques
have been proposed over the last 20 years to tackle the above
three problems. A briel eview of those rescarch efforts is as
follows

The key issue and dilliculty in face detection is to account
for a wide range of vanations in Iacial images. There exist
several approaches for dealing with such variations, includ-
ing: 1y spatial image invariants; 2) correlation template(s);
and 3) view-based eigen-spaces, ete. Some schemes exploit
some commen and vnique spatial image relationships existing
among all face patterns, called image invariants. Onc such
image-invariant is the local ordinal struchre of brightness
distribution between different parts of a human face [4] The
schemes check these mvariants {or positive occurtences at
all image locations. Yel the correlation template approach
computes a similarity measurement between a fixed tarpet
patiem and candidate image locations. Tf the correlation ex-
ceeds a certain thieshold, then a face s confirmed, 1e.,
detected  Some face detection approaches use a bank of
major facial subteatures in
the set of allowable facial

cottelation femplates 1o detect
the mage [51, 6]
patterns is probably too large to be adequately represented
by fixed template ot emplates A closely related approach is
that by means ol view-based cigenspaces |7]

However,

I'he approach
asswnes that the set of all possible face patterns occupics a
smatl and pacameterized subspace, derived from the original
high-dimensional input image space Typicaily, the approach
approximates the subspace of face patterns using data clusters
and their principal components fron one or more cxample
sets of face himages. An fmage pattern is classified as “a face”
it its distance to the clusters is below a certain threshold,
according to an appropsiate distance metric. An advantage
of cigenspace approaches is that it is possible to deal with
occluded situations. Several image reconstruction and posc
estimation examples based on cigenface methad are included
in [7] However, there is no cxperimental result showing
the detection rale of eoccluded faces in the paper. Also,
this approach has so far only demonstrated to be working
in uncluttered background  Anrother cigenspace method s
repotted in [8]. this method estimates the likelihood function
of the face class from the principal face subspace and (hen
decide whether the input image patiern is a face or not bascd
on its likelihood function value. Again, [8] only demonstrates
its petformance on the database containing faces in uncluttered
background (the ARPA FERET database). This method is
similar 1o our approach, whose objeclive is also o esfimate
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the likelihood density of the face class. However, instead
of estimating the probability distribution from the principal
subspace, we perform maximum likelihood estimation on
the subspace that consists of the high frequency compo-
nents of the image (the edge information, see Section H-B).
Another dilfetence between our approach and the eigenface
approach is that after density estimatton sfep, we apply a
reinforced and anti-reinforced learning procedure, to further
fine-wune the decision boundary  According to the experimental
result, this process of “waining by positive and negative
examples”™ significantly improve the detection accuracy (ol
Section IEH)

There are some existing techniques for eye focalization
based on Hough transtorm, geometry and symmetry check, and
deformable models. Some cannot cope with shape changes,
and othars are too time consuming  Furthermore, none of
them can locate cyes when the eyes are closed. Tn [9], a
method was proposed for fast eye localization based on a novel
filter The basic idea is to use the relatively high hovizontal-
contrast density determination, facial geometry reasoning, and
eye position determination This scheme can locate eyes even
when the eyes arc closed

As to previous research works on face recognition, we
recotmend a recent paper |10] and references thercin [or
a more complete survey Kelly [111 pioneercd experiments
using various kinds of facial features, including width of
head, distance between eyes, top of head (o eyes, between
eye and nose and the distance {rom eye to mounth Various
statistical approaches have been developed: for cxamples,
mixture distance [123, KL Transfoom [13], SVD [14], and
eigenfaces [7] techniques. The eigentface technigue can work
with a latge database, with 7562 images lor about 3000
petsons, ft reached a very remarkable recognition rate {95%)
in a 200 images test sel However, the perlormance degraded
significantly when the face size changes [15] Recently, [8]
proposed a local-view method for cigenface approach o deal
with acaling variation.

Neural network technigues are very suitable for the face

detection and recognition systems. Instead of recognizing
a face by lollowing a set of human-designed rules, neural
networks learn the underlying rules from the given cotlection
of representative examples. This ability 1o automatically learn
from examples makes neural network approaches athractive
and exciting Morcover, it is well known that neural networks
are very tobust and adaptive. Therefore, for the applications
which undergo many variation factors (e g, [ace recognition),
neural networks scem to be a good remedy o solve the
problems. How to construct a neural model structure is ciucial
for successlul recognition It is very much dependent on the
intended application, ¢ g., [6] and [16], ete., e g . gender [17],
and facial expression classification [18] For (ace defection,
multilayer perceptron [19] and convolutional neural network
[20] have been applied. For face verification, the dynamic link
architectine [16] uses Gabor wavelets as features. Anothet
is the Cresceptron [21], which is a multiresolution pyzamid
structure, similar to the classic Fukushima’s neocognitron.

{15

In this paper, a probabilistic decision based newral network
(PDBNN) [1], [2] which has the merits of both neural networks
and statistical approaches is proposed’io attack face detection,
eye localization, and face recognition altogether. Two features
of the PDBNN make itscll suitable implementation for not
only the [ace recognition system, but also other biomelric
identification sysiecms These fealures are:

o Architeciral Feate: The PDBNN inherits the modular
stucture from ils predecessor, Decision Based Neural
Network (DBNNY [22] TFor each person Lo be recomnized,
PIDDBNN devoles one of its subnets to the representation of
that particular person. This kind of stiucture is beneficial
not only for training/recognition performance, but also [og
hatdware implementation. More specifically, we have the
following

1) The system will be easy to maintain Take com-
pany sceurity system as an example. The updating
of a PDBNN-based sccurity system is relatively
straightforward  An addition or deletion of one or
more subnets (using locatized training process) 1s
sufficient to take care of any change of personnel.
A centralized systern, in contrast, would have to
involve a global updating

2y A disttibuted computing piinciple 1s adopted When
the number of persons increases, the computing
hardware will become more demanding Due to
its modular architecture, a PDBNN-based biometric
identification systen 15 relatively easy (o implement
on parallel computet

3) It leads to a portable 1D device. Tt is possible to
implement a PDBNN-based btometric identificalion
system on a wallet-size magnet card system The
user may cairy a “smart card”, which need to record
only the parameters of the subnel in the PRBNN
corresponding Lo the user him/hersell.

« Performance Featwrer The  discriminant  function  of
PDBNN is in a form of piobability density 1his yields
low false-acceptance and (alse rejection rates, as discussad
in Seetion [IV-B. This chwacteristic is very critical in
preventing illegal entrance by an intruder.

The organization of the paper is as follows. In Section T,
ane overview of a total system for automatic face recognition
is presented. The first two maodules of the system, face
detector and eye localizer, are discussed in Scction 111, after
the structural properties and learning rules of PDBNN arc
described in great details. The thied (face recognition) module
implementation by PDBNN is discussed in Scction 1V To fur-
ther improve the petformance, a hierarchical tace recognition
system is also proposed in Scction Vo Experimental esults
are provided in each scction

II PDBNN FACE RECOGNITION SYSITEM

A PDBNN-based face recognition system [, [2], [23], [24]
is being developed under a collaboration between Sicmens
Cotpomate Rescarch, Primceton, and Princeton University. The
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are taces inside imases Tiye localizer indicates the exact positions of hoth
low-resolution facial featnres as input of face recognizer

All the Four
main modules, face detector, eye localizer, feature extractor,
and face recognizer are implemented on a SUN Sparcl0

total system diagram is depicted in Fig |
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System configuration of the face recognition system Face recognilion system acquires images (rom video camera Face detector determines if there

eves (U then passes their coordinates 1o [acial feature extractor to extract

Furthermore, because of the inherent parallel and distibuted
processing pature of DBNN, the technique can be casily
implemented via specialized hardware for real time perfor-

workslation An RS-170 {ormat camera with 16 mm, F1 .6 lens mance ]
is used to acquire image sequences. The S1V digitizer board ] 4
digitizes the incoming image stream. into 640 x 480 cight-bit A. Face Detection and Fye Localization .
prayscale images and stores them into the frame buffer. The The training patterns of the PDBNN face detector and eye ‘}
image acquisition rate is on the order of four to six frames/s  localizer are from a set of images with predefined coordinates ]

gl

I'he acquired images are then down sized to 320 x 240 for  (ie, annotation). Based on these coordinates, the facial feature

the (ollowing processing

As shown in Fig 1, the processing modules are execuied
sequentially A module will he activated only when the in-
coming patlern passes the preceding module (with an agrecable
confidence). Alter a scene is oblained by the image acquisition
system, a quick detection algorithm based on binary template
matching is applied to detect the presence of a proper sized
moving object A PDBNN face detector is then activated to
determine whether there is a human face T8 positive, a PDINN
eye localizer is aciivated to locate both eyes A subimage
(approximately 140 x 100) corresponding to the face segion
will then be exfracted Linally, the feature vector is fed inla
a PDBNN face recognizer for recognition and subscquent
verification.

The system built upon the proposed has been demonsuated
to be applicable under reasonable variations ol orientation
and/or lighting, and with possibitity of cye glasses  This
method has been shown to be very robust against large
variation of face features, eyc shapes and cluttered background
125]. The algorithm takes only 200 ms to find hwnan (aces
in an image with 320 x 240 pixels on a SUN SparclO
wotkstation. For a facial image with 320 x 240 pixels,
the algorithm takes 500 ms to locate two eyes. In the face
recognition stage, the computation time is linearly proportional
to the number of persons in the database. For a 200 people
database, it takes less than 100 ms to recognize a face

vector of size 12 x 12 is extracted from the origimal facial
image by the similar method shown in Section TI-B. To detect
a lace in an input image, cach of the possible subimages is
processed Lo see it represents a face. The input images are
preprocessed before inputing to PDBNN for face detection. A
confidence score is produced by the neural network, indicating
the system’s confidence on this detection resule 1f the score is
below some threshold, then no object is detected. The netwoik
has consistently and reliably determined actual face positions,
hased on experiments performed on more than one thousand
testing patferns.

Alter the face detection phase, a PDBNN eye localizer is
applied to a face image 1o locate the left and right eyes. Fig. 2
shows an example of a detected face and the search windows
for eye localization This is a key feature of our approach, since
the eye posilions provide a very effective means to normalize -
the face size and reorient the face image The pattern resolution
used for eyes ts much higher than that used for faces. The
proposed technique s inseasitive to small change of the head
size, face orientation (up to approximately 30%), and the style
of cye glasses. It is also insensitive o partial occlusion by
specular reflection of the lenses

B Face Recognition

The face recognizer is also based on PDBNN. The pattetn |
acquisition procedure for PDBNN is described as follows.

~
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Fig 2. The thin white box represents the rough location found by ftace
detector Based on the location of face. the scarching windows for locaiing
cyes are assigned, as lustrated by the two thick white boxes

s [acial Region
Based on the given location of left and right eyes, a
facial region can be extracted 1 he facial region contains
eycbhrows, eyes, and nose  An example is shown in
Fig. 3(a). Such a facial region--consisting of eyes and
nose (excluding mouth)—can yield very high confidence
It can provide distinclive facial featuscs and yet offer
a relative invariance against different facial expressions,
hair styles, and mouth movement As for the secondary
facial feature, cf. Section V, hairtine and mouth features
are very good candidales.
e Featwre Novmalization and Resolution Reduction
Two kinds of feature are used for face recognition;
intepsity and edge. These two different feature vectors arce
fed into two PDBNN's. The final recognition vesult is the
fusion of the outputs of these two PRDBNNS The intensity
and edge values in the facial region are normalized (Lo a
range between zero and one) o compensate for changing
iMumination. Bdge fillering and histogram modification
techniques can be applied to recondition the facial images.
The normalized and reconditioned (e g, 140 x 100)
images are then reduced to coarser (e g, 14 x 1) feature
vectors. Advantages for adopling fower resotution facial
features are: 1) reducing computational cost and storage
space; and 2) incieasing tolerance on locaiion cirors
incurred hy preceded face detection and eye localizalion
steps. One example of extracted features is shown in
Fig 3
I} Face Verification System The hained system can be
casily adapted to face verification application Due io the
distributed  structure of PDBNN, any individual person’s
database may be individualty retrieved for werification of
his/her identity as proclaimed

C Training Pattern Generation

Thete are three main aspects of the training patien gencr-
ation scheme for PDBNN
1y Virtued trabuing patteris In order to assure sntlicient
diversity of real facial images in the training set, the
algorithm takes the acquired sensor image and trans-
forms it to create additional training
virtued training patterns Up 1o 200

exemplars, te,
virtual lrajning

("

(© ()

Fig 3 (w0 Facial repion used for face recosnition. (b) Tntensity featuse
extracted e (2} o) X -dircctional pradient feature. (d} Y -dircetional
aradient feature

patterns can be generated from one origial patiern by
applying various affine transformations (¢ g ., rotation,
scaling, shifting) and minroring process Robustness of
the rained network has consistently improved with the
usage of virlual training sel

2y Positive/negative raining puaiterns. Not afl virtnal train-
ing patterns should be considered as good face or eye
patterns 1 a virtual pattern is slightly perturbed from the
original cxemplar patiern, it witl be included in the “pos-
itive” training set. On the other hand, if the perturbation
exceeds certain threshold (empitically established by
triat-and-error), the virtual pattern will be included in the
“negative” training set. When training PDBNN, positive
patterns are used ton reinforced learming, and negative
patterns for anti-reinforced learning The presence of the
virtual patlerns usually enhances (he robusimess ol the
newral network

Vo Run-time negalive patlein geaeration During the train-
ing phase, the PDBNN ~while still under training—-can
be used to cxamine ihe whole image database every
ki epochs. T the network dalsely detects o face (eye)
somewhere in an image, then that particulas subimage
will be included into the “negative’™ training set

T PDBNN For FACE DETECTION AND EvE LOCALIZAFION

Face detection and eye localization can be viewed as a two-
class classification problem Take face detection for example.
Given an input patiein, a face ‘detector decides whether it
is a face (wy) or not (wod. A falsely rejected pattem is a
face pattern which is misclassified (o nonface class. Similarly,
a fulsely accepted paliern is a nonface pattetn which 15
accidentally misclassified to face class Therelore, by 1educing
the misclassification errors, we arc reducing the summation of
taise acceplance tate and false rejection rate. In this paper, we




apply the PDBNN classitict to implement face detector and
cye localizen

A Probabilistic Decision-Based Newral Netwoirk

PDBNN is a probabilistic variant of its predecessor, DBNN
1221 PBNN is an officient classification neural network. 1t
has a modular network structure One subnel is designated
1o tepresent one object class (tus “One-Class-One-Network™
property will be further explored in Section IV-A) PDBNN
inherits this structural property For the face detection problem,
since the “non”-face class can be considered as the comple-
ment of face class, PDBNN detector uses only ong, instead of
using two, subnet. 1his sabnel is used to represent the tace
class.

There are two properties of the DBNN
The first one is decision based learning rules

learning tules
Unlike the
approximation neural netwotks, where exact tatget values are
required, the teacher in DBNN anly tells the correciness of the
classification for each training pattern Based on the teacher
information, DBNN performs a distiibuted and localized up-
dating yule There are three main aspects of this lraining
tale

1) When to update? A selective training scheme can be

adopted, ¢.g , weight updating only when misclassifica-
tion ]

2y What to update? The learning rule is distributive and

localized. It applics reinforced learning to the subnet
corresponding to the cortect class and antireinforced
fearning to the (undaly) winning subnoet

3 How to upr!'aie? Adjust the boundary by updating the

weight vector an cither in the direciion of the aradient
of the discriminant function (ic, reinforced learning)
or opposite to that dircetion (e, antireinforced leamn-
ing)

The sccond property of the DBNN learning rules is hrvbrid
locally nnsupervised and globally supervised leqriting. The
training scheme of DBNN is based on the so-called TGS
(1.ocally Unsupervised Globally Supervised) leaming There
are two phascs in this scheme: during the locally-unsupervised
(LU) phase. cach subnet is tiained individually, and no mutnal
information across the classes may be utilized After the LU
phase is completed, the training enters the CGlobally-Supervised
(GS) phase. In GS phase teacher information is introduced Lo
reinforce o1 anti-reinforce the decision boundaries obtained
duting 11 phase Lhe discriminant functions in all clasters
will be trained by the two-phase lcaming

PDBNN follows the principles of these learning propertics
In the LU phase, PDBNN uses the positive training patterns
(o adjust the subnet parameters by sOMe unsupet vised learning
alporithm, and in the GS phase it only uscs the misclassiticd
patterns for reinforced and antire inforced learning. The nega-
tive patterns are only used for the antiteinforced training of the
subnet. The decision boundaties are determined by a threshold,
which can also be trained by reinforced and antircinforced
learning. The detailed description of PDBNN detector is given
in the tollowing
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Diserimninant Funciions of POBNN

One major difference between the prototypical DBNN and
PDBNN is that PDBNN follows probabilistic constraint. That
is. the subnet diseriminant functions of PDBNN are destgned
o model the log-likelibood functions The reinforced and
anliteinforced leatning is applicd to afl the clusters of the
globat winner and the supposed (1.e, the correct) winner, with
a weighting distribution proportional to the degree of possible
involvement (measured by the likelibood) by cach cluster.

Given a set of iid patterns X1 = {m(e); 0 = 1,2, - N},
we assume that the class likelihood function px{t)w) for
class w (i e . face class o1 eye class) is & mixture ol Gaussian
distributions  Define p(x(i)]w,®,) fo be one of the Gauss-
ian distributions which comprise p{w()w) (p(=(f)w, ©,) =
N{py >00)

pla()ew) =

L} (O, |)p(x{) jw, ©;)

|

where 0, represents the rth cluster i the subnet. {6, |w)
denotes the prior probability of cluster v
i 1) —
i re, W) =

The discriminant function of one-subnet PDENN models
the log-likelihood function

By definition

P (1), w) = log pla(t)|w)
L= |()‘;_l; Z P((—), lw}p(a:(lﬂ@, ,UJ) (])
where
w={p, N, PO, |w), T} | )

T is the threshold of the subnet Tt will be used in the GS
jearning phase  The overall diagram of such discriminant
function is depicted in Fig 4(a). Again, an explicit teacher
value would not be required, just like the original DBNN

1) Lilliptic Basis Function (EBF}
lation,

In most general formu-
the basis function of a cluster should be able to
approximate the Gaussian distribution with full-rank covari-
ance matiix A hyper-basis function (HyperBE) is meant for
this 126]. Iowever, for those applications which deal with
high-dimensional data but finite number of taining patterns,
the training performance and storage space discourage such
matrix A natural simplifying assumption s (o
uncorrelated features of unegualb importance  That
is. suppose that p(alw,®,) 15 a D-dimensional Gaussian
distribution with uncorrelated (eatures

maodeling,
assume

1
T LITNC S —

(2m) 277 110‘ d

T (zalt) — w, @2

5 L = t ;i
a1 re

) 3)

oxXp

~ N{p,
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Fig 4 (a) Schematic dingram of PRDBENN face (0w eye) detector (b) An cxample of pattern detection by PDBNN "o’ stands for patterns belonging to

the targel ohjeet, and "+’ stands for “nonobject” patlerns

where 2(!) = [y (1), w2 (1), Jep(tyd is the iaput pattein,

H, = [0, 10, S, ]_}][ is the mean vector, and diagonal
matrix 3, = diag [o? oy, orp] is the covariance marrix
To approximate the density function in (3}, we apply the
elliplic basis functions (EBE'S) to serve as the hasis function
for each cluster
D
P(e(d),w,0,) = — l, E i almalt) — w, ) A0, (4)

-1

where

13
D
0,, o— 5 In2r — Z]n Ty if

=1

After  passing  an cxponentinl  activation function,
exp {(x(H),w, 0, )} can be viewed the same (Gaussian
distribution as described in (3), except a minot notational
change: 1/Ba = oig-

Learning Rules jor PDBNN

Recall that the training scheme [or PDBNN foltows the
LUGS principle The locally unsupervised (1.U) phase o
the PDBNN can adopt onc of the unsupervised leatning,
schemes (eg, VOQ, L-mean, LM, ) As for the globally
supervised (GS) learing, the decision-bascd learning rule is
adopted Both training phases nced several epochs to conver e
The network enters the GS phase after the LU training is
converged

1} Unsupeivised Training for LU Fearning The vatues ol
the parameters in the network are initialized in the LU Ieamn-
ing phase. The following lists two unsupervised clustering
algorithms. Fither ong of the two can he applied 1o the LU
learming

o Komean and Vector Quantizaiion: The L-mean method

adjusts the center of a cluster based on the distance

[|# - f&r |i? ol its neighboring paterns . Rasically k-
mean algorithm assumes that the covatiance matrix of a
cluster ¢ is @ An iteration of the k-mean algorithm
in the 1.U phase contains two steps: fist, all the input
patterns e examined to find out their closest cluster
centers Then, cach cluster center are moved to the mean
of ils neighboring patterns

One limitation of the k-mean algorithm is that the
sember of clusters needs to be decided before training,
An alternative is lo use the vector quantization (V)
algorithm  V(Q can adaptively create a new neuron for an
incoming input patiern if it 1s determined (by a vigilance
test) to be sufficienty different from the existing clusters,
‘Therefore, the number of clusters may vary from class to
class Notice that one must carefully sclect the threshold
value for the vigilance Lest so that the clusters will not be
wo large to incur high reproduction error, or 100 small to
logse gencralization accuracy

Like Ae-mean, the VO atgorithm assumes that the co-
variance maliix of a clustet ¢ is o7
EM: The TM algorithin [27] is a speeial kind of guasi-
Newton algorithm with a searching direction having 2
positive projection on (he g1 adient ol the log likelihood.
In each EM iteration, there are two sieps: Estimation (E)
step and Maximization (M) step The M step maximizes
4 likelihood [unction which is further yelined in each
iteration by the It step. The EM algorithm in the 1 U phase
is as follows [28] Use the data set X1 {:c(i.);m“) €
w,t =12, N} The goal of the EM learning is to
maximize the fog likelihood of data sct Xt

N
;XY = Z](l}._{; p{m(t)]w)

L=
N B

= S log 1S PO, w)p{a(D)j6, @) | ()
=1 r
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The TiM algorithm beging with the obscrvation that the
optimization of the likelihood function o XY would
be simplified if only a set of additional variables, called
“missing” oy “hidden” variables, were kinown. [n order to
include the missing mformation inte the optimization for.
mula, here we define indicator variables = {1} lo specity
which clustet generate the patlern

(0)

() = 1, if pauern x(t) is from cluster v
TR0, otherwise

Now we refer to the observable data X'V as the “incom-
plete data™ and posit a “complete data” set ¥ that includes
the missing variables Z The probability model p{gjr, w)
is used to link the missing variables to the actual data
The logarithm of this density p defines the “complete-data

likelihood™
(m X') = LZ tylop [1(6), [wip(=()]O, @] (7)
t=: T
- }_‘21 D)log (6, |w)
C=l
+ log p{x(H)|6, , w)] (8)

Since z (#) indicates which cluster the inpul pattern
belongs to, the log operator and the second summation
can he exchanged. We can sce that the optimizalion has
been decomposed into several subproblems

Notice that since the indicator variable z, (%) is actually
unknown, in the K step of the jih iteration of the 1iM
algorithm we (ake the expectation of the complete-data
likelibood

Ofw, w1y = Bl (a; X)X Je, ) )]

for simplicity sake. we change the notation of the expee-
tation to the following:

Q(w, w )
N
= W E:}: z, (Oog (O, )
=1 =
+ log p(w(1)]6), , w)] (10)

N
== Z Z AT log P(O, jw) 1 op p(=(4)]6), , w)]

t=1
(1

where we define pt{z(1)]0, ,w) = N (ﬂ(’) 2y and

ROy = B9z, (1)
= P (e, (1) = 1a(t), )
B P (8) - 1 Iw_}]_J(*;j{:J:It;), o {1y 1
7 POz )Iw) '
(() |w)p(') ()], ©,)

B ZP(J)((7),,[{..))})(-1)(:1:(1’;)]&), )

k

—

(12)
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wti) represents the paramieter setin the PDBNN at epoch
i After the Expectation step, in the M siep of the EM
algorithm we maximize Q(w,w(r")) witlt 1espect Lo the
weighting paramclers

The followings are the operations taken in a iteration
of the EM algorithm At iteration j. 1) E-step. we first
compute the conditional posterior probabilitics fzr')(f) vy

PUNG, ]w)]J(if)(‘ (Ow, 0.}
S PO (B0, ).

3

O (13)

2) M-step: maximizing Q(w,w('”) with respect to w [cf.
(2)], we have:

N
,(ff;—l)((;): lu) = (1/N) Z fbfi)(.f,)
D /Z};(J) th ()= (1)
/‘)‘E"Hl) . /Zh(.') Zh J} ()=(t) — F }

=1 =1

(1) — (1)}1 (14)

Notice that since the threshotld 70 will not affect the
likelihood value, it is not updated here When the 1IM
iteration converges, it should ideally obtain maximtm
likelihood cstimation (M113) of the data distribution. EM
has been reported (o deliver excellent performance i
several data clustering problems [28]

I the LU learning phase of PRBNN, we usually use A-mean
or VO to determine initial positions ol the cluster centeoids,
and then use TM o learn the cluster parameters of cach
class

2} Supervised Training for GS Learning. In the global su-
pervised (GS) training phase, teacher infornation is utilized to
fine-tune decision boundarics. When a training pattern is mis-
classified, the reinforced or antireinforced learning techoicue
[22] 15 applied

Reinforeed leaning: it - w“) +nVh(E, )

anplitD) e apls) T ep(m,w).
(13)

Antircinforced learning:

In this training phase, two scts of patterns are involved. If the
misclassified training patlern is from the positive training (i e.,
face or eye) set {the data set X ' in the LU phase), reinforced
learning will be applicd . If the tiaining pattern belongs to the
so-cafled negative training (Le., “nonfacce(os cye)”) set, then
only the anti-reinforced learning rule will be executed—since
there is no “correct” class to be reinforced _
The gradient vectors in (13) are computed as follows:

O¢(a(t),w)

iy, g )

= hy){t) [}E:g)(br!([) - ?’”gi)}
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Ap(w{t), )

3P

W=

. 1 1 :
= D05 | =g — (alt) - w6

[:d

where h(J)( 1) is the conditional postesior probability as shown
in (13), and 'r_uf‘f,’ and [J’r(,,'f are defined in (3) and (4), respee-
tively As to the conditional prior probability (€, [w), since
the EM algorithm can automatically satisfy the probabilistic
constraints ¥, P{O,|w) = Land P(O,|w) > 0, it is applied
to update the P(@,jw) values in the GS ph(m, so that the
influences of different clusters are regulated: At the end of the
epoch §

N

Pl 1)((_)_, lw) = (1/N) Z h.g;i')(!,)

b=

(173

33 Hheshold Updating: The threshold value of PDBNN
detector can also be leamed by the reinforced and antirein-
forced learning rules Since the merement of the diseriminant
function ¢{x(#),w) and the decrement of the threshold 2
have the same eftect on the decision making process, the
direction ol the reinforced and anti-reinforced learning for
the threshold is the opposite of the one for the discriminant
function bot example, given an input z{t), it £{1) C w but
(i), w) <", then 77 should reduce its value On the other
hand, if £(#) ¢ w but G{=(t),w) > T, then T' should increase.
An adaptive learning rule to Lrain the threshold 17 is proposed
in the following: Define () = T — ${z(t),w) Also define a
penatty function {(d{¢}). #{d( 1)) can be cither a step function,
a linear function, or a luzzy-decision sigmoidal [unction Once
the network finishes the training, the threshold values can be
trained as follows: Given a positive lecarning paramcter g, @l
step J

PO gl (d(Ey) i E(D) e w
SO _ , (reinforced learning)
Tl (1)) 3 (1) ¢ w
(antireinforced learning)

(18}

One simple example of PDBNN detector is shown in Fig. 4(b).

B. Experimental Result

The following paragraphs summarize the cmpirical resules
of the PDBNN face detector and cye localizer

1) Face Detector: Vior face delection, 92 annotated images
were used for training, and 473 images for testing. Since ouy
face detector is used mainly (or surveillance purpose, all the
images were taken in the normal indoos lighling condition
with clutiered background (see Fig. 2). The image size is 320
w240 pixels, and the face size is about 140 > 100 pixels.
The variation of head orientation s zhout 15 deprees toward
the four ditections (up, down, right, left) T'he perfonmance
was measured by the error (in terms of pixelsy between the
detected face location and the true location. To be (air to
different sizes of faces, the errors were normalized with the

assumption that the distance between the two eyes is 40 pixels,
which is the average distance in our annotated images. In order
to reduce the searching time, the images (320 x 240 pixels)
are normally down-sized by a factor of 7. Working with the
low resolution images (scarch fange approximately 46 x 35
pixcls, search step 1 pixel, and block size 12 x 12 pixels
{equivalent to the size of facial {cature vector), our pattern
delection system detects a face within 200 ms on a SUN Sparc
10 machine. For our face recognition application, a 10-pixel
errol is acceptable, since the main purpose of face detection
is merely to restrict the searching areas for eye locatization
Among all the testing tmages, 98 5% of the errors are within
five pixels and 1009 are within 10 pixels in the original high-
resolution image (which s less than ] pixel error in the low
resolution images)

We compared the PDBNN face detector with two of the
leading face detection atgorithms [19], [20] A database cot-
sisting of 23 images provided by Sung and Poggio was used for
comparison The pictures in this database are from a wide vatl-
ety ol preexisting sources, There are 155 faces in this database
Under the similar {alse aceeptance performance (three nonlace
subimages were falsely accepted as laces by [20], five in [19],
and six by PDBNN The false acceptance rales of all the three
are below 1079, 120] missed 34 faces, [19] missed 36 faces,
and the PDBNN face detector missed 43 faces lig 5 shows
some [aces that are detecied by the PDBNN face deteclor Two
reasons cxplain why PDBNN has tnferior performance. Tirst,
compared to the huge nomber of training images used by both
aroups (4000 in {E9] and 16000 in [20]), our training set only
consists of 92 images A more inferesting comparison would
be made i a training database for PDBNN with comparable
number of samples were available. Second, we observed that
PDBNN cannot detect the
(¢ ¢, faces on poker

“artificial faces” in the database
cards, hand-drawn faces) (ef. Fig. 6)
Simce the PDBNN face detector is mainly used in surveillance
and security applications, we think that this characteristic Is
achiilly benelicial

2) Eve liye detection is a much harder prob-
lem than face delection, because 1) the eye arcas are usually
very smak, 2) eyes may be open, closed, or semiclosed; and
3) eye glasses often blur the eye arcas Therclore, it requires
more (raining images than face delection In our experiments,
we used 250 apnotated images for training and 323 images
for testing  The conditions on the images are the same as the
database for face detection experiment We only train a left
eye detector. To detect the right eye, we generate the misror
image of the original one, and try to detect a left eyc in the
mirror image. Like the face detector experiment, the errors age
noimalized with the assumption that the cye-lo-eye distance is
40 pixels For ow face recognition system, three-pixel errors
{or less) are well within the tolerance, and cven five-pixel
errors are often stitl acceptable. The experimental 1esult shows
that 96 4% of the errors are within three pixels, and 95 9% are
within five pixels

Localization

3) Assisting Real-Time Face Recognition: In (his  para-

araph, we would like to demonstiate how the PDBNN face




Fipg 5 Some faces detected by DBNN face detector

()

Fig, 6. (a)Faces g.Iélcclcd by Sung and Poggio's algorithm (b Face detected

“by PDBNN. Note that the artificial face drawing (on the board) is determined
by (n) ns o face—but not by (b)
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detector and ceye localizer in our system can help us choose
uselul taining images and pood test images for the following
face recopnizer so that a good final recognition result can be
achieved Generally speaking, there are two kinds of sources
for a face recognition application to oblain its training images
The first one is by photogiaphing (¢ g . mugshots in police
database) The number of the taining hnages obtained by this
source is usuatly small and additional images are not easy to
set i more taining images are needed The second source
to acquire images is by video camera (¢ g, gateway security
conttoly  The number ol the available images can be very
large For example, a video camera with rate 15 frames/s can
produce 30 nmages in 20 s The system developer therefore
has the luxury to choose “good™ face images lrom the farge
image sct o train the recognizer (lere

‘a eood face image”
means an image that contains a face which is clear and
distinpuishable for the system (o determine who he or she
is ) However, sinee it s not casy to decide which image is
“ao0d” enough for training and since the number of images
is large, the task of choosing training images is difficult and
tircsome for human operators Morcover, when the system is
on duty, it must have the ability to antomatically choose a good
image for recognition from the video stieam. Otherwise it just
wastes computation power and may get inferior recognition
petlfonmance. Ideally speaking, if we have a very powerlul face
recognizer that can recognize faces perfeetly under all kinds
of size, orientation, deformity, and lighting variations, then all
images that contain faces are “good” images for recognition
Unfostunately, so fac no existing face recognition techniques
can achieve that level of perfection. Therelore, the procedure
for selecting images of good quality is still neeessary. Notice
that we do not claim that our system can recognize faces with
large variations; instead, we claim that when facing a sequence
of video stream, our system can cleverly select the (rames that
are good enough to represent the identity of the petson.
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Fig 7 Images in SCR40 x 150 database The system rejects the Taces in the first and the Tast images because of low confudence scores on the PDBNN face
detector The Mces in the middle three pictures are correctly detected with high confidence scores The detected faces are depicted by the white bounding hoxes

The confidence score of the PIDBNN provides a conve-
nient and accurate criterion for the classification puipose
The experimental resuits in previous paragraph suppoit the
above statement In this section we show another use of
confidence scores: selecting “useful” fuce fmeages from large
amount of image data. The confidence scores of the face
detector and eye localizer faithfully reflect the correctness of
the detected position of the pattern Therefore an image with
high confidence scores of the two modules can almost adways
genclate qualified facial pattern for face recognition.

In this experiment, we have used an image dalabase of 40
people. The SCR 40 ¢ 150 database contains 150 images
for cach person, which were taken continuously while the
person was slowly moving/rotating his head (see Fig. 7y All
the images have clean background Heads rotate not ealy in
wide angle (up 1o 45 degreey but also along various axes (i ¢,
left-right, up-down, and (ilted rotations} The face detector and
eye localizer worked correetly for 75% ol the 6000 images i
this database (They are consideved a valid data sef) Note that
the current {ace detector and cye localizer were trained only on
frontal view [aces. They nevertheless can handle faces within
30 degrees rcasonably reliably Indeed, maost of the lailures
occurred for faces with large rotation/tilt angie (45 degrees os
mote). Morcover, since for alf the failure cases, the confidence
scores of [ace detector and eye localizer are very fow, we can
automaticalty screcn out the images with laige head rotation
angle or in it condition by thresholding

We have selecled 20% of the valid data set as the fraining
set for the face rccognizer. As to the test images, we have
used 60 images per person, or 2400 images 10 total, from the
original (40 people, 150 images/persen) database o ensure
fairness, the 2400 images were randomly picked from the
entire database (excluding those used in the taining sct) The
face detector and eye localizer have automatically selected
2176 out of 2400 images Lo serve as “valid test set ™

IABLE 1
PERFORMANCE OF LFacE RECOGNITION SYSTEM USING Daranase wiTr LarGE
HEaD ORIENTATION  WILH FE ASSISTANCE OF THE CONFIRENCE SCORES TROM
PIRNN Fact DETECTOR AND EviE T.ocan17er, Usiiul, TramnG PATTRRNS
CaN B AUTOMATICATLY SEIECTRED (THE VALID SED) T IDENTIFICATION
Accuracy 1s Thamy IMprOVED BY USING VALID TRANING SET

[ PDBNN | Treined by original set | Trained by valid set ||
Recognition 84.64% 98.34%
Talse rejection N 10,03% 0.97%
Misclagsification 5.33% 0.69%

Table T shows the performance of PDXBNN face recognizer
on the valid test set of 40 people Here a false rejection
pattern means that its confidence score generated by the lace
recognizer is below the thieshold, and a misclassificd pattem
means that its confidence score is higher than the threshold but
it is classified to & wrong person. For the sake of comparison,
we have also trained a PDBNN by a set of training images
which wete selected from the original data set. That is, bad
face images arc also included in the training sct We can see
that the recognition rate is deteriorated because of bad training
Paiterns

IV PDBNN FOR FACE RECOGNITION

The PDBNN face recognizer can be considercd as an
extension of the PDBNN [ace detector. Tor a K-people
recagnition problem, a PDBNN face recognizer consists of i
differcnt subnets. Analogous to the PDBNN detector, a subnet
¢ in the PDBNN recognizer estimates the distribution ol the
patierns of person @ only, and treats those patteins which do
not belong to person # as the “non 7 patterns

This one-class-one-network (QCON) structure is beneficial
i many aspects. Discussion is given in Scctions 1V-A and V-
B The extended structure and leaming rules for multisubnet
POBNN are presented in Section IV-C
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Fig 8  Structure of POBNN Fee reeognizes Each class subnet is designated 1o recogaize one person All the network weightings are in probabilistic format

A ACON Versus OCON Structures

Typically, one outpul node is designated Lo represent
one class. The all-class-in-one-network {(ACON) structure
is adopted by the conventional multilayer perceptron (ML,
where all the classes are lumped into one super-netwoik
The supeinet has the burden of having to simultancously
satisfy all the teachers, so the number of hidden units
K tends (o be large. Empirical results confirm that the
convergence rate of ACON degrades drastically with respect
to the network size because the traming of hidden uniis s
influenced by (potentially conflicting) signals from different
tecchers. Inherited from the prototypical DBNN, the FDBNN
adopts a one-class-in-onc-network (OCON) structure, where
onc subnet is designated to one class only The stmchuie of
the PDBNN iccognizer is depicted in Fig & Each subnet
é[)cciallizcs in (iiSﬁnguishing its own class from the others,
5o the number ol hidden units is usually small Pandya and
Macy [29] compare the performance between the ACON and
OCON structures on handwritten character recognition. They
observe that QOCON maodel achicves better training {99.5% vs

4%} and generalization (87% vs 82%) accuracies and yel
requires only 1/4 of ACON’s training lime

The OCON structure of PRBNN makes it most suitable
for incremental iraining, ie., wnetwork upgrading upon
adding/removing memberships. Morcover, due to the OCON
structure, the trained PRBNN face recognizer can be casily
adapted to a face verification system. Any individual person’s
database can be individually stored, cither in computer or in
user’s magnet card, and individually retrieved for verification
of his/her identity as proclaimed

One may argue that comparcd to ACON struclure, the
OCON structwre is slow in retrieving time when the number
of classes is very Targe. This is not true becaunse, as we have
mentioned carlicr, when the namber of classes is larpe, the
number of hidden neurons in the ACON structure also tends
to be very large Therefore ACON s also slow  Since the
computation time ol both OCON and ACON mcreases as
number of classes grows, a lincar increasing of computation
time (te., OCON) is the least we can expecl. Besides, the
OCON stiucture is suitable for distributed computing, while
ACON is not. Therefore, greater speedup can be anticipated
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for the OTCON structure it distribated hardware or software
implementation is allowed. Moreover, since the refrieving time
of the PDENN systemn is acmally just a very small portion of
the whole system time, it will not alfect the system perfor-
mance o much cven il the class number grows very large.
For example, in a 20(-people PDBNN recognition system,
it takes about | s for an input image to go through the
whole recognition process (including preprocessing, detection,
localization, [eature extiaction, and recognition) In this 1-s
system time, recognition (the retricving) only takes 100 ms,
which is only one tenth of the system time The retricving
time will become 509 of the system time when the number
of people in the database grows over 2000. Tn this case the
system titne becomes 2 s, which is still fast enough for security
applications.

B False Acceprance and False Rejection

False rejection and [alse acceptance rates are important not
only for detection problems but also for several secognition
problems. Tor example, it is more dangerous for a face
recognition security system to falsely give entry permit o an
intruder than mistakenly recognize one member in personnel
to another member As will be illustrated in the following
paragraphs, due to the OCON structure and probabilistic
discriminant functions, PDBNN is capable of sencraling low
false rejection and false acceptance rates.

Statistical theory ol pattern classification shows that the
decision boundaries generated by Bayes posterior probabilities
produce minimum classification crror For k-class classifi-
catton problems, the Bayes decision boundaries divide the
feature space into £ differeat regions One simple example
is shown in Fig. 9(a). There are two Gaussian distributions in
the figure, and the decision boundary is depicted hy dotted
line In many data classification applications (¢ g, QOCR), the
data clagsifiers are designed. either plicitly o1 explicitly, to
approach the Bayes decision boundarics so that the minimum
classification ciror can be reached [30], (311 However, since
the Bayes decision theory is derived Based on the assumpiion
that all the data classes are “known,” the Bayes decision rule
may not be suitable for those object recognition problems
wlhich deal with “unknown™ data classes. For this type of

" recognition problems, the false rejection and false aceeptance
rates should be taken care of Take Fig 9(b) as an example
The astercid points represent for unknown data poirts. The
job of the classifier for this problem is now not only to
determine the data class of this input pattern, but also to
fire alarm if this input pattern is not [rom either onc ol
the data classes. Obviously the Bayes classifier in the figure
fails to provide the capability of firing alam for unknown
dala

People have uied two approaches to tackle this type of
recognition problems. One approach is by thresholding The
input pattern is considered as class < not only when the Bayes
conditional posterior of class @ lor the patiern is the highest
ameng all the classes, but also when the value of the posterios

is higher than a certain threshold  Wrih this thresholding

mechanism, cerlain amount of outlier data can be rejected.

However, as we can sce in Fig 9(¢), due to the properly that

all the conditional posterior probabilities sum to one, some data
points, though very far away from dala clusiets, still possess
very high posterior values. Thresholding is unable to reject
those points

The second approach is by duwectly approximating the
distribution of unknown data That is, we categorize all the
unknown data into a big object class called “unknown class,”
and then we try (o cstimate its disuibution, just like what we
did for the regular object classes. This approach is feasible,
hut one needs o keep in mind that the distribulion of the
unknown data is usually much more complicated than that
of a regular class data One example is face recognition for
security system. The objective of the system s 1o reject
all the people who are not in the database. Therefore, the
size of the unknown class, or intmder class, is close o the
population of the whole world Intuitively we can say that
the distribution of the unknown face class 18 very compli-
cated,

The PDENN is very suitable for tackling (alse 1gjection and
[alse acceplance problem. The reason is that PIYBNN focuscs
only on density distributions in individual classes (rather than
global partitioning), no additional intruder class subnel is
needed . Also, since the Gaussian density value drops as the
distance to the centers increases, the decision segions tend Lo
be more Tocally conserved, and thus a lower [alse acceptance
rate will be expected Numerons experiments indicate that this
is the case Fig 9(d) shows the decision boundarics made by
PDIINN

. Ixtension of PDBNN to Multiclass Recognition

Similar to the one-subnet PDBNN, we wvse mixture of

Gaussian as the class likelihood function p{z(t)|w;) for the
multiclass PDBNN. The discriminant function of cach subnet
in PDBNN 15 as follows:

h{a(8), ;) = Top pla(t) o)

= log ZP((~J.,|5_}(u,;)j)(:1:(l)|(t),,[;,,w,;) {(19)

where wy = {5, M, 4, (O, ijw:), T:} is the parameter set
for subnet 2 The EBF can also be applied to serve as cluster
basis function p(#(4)]0,,wy). The overall diagram ol such
discrimmant function is depicted in Fig. 8 Notice thal since
the output of PDBNN is of probability form, it can be used as
an indicator of the confidence score of the recognition resull

D [earning Rules for Multisubnet PDENN

The muttisubnet PDBNN follows the same learning rules
as the one-subact PDBNN in the LU lecarming phase lLiach
submet performs A-mean, VQ, or EM Lo adjust its parameters
In the GS learning phasc, ooly the misclassified patterns ase
used The GS learning rules for the muiticlass PDBNN is the
staightforward extension ot the one-class version of the GS
leanning mentioned in Sectton 111-A2 - Notice (hat there are

ko
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Fig 0 An cxample of false acceptancefrejection issne in pattern recognition problems Three types of patterns appear in this figore “o” and 47
represent for patierns from two different classes 7 represents for intmuder patterns The dotled lines represent the decision boundaries () A Dayes
decision hounday between Iwo classes (b)) Same as (a). but intruder patterns appear. We can see that those intruder patterns are classified to cither

class “o” or class 17 {c) Rejection region is formed by incrcasing the

decision threshold Tive intnder patterns are rejected by threshold, but ten

are still misclassificd () Decision houndaries seacrated by PDBNN The decision regions are locally preserved. and most intruder patterns are rejected

For detailed description please refer to Section [V-B

two types of misclassified patterns. The first type is from the
positive datasct A pattern of this type will be used for 1)
reinforced Iearning of the threshold and discriminant function
of the class which it actually belongs to, and 2) anti-reinforced
learning of the threshelds and discriminant functions of the
classes which have higher discriminant function values than
the true class has The second type of the misclassified patterns
is from the negative dataset. A negative training patfern is
cither a intruder face pattern or a nonface pattern. Since there
ts no subnet representing the negative data, a pattern of this
type is used only for anti-reinforced learning of the threshold
and discriminant function of the class which it is misclassified
to

'The data adaptive scheme of the GS learning for the
multiclass PDBNN is the extension of the learning scheme
shown in Scclion TI-A2 Iere we show the block adaptive
gradicnt version of the GS learning. At the beginning of
cach GS iteration, use the still-under-training PDBNN (o
classify all input patterns x{£). ®(¢) is classified 1o class wy

o p(a(t),m;) > iz, we). VE £ § and Hlw(i),m;) > T,
where 7% s the threshold for the subnet 2. Create a data
set for cach class w; according to the classification results:
D= {w(i); (x(t) belongs to class w;} or (is classified o w;
by cunient PDBNN). Divide this data set into three subscts:
o DU ={z(t);2(t) € w,,x (1) s classified to w; | (correctly
classified sef);
o D4 = {x(1);x(f) € w;ox(t) ts misclassifted to other class
w; | (false rejection set):
o Di= {x(t) 21} & w;, (1) is misclassified to w;} (false
acceplance set)
We cenly use the pattlerns which are in the false rejection set
(D) and the false aceeptance set {(£3) o wain the subnet
w;. In the begiming of the GS learning, the intermediale
parameter "Ejlr)(") is computed as in (13) Also, the cluster prior
probabilitics P(Q, ;lw;) is updated by the same tule as in (17).
To vpdate the mean pr, ; and the diagonal covariance matnix
31,14, we apply gradient asceat approach. Al GS iteration ), p4, |

|
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and 27y are updated by the following:
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where

il =

s
N I)L(?)[ f"("?]{ () ﬂ’f‘[?]r"-";h(ﬂ

and 7., n, are user-defined positive lcarning rates

The thresholds 7% in the multisubnet PDBNN arc also
trained by the reinforced and anti-reinforced rules, just like
the one-subnet case.

Io Experimental Resulfs

In this section, two experimental results for face recognition
will be discussed . In the first part we use three face databases
consisting of frontal view face images. Frontal view face
databases are used in most face recognition rescarch groups
The second experiment explores the ability of PDBNN
solving a problem which is seldom discussed in the face
recognition literature We will show how PDBNN can “re-
ject” intruders. This is an tmportant issuc, cspecially if the
recognition system is for biometric identification applications

1) Experiment 1—Frontal View Faces. We have conducted
the experiment on three image database: the SCR 80 % 20
database, the ARPA/ARI, FERET database, and the ORL
database. The SCR 80 x 20 database consists of 80 people
of different races, ages, and genders 1he database contains
20 images for cach person (I a person weas glasses, ten of
the image arc with glasses and ten without } All of the images
were taken under natwral indoor iHumination condition All of
the images has clean background The facial orientations in
our image database are toughly between 15 and 15 degrees.
In many of those images, the person’s head is tilted up 1o 15
degrecs. We have created a training dafa set by using fow
inages per peison (lwo with eye glasses and two without, if
the person weats eye glassesy The testing image set includes
16 images per person, 1280 Images in total For all of the
images, the face detector always correctly detects the center
of the face (i.e., 100% success ate) Eye localization is a mowe
difficult task than face detcetion, in particiiar when eye glasses
are present. The eye is typically 20 pixels wide and 10 pixels
Igh Among the 1280 images. eye localizer mis-detects the
eyes in five images by errors of more than five pixels. For
the remaining 1275 hnages. the DBNN face recognizer can
achieve 100% rccognilion rate, no matler il was implemented
by taditional DBNN or probabilistic DBNN
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TABLE 10
PERFORMANCE 0 DIFFERENT FACE RECOGNIZERS
on 200 Prom e N THE FERET DATABASL

L ” Training Accuracy | Testing Accuracy “
Probabilistic DBNN 9% 997% |

Traditional DBNN 100% 96%

Multi-Luyer Perceptron 99.5% 87.5%

A (ront-view experiment is conducted on the ARPAJARL
FERET database There are 304 persons, and cach of them
has two [rental view images. The variation between the two
tages is much larger than SCR 80 x 20 and 40 x 150
database, in terms of iflumination, size, and facial expression.
Phillips {32] achicves a 97% top-onc ideatification rate on
a preselected 172 faces from FERET database. Moghaddam
and Penlland 78] report 99% recognition rate on preselected
(55 [aces In this cxperiment, we take the advantage that
the confidence scores on the face detector and eve localizer
con reflect the accuracy of the detected paitern positions.
Therefore, we selected the images whose confidence scores
on both the f{ace detcetor and eye Jocalizer arc above the
threshold. (For more details about this presereening scheme,
please 1efer 1o Tixperiment 2) Among the 304 x2 = 608
images, 495 images have passed both the face detector and
eve localizer (success rate = 80 8%) There are 200 persons
whase both frontal view images have passed and therefore the
images of these 200 people are used {or owr face recopnize
experiment One image per petson is used for training and
{he other for testing The face recognizer experimental results
are shown in Table TT. We can see that under reasonably high
training accuracy {97%), PDBNN achieved higher recognition
rate (99%) than traditional DBNN (96%) We also used MLP
to implement face recognizer. The performance is infoerior to
both types of DBNN. Notice that the recognition result of this
experiment docs not tply that the PDBNN face recognizer
has supctior perlormance Lo the eigenspace approach [8) (99%
for 155 peaple), since some of the tmages they chose may not
he selected by the PDBNN face detector and cye localizer,
However, this experimental 1esult tells us several things. They
arc: 1) the PDBNN face recognizer has the capability ol
recognizing up to 200 people; 2) the face detector and eye
localizer can help choosing recognizable images automatically;
and 1) PDBNN has better recognition performance than the
mullilayer perception docs

We also conduct an experiment on the face database from
the Olivetti Rescarch Laboratory in Cambridie, UK (the ORL
database) There are ten different images of 40 different
persons  Fhere are variations in facial expression (open/elose
cyes, smiling/monsmiling), facial details (glasses/no glasses),
seale (up o 10%), and otientation (up to 20 degrees) A TIMM-
based approach is applicd o this database and achieves 3%
error 1ate [33] The popular cigenface algosithm [15] reports
the error rate around 10% [33], [34] In [35], a pseudo 2-
1Y MM method is used and achicves 5% at the expense of
long compultalion time (4 minutes/patiern on Sun Spare 1) In
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TABLE 11}
PERFORMANCE OF THEERENT FACE RECOGNIZERS ON THE ORI DATARASE
Part oF 110s TABLE 18 ADAPTED FROM L AWRENCE BT AL [34]

System ” Error rate " Classification time l Training Time l
h POBNN 4% T < 0.1 meconds i 20 minuten
SOM + CN 2.8% <05 seconds | 4 hours
Paeudo 2D-IIMM || 5% 240 seconds _n.;.}n
| Eigenfuce 10%  aje n/a
L MM 13%“' ] T nfa n/1
TABLE IV

FALSE ACCEPTANCE RATES OF Fack Paririrns oN Vamous 1yres o NEURAL
NETWORK (FALSE REECTION RATE = G AND MISCLASSIFICATION RAM: == (%)

i]_ “ w/o negative examples | w/ neg;qivc examplrc:ru—:"
Probubilistic DBNN 13.75% 8.13% '
Traditional DBNN 38.75% 52.5%

7?1:;1&4&}'&1: Perccptm; 33.75% 125% o

[34] Lawrence ef af use the same taining and test set 8170 a8
Samaria did and a combined neural network {seli organizing
map and convolutional neural network) to do the recognition
This scheme spent four hours to train the network and less
than 1 s lor vecognizing one factal image The ciror ate for
ORI, database is 3.8% Our PDBNN-based system reaches
similar performance (4%) but has much Taster fiaining and
recognition speed (20 minutes for training and less than 0.1 s
for recognition) Both approaches run on SGI Indy  Table TIT
summarizes the performance numbers on ORL- database.

2) Experiment 2— Presence of Intruder Patterns | 15
more crucial for a recognition system 1o have the ability
to reject intruders. Thus the false acceprance 1ate and (alse
rejection rate of the system are important performance
melries. We
acceprance/rejeciion

false
frontal -view

have conducted an  cxperiment (03

Among the 80-person
database, we have chosen 20 persons as our “known person”
database and picked up 40 persons [tom the vest 60 10 be
the “inttuder” database. The remaining 20 persons serve as
“negative examples” for the network {raining  The traiming
datasets ase formed by randomly choosing iwo images per
person {rom database and then generating 50 virtual iruining
patterns (¢ Section 11-C) from cach images Both “known
person” and “negative” training sets have 20 % 2x 50 training
patterns. The test sets are formed by sclecting four images
from each person. There are 20 % 4 (est patierns from known
person database and 40 x 4 patterns from intnder database
If a test pattern is from known person database but is vejected
by the network, then the pattern is fafsely rejected On the
other hand, if the pattern is fiom intuder database but is
misrecognized to onc of the petson in the known person
database, then this pattein is falsely accepled

We have compared (he performanece of probabilistic DBNN,
traditional TMENN 122] and multilayer pereeptron MLP MLP
is uained by backpropagation algorithm We have chosen the
pumber of clusters (or hidden neurons) which can generate
the best pesformance. There are two clusters for cach subnet
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in either probabilistic ot traditional DBNN, and there arc 30
hidden newrens in MLP  The experiment iesults are as [ollows
For the sake of comparison, we adjust the thresholds so that
all thiee networks seach 0% lalse rejection rate The [alse
acceplance tates are shown in Table IV Nofice that since
there are only 20 people in the known person database, the
misclassification rates of all the three models are 0%  As
mentioned in Section IV-B, likelihood density gencrales more
locally conserved decision regions than posterior probability
Therclore, the probabilistic DBNN can achicve lower false
acceptance raie than the traditional DBNN and MLP, whose
outputs can be proven lo converge to posterior probabilitics
[30]. [31] We also note that vsing negative training examples
can significantly improve false acceplance rate This effect can
he observed in all of the thee networks

Vo IERARCIICAL FACE RECOGNITION SYSIEM

Yet another face database containing images of 66 persons,
called IMO6, is nsed for the experiment. There are more
variations in this database than in SCR 80 x 20 and SCR
40 % 150 The database has, for cach person, images ot five
different head orientations, (our ilumination conditions, and
three expressions {smile, frown, and surprised; cach expression
has two fmages) There are a total of 4 x5 | 3 »x 2
26 images per person. Fig T illustrates the varitation of those
facial images By applying the PDBNN face recognizer on
this database, we {ound that although PDBNN can handle size,
otientation, and expression variations, it does not work well
under lighting variation. The finak performance is shown in the
first column of Table V. In order 1o increase the discriminant
power of the face recognilion systemt, a hierarchical PDENN
recognilion system i proposed in this section. This sysiem
cascades two processing stages, as shown in Fig 10 A face

verifier stage is cascaded after the {original} face recognizer
stage  Possible candidates ol the second hierarchy sensor are
hairline and mouth In this system we applied forchead and
hairhine region for the lace veifier The face verifier 1s iesclf
anotiier PDBNN classifier Tts function is to verify or rejecl the
decision of the primary recognizer. The verilier can be trained
by the decision-based leamning rule The input vector 1s a 12
% & featre veetor obtained by down-sampling the forchead
and hairline rtegion of the face image Since the hairline
(forchead) region is smoother than the eye-nose region, 1L is
casier to normalize the lighting etfect on this arca. Therefore
the influence of the lighting variation on final recognition resukt
can be reduced with the presence of the hairline verifics

The verification scheme is described as follows: We st
constsuet several “similarity Hsts™ for the venification process.
Every class has its own similarity list. We make the lists aftes
the PDBNN face verifier is trained The list’s lenpth varies
from person 1o person Initially, the similarity list of class j
containg only class j itsell If a training pattern (originally
front clags j ) is classificd into another class by verifier, say,
class k, then the class & will be added to the simifarity list of
class § This process repeats until all the training pattetns in
the known person database are tested.
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Primary features are from the facial region. while the hairline features are

Fig 11
row: sxpression variaton

When the similarity lists are available, we use the following

rules to verify the result of face recognizer.

« 1f the highest confidence score of the [ace recognizer is
from subnet 7 and it is below the recognizer threshold, the
inpul pattern is recognized as class 4 il the highest score
of the face verifier is also from subnel @ and its confidence

Variations in TM66 face database Fist row: faces of different persens  Sceond row: Jighting variation  Third row: orientation vadation  Fourth

score exceeds the threshold of the verilier Otherwise this
pattern will be rejected

I the highest confidence score ol the face recognizer is
from subnet 7 and it is above the recognizer (hreshold,
the input pattern i1s recognized as class & if the highest
score of the face veriflier 1s from one of the classes on the
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« We have built a 38-class hisrarchical PDBNN face seeog-
nition system This system can successlully recognive the
38 persons in the IM6GG database {the positive dataset), and
reject the remaining 28 who are considered as “intruders
The training scheme is as follows. Since the feature dimen-
sion’is very high (13 % 9 for face recognizer, 12 x & for face
verifier), EBF is recommended for both face recognizer and
“face verifier as discriminant function. And for the same reason,
‘we have adopted the k-mean algorithm for LU learning For
both face recognizer and face verifier. we have used ten images
per person in the 38-person group to form the training set, and
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the rest 16 images for the test set. We have also used OR!. face
database from UK (40 persons) to serve as “intruder training
patterns” (for face recognizer only) The images of the other
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28 persons in the IM66 database are used as “intruder test
patterns.”

The recognition result of the lace recognizer i snmmarized
in Table V. Notice that since the recognition rate is the
percentage of the patiems in the known people database that
are correctly recognized by the sysiem, the snmnation ol
recognition, false rejection and misclassification rates amount
to 100%. The false acceplance rate is the only number that
is computed vsing the patterns in the unknown databasc In
this experimest, we can s that with face recognizer along,
the performance is worse than that on SCR 80 x 20 This
is not surprising because the variation in IM66 database 1s
larger than that in SCR 80 » 20, With the help of face
verifier, the hierarchical PDBNN system successtully rejects
all the intruder test patterns For the test patterns in the 38-
person database, PDBNN tends to reject doubtful patterns
rather than 1o mistecognize them to wrong classes | his 15 very
desirable [or high securily applications Fig. 12 shows scveral
frames {rom a live sequence, demonstiating the petformance
of this system wilh respect to both recognition accuracy and
processing speed

V1. CONCLUDING REMARKS

An automatic face recognition system is proposcd in this
paper. This system performs homan [ace detection, eye lo-
calization, and face recognition in close-to-real-time speed
The PDBNN, a probabilistic vatiant of the decision based
neural network, is applied to implement the major modules
of this system. This modular aeusal network deploys one
subnet 1o take care of one object class, and therefore it is
able (o approximate (he decision region of cach class locally
and cfficiently. This locality property is attractive especially
for biometric identification applications (face recognition, fot
example). Morcover, because its discriminant function obeys
probability consteaint, PDBNN has more nice propertics such
as low false acceptance and false tejection rates
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