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Polarization Modulated Direct Detection
Optical Transmission Systems

S. Betti, G. De Marchis, and E. lannone

Abstract—In this paper a novel polarization modulated direct
detection (PM-DD) system is presented suitable both for binary
and multilevel transmission. At the transmitter the optical field
is polarization modulated by means of a standard polarization
modulator. The receiver is based on the estimation of the Stokes
parameters of the received optical field by means of a direct
detection optical front end and a baseband electrical processing.
The Poincaré sphere rotation induced by the fiber is compensated
by means of a pure electronic algorithm and the decision is
performed in the Stokes space.

The system performance is evaluated by means of an analytical
model both if the only relevant noise source is the receiver thermal
noise and in case that erbium doped optical amplifiers are present
so to introduce amplified spontaneous emission (ASE) noise.

The complete compatibility of the proposed system with a
direct detection based optical network and the possibility to im-
plement efficient multilevel modulation formats make it promis-
ing for applications in the future telecommunication environment.
Moreover it can be useful in the design of future parallel super-
computers.

I. INTRODUCTION

N the last years the introduction of high efficient, low noise,

reliable optical amplifiers based on erbium-doped optical
fibers has led to a great improvement in the performance of
direct detection optical transmission systems. Due to this new
potentiality direct detection systems seem to maintain a central
role in the future communication environment.

As a matter of fact the use of optical amplifiers allows long
haul trunks to be carried out without signal regenerators and
maintaining a simple system structure [1]—[3]. Moreover the
large fluorescence bandwidth of erbium doped fibers [4], [5]
permits the amplification of WDM signals [6], [7] so that very
long distance, large capacity networks can be designed.

However, it is to be noted that with IM-DD systems efficient
multilevel modulation formats cannot be implemented. As a
matter of fact the information is coded exploiting the optical
field intensity so that only multilevel intensity modulation
can be adopted. This modulation format is known to be one
of the less efficient for digital communication [8], [9] so
to be of poor interest for optical applications. On the other
hand efficient multilevel modulation offers some important
potentialities even for optical telecommunication networks.
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First of all the huge optical bandwidth available on con-
ventional single-mode fiber can be exploited by means of
frequency division multiplexing (FDM) techniques. On the
other hand, the single channel bandwidth is limited by detec-
tors and electronic components and determines the maximum
information rate that can be delivered by the network to a
single user. A possible solution to improve the capacity of a
single optical channel at the expense of receiver sensitivity is
multilevel transmission.

Secondly, more sophisticated multilevel codes can be real-
ized that are suitable for power limited systems such as optical
transmission systems. These allow an efficient modulation,
both in terms of bandwidth and sensitivity, to be achieved at
the expense of a greater system complexity. Generally this kind
of modulation is based on continuous phase modulation (CPM)
[8], [9] but recently a novel technique based on polarization
modulation has been proposed [10].

Finally multilevel optical signaling can be of interest for
high-speed parallel data transmission between processing units
of the same supercomputer. As a matter of fact, at the present
in parallel computers the calculation speed bottleneck is often
represented by data transmission between processing units
[11]. As a matter of fact, if parallel processing is adopted
within a single processing unit, a high-speed parallel to serial
conversion is required to transmit data using a binary system.
This operation is no more required if a multilevel transmission
system is used. It is to be noted that multilevel optical system
tailored for high-speed data transmission must fulfill quite
different requirements with respect to a system embedded in a
standard communication environment. First of all, since the
transmission distance is quite short (a maximum of a few
meters), there are not strong sensitivity constraints. On the
other hand systems with a great number of levels (e.g. 1024
or 2048 levels) transmitting at high symbol rate (of the order
of 500 M symbols/s or more) must be implemented.

In this paper a novel polarization modulated direct detection
(PM-DD) system is presented suitable both for binary and
multilevel transmission. At the transmitter the optical field is
polarization modulated by means of a standard polarization
modulator [12]. The receiver is based on the estimation of the
Stokes parameters of the received optical field by means of
a direct detection optical front end and a baseband electrical
processing. The Poincaré sphere rotation induced by the fiber
is compensated by means of a pure electronic algorithm and
the decision is performed in the Stokes space.

The system performance is evaluated by means of an ana-
lytical mode! both if the only relevant noise source is the re-
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Fig. 1. General block scheme of the PM-DD system with power booster at
the transmitter aid optical preamplifier at the receiver. These last components
can in case be absent (TX = Transmitter, OA = Optical Amplifier, F = Fiber
Cable, OF = Optical Filter, OFE = Optical Front End, BF = Baseband Filter,
C = Multiplication by the Matrix C, PT = Polarization Tracking, DC =
Decision Circuit).

ceiver thermal noise and in the case that erbium doped optical
amplifiers are present so to introduce amplified spontaneous
emission (ASE) noise.

The complete compatibility of the proposed system with
a direct detection based optical network and the possibility
to implement efficient multilevel modulation formats make
it promising for applications in the future telecommunication
environment. Moreover it can be useful in the design of future
parallel supercomputers.

In Section II the system structure is presented and its basic
operation principle is discussed.

In Section III the system performance is analyzed if the
only relevant noise term is the receiver Gaussian thermal
noise. The system parameters are optimized so to achieve the
lowest error probability and the obtained results are shown and
commented on.

In Section IV the performance analysis is carried out in the
case that both thermal and ASE noise are present. The system
parameters are firstly optimized if the ASE noise is dominant
then when the two noise sources are comparable.

Finally the main results are summarized in Section V.

II. SYSTEM STRUCTURE

A. General Structure

The general block diagram of the system is shown in Fig. 1.

The polarization modulated field is generated by a polariza-
tion modulator starting from a linearly polarized field emitted
by a semiconductor laser.

The modulated field propagates along a fiber link in which
a number of erbium doped fiber amplifiers is allocated. More-
over a fiber amplifier can be put either immediately after the
transmitter to work as power booster, or before the receiver
so to achieve ASE limited receiver working.

An optical filter is placed between the fiber output and
the receiver input so to limit the ASE power that affects the
receiver performance.

The first stage of the receiver is an optical front end that
performs the functions of a direct detection polarimeter. The
average values of the four electrical currents at the optical
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front end output are proportional to four independent linear
combinations of the input field Stokes parameters. Indicating
with s, (k = 0, 1, 2, 3) the received field Stokes parameters,
which are dssumed to be normalized in such a way that sq is
the received optical power and (s1)? + (s2)? + (s3)? = 1, and
the currents at the optical front end output with jx (k =0, 1,
2, 3) the following equation holds:

€}

where R is the responsivity of the photodiodes that perform
the optical-to-electrical conversion, (-) indicates the ensemble
average and the non-singular polarimeter matrix A = {a¥}
characterizes the front end structure [13], [14]. Einstein’s
convention is used in (1) and it will be adopted in the whole
paper. A detailed explanation of this notation and of some
related topics is reported in Appendix A.

The vector of the currents generated by the front end is
processed by an instantaneous device that multiplies it by the
inverse of the matrix A, denominated C, so to obtain four
baseband currents z; (k = 0, 1, 2, 3) whose average values
are proportional to the received field Stokes parameters. The
current zg provides an estimate of the received power so and
can therefore be used by the automatic gain control (AGC) but
not for the information retrieval. The currents z;, 2z, and 23
represent instead the estimates of the components of the vector
in the Stokes space associated with the received optical field.

To take into account the random polarization fluctuations
induced by the fiber birefringence and coupling, the current
vector Z = {2} is processed by an electronic polarization
tracking stage so to obtain an estimate of the Stokes vector of
the transmitted field.

After polarization fluctuations compensation, the decision
process allows the transmitted symbol to be estimated.

(jn) = Rak sk

B. Polarization Modulation and Fiber Propagation

Several different implementations have been proposed for
polarization modulation systems both in case of binary [15],
[16] and multilevel [12] modulation. '

In the case of binary modulation, starting from the linearly
polarized laser field, the modulator generates two orthogonal
polarization states, which correspond to “1” and “0”.bits.
These states can be represented in the Stokes space as the two
extremes of a diameter of the transmitter Poincaré sphere so
that this modulation format can be envisaged as “antipodal”
in the Stokes space [16].

In the case of multilevel modulation format each transmitted
symbol is associated to a polarization state of the transmitted
optical field, i.e., to a point in the Stokes space. This point
constellation completely defines the modulation format.

In general, the expression of the slowly varying part of the
transmitted electrical field is given by

26, -']

] )

where the information is coded by means of the parameters
At, Oy, and 6t.

During fiber propagation the field state of polarization expe-
riences a slow random evolution due to the fiber birefringence

Ey = Ay[cos o + sin aze
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and coupling so that the output polarization will be different
from the transmitted one. Neglecting both fiber dichroism and
nonlinear propagation effects, the polarization evolution can
be simply represented by means of the time dependent Jones
matrix [17], [18], a unitary operator relating the input and the
output optical fields.

Moreover a further noise source due to the phenomenon
of ASE in optical amplifiers must be considered. Since in all
the realistic communication systems the modulation bandwidth
is by far narrower than the fluorescence linewidth of the
amplifier, ASE noise can be supposed a zero mean, Gaussian
distributed white process with equal average power on both
polarization components [19], [20].

The optical filter before the receiver input is supposed to be
an ideal bandpass filter of bandwidth W,,. The signal distortion
induced by this filter is considered negligible so that its only
rule is to limit the amount of ASE noise affecting the receiver
performance.

With the above assumptions the slowly varying part of the
field E at the receiver input can be written, as a function of
the transmitted field Et = By T + By, 7, as follows:

o S _ Fi
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t+ N [ 7l —uj ul| B,

7] l:nzl + ffu@]
Nyl +11yQ
= [Acos acos v + s
+ iAcos asin y; + sz]f
+ [Asin acos (v, 4 6) + Tyl
+tAsin asin (y; + 6) + 7:7’[yQ] ¥ 3)

where the complex constant v = Yr + %y, with v, and
v; real, takes into account all the polarization independent
propagation effects and the amplifiers gain, J is the unitary
Jones matrix whose complex components u; and u» are
related by [u;|® + |ug|? = 1. The vector 7 represents the
ASE noise whose quadratures 7,;, M@, Mo, and 1,0
are Gaussian, independent, bandlimited white processes of
unilateral bandwidth W, and unilateral power spectral density
Na. The received average optical power is given by A% =
e”*" A} and the parameters o and § can be easily obtained
as functions of «; and &, substituting (2) into (3).

In the above hypothesis the signal to noise ratio © 4 at the
receiver input is given by
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The described propagation model can be viewed even in
the Stokes space since the Stokes vector at the receiver
end can be derived from the transmitted one multiplying it
by a real unitary operator, the Miiller matrix [21], whose
elements are functions of u; and uy, and adding to it a noise
vector composed by non-Gaussian processes that are nonlinear
functions of the ASE noise terms. Therefore the vector in the
Stokes space that represents the fiber output field {sx(a)} can
be expressed, as a function of that at the fiber input {s4(7)},
as follows:

sp(a) =misy(r) + vy %)

where M = {m!} is the Miiller matrix and vy the noise
terms. The uppercase indexes range from 1 to 3 to distinguish
them from the lowercase indices, which range from 0 to 3,
and the explicit expressions of the Miiller matrix elements can
be found in [21].

C. Optical Front End

Conceptually there are several ways to carry out a direct
detection polarimeter that can be used as an optical front end
in a PM-DD system; for example by realizing a suitable inter-
ferometer before optical-to-electrical conversion, by analyzing
the incoming ficld by means of quarter and half wave plates
and polarization beam splitters or exploiting the property that,
if a light beam incides on a partially reflecting surface, the
normal and parallel polarization components are differently
reflected and transmitted.

A block scheme of an interferometric polarimeter is shown
in Fig. 2. The input electrical field is divided by means
of a polarization beam splitter into its linear polarization
components and then these are combined by means of
a couple of standard beam splitters of splitting ratio «,,
a couple of standard beam splitters of splitting ratio 3, and a
couple of polarization beam splitters as shown in the figure. If
the optical path is accurately controlled, the two polarization
components are combined in phase before detection of the
second photodiode and in quadrature on the third one.

The matrix of the polarimeter, as defined by (1), is given
by (6) (see bottom of page).

A direct detection polarimeter based on the analysis of the
incoming field by means of half and quarter wave plates is
reported and analyzed in detail in [32]. This structure may
result more stable and feasible than that based on an interfer-

2 . . . .
O, = A ) (4) Ometerso to be promising for practical system implementation.
T N4W, The matrix A relative to this implementation of the optical
p P

[ = 0 0 ]

A= . ) o i | (6)
a2\ /1-82  (1-a2)3.\/1-p2 ais,
_V 1-32 0 1 A
L aifs (1=a2)3.\/1-p2  o2,/1-32 J
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Fig. 2. Interferometric optical front end block scheme (OF = Optical Filter,
PBS = Polarization Beam Splitter, ODL = Optical Delay Line).

7 Partially Reflecting Mirror
Fig. 3. Reflectometric optical front end block scheme (OF = Optical Filter).

front end depends on the power splitting ratio of the two
beam splitters. It is similar to that reported in (6) in that
a} = a¢ = o} = a? = a% = a} = 0, while the dependence of
the nonzero elements on the two parameters is different.

The structure of the polarimeter based on reflection
properties has been widely analyzed in literature [13],
[14] since it is used for optical laboratory measures and
optical sensors. The main advantage of such a scheme is
represented by minor constraints due to the optical path control
which is instead a severe requirement of the interferometric
polarimeter. Its schematic block diagram is shown in Fig. 3.
Three photodetectors PDg, PDq, and PD; are coated with
a reflection coating characterized by reflection parameters
Ty, VUi, and A, (k=0,1,2,) while the fourth photo-
detector, PDs, is antireflection coated so that all the optical
power incident on it is detected. In particular, ) indicates
the reflectance of the surface for circular or unpolarized light,
tan ¥ exp(iA) is the ratio between the complex reflection
coefficient for linearly polarized light along parallel and
perpendicular directions to the local incidence plane. It can
be demonstrated that (1) holds even for this polarimeter [14]:
in this case the matrix A can be expressed as function of the
above parameters and the angles between the light incidence
planes and the photodetector surfaces.
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D. Electrical Processing

The electrical processing needed to perform the decision
correctly can be divided into three steps: a baseband filtering
of the four currents at the output of the optical front end, the
inversion of the matrix A and the polarization tracking.

The four baseband filters are assumed to be integrators with
integration time T, equal to the inverse of the symbol rate
R,. Moreover the signal distortion induced by the filters is
neglected.

Since the matrix of the polarimeter is function only of the
system structure, the electrical block that multiplies the vector
J = {jx} by the matrix C = A~ can be easily realized. At
the output of this circuit a vector Z = {z} is obtained whose
components are the estimates of the Stokes parameters of the
received field.

In order to track the fiber induced polarization fluctuations,
which can be represented as a slow random rotation of the
Poincaré sphere in the Stokes space [15], two different classes
of algorithms can be used:

— algorithms that use the received signal to estimate the
channel transfer matrix, in this case the Miiller matrix
that characterizes the polarization evolution in the Stokes
space;

— algorithms that track the position of the points repre-
senting the transmitted symbols (reference points) in the
Stokes space so to follow the Poincaré sphere rotation.

Both classes of algorithms have been studied both for binary
[22], [23] and multilevel systems [12], [24] in the case of
coherent communication systems and they can be applied to
this case without any modifications. In the following it will
be assumed that an algorithm of the second class be used so
that the estimate of the Stokes vector, to be compared with the
reference points, is proportional to Z. Anyway it is demon-
strated that in the case of coherent systems the choice of the
algorithm for the polarization tracking does not affect the sys-
tem performance if the tracking is carried out without errors.
Even if this assumption cannot be directly verified in the case
of PM-DD, it seems that the dependence of the performance
on the tracking algorithm, if any, should not be prominent.

E. Decision Process

Starting from the estimate of the Stokes parameters of the
transmitted field = and from the knowledge of the position of
the reference points in the Stokes space, the decision circuit has
to provide an estimate of the transmitted symbol. Assuming
that a modulation without memory is applied [12], the only
kind of modulation considered in this paper, a distance based
decision criterion can be used. This means that the nearest
reference point to = in the Stokes space is supposed to
represent the transmitted symbol.

In general, assuming that a multilevel transmission with N
symbols is performed, this is equivalent to calculate the N
decision variables Q(8)’s given by

Q(B) = [€7 - s"(B)] [ér — sr(D)]
= ¢R¢p + sR(B)sr(B) — 257 (B)¢r @)

and to decide that the a-th symbol has been transmitted if

Qo) < Q(B) VB # «a.
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III. PERFORMANCE EVALUATION IN THE
ABSENCE OF OPTICAL AMPLIFIERS

A. Expression of the Bit Error Probability

Dealing with a multilevel modulation without memory, the
first step in calculating the system bit error probability P,
is to relate it to the symbol error probability P,. The exact
expression of P, as a function of P, is quite involved and
depends on a large number of parameters, however, assuming
for sake of simplicity N = 2™, a simple and accurate
approximation can be provided by means of the expression
P, = (ePs)/M, where  is the average number of wrong bits
in a wrong symbol. The approximation leads to an upperbound
for the bit error probability if the symbols are codified so
that binary words that differ only for few bits correspond to
symbols neighbors in the Stokes space.

The average number of wrongly estimated bits in a wrong
symbol is given by

M y
_ 1 M M2M-1 MN
T oM Z(k>k_ 24 —1 T 2(N - 1) ®

k=1

so that
N

RECE

;. &)

In order to calculate the symbol error probability the fol-
lowing general expression can be used

N
a:;ﬂwm@ (10)

where 7(a) is the probability of transmitting the a-th symbol
and Py(a) the symbol error probability conditioned to the
transmission of the a-th symbol. The evaluation of the terms
of (10) requires the computation of the probability density
function of the decision variables conditioned to the trans-
mitted symbol, the identification in the Stokes space of the
reference points constellation and of the decision zone around
each point and then the integration of the probability density
function in each decision zone [25]. This procedure is quite
involved even in the case of N-SPSK coherent receiver [26]
for the complex expression of the noise terms in the Stokes
space and in all those cases it requires a particular reference
points constellation to be chosen. The above arguments lead
to apply the union bound approximation [25], [17] to evaluate
P;(a). It leads to an expression of the symbol error probability
that holds for every reference points constellation and, at the
low error rates typical of optical systems, it is quite tie [27].

In the considered case the union bound approximation is
expressed by the following formula:

N

Y. Pr{Q(8) < Qa)/a)
p=16%a

N

= Z Pr{q(a, ) < 0}
A=1,f#a

where g(a,8) = Q(B) — Q(a) if the a-th symbol is trans-
mitted.

Py(a) =

11
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In the following paragraph the bit error probability will be
evaluated starting from (9)-(11).

B. Error Probability in the Union Bound Approximation

In the absence of optical amplifiers the input field is
deterministic and the most relevant noise source is the thermal
noise at the receiver. In this case the four currents after the
optical front end and the baseband filters have the expression

jn = RA%afsi(@) x h(t) + ny, * h(t) =~ RA%af s (@) + ny,
(12)

where s (o) (h = 0,1,2,3) are the Stokes parameters of the
received field that coincide, under the hypothesis of perfect
polarization tracking, with the coordinates of the point in
the Stokes space that represents the a-th symbol. The points
representing the transmitted symbols in the Stokes space
at the receiver will be indicated as reference points. The
pulse response of the baseband filters, which are assumed
all perfectly equal, is indicated with h(t). It is supposed
that the baseband filters are ideal with a bandwidth large
enough to neglect signal distortion. This assumption justifies
the approximation performed in (12). Moreover the noise terms
ny, obtained by filtering the thermal noise contributions n,,
result to be zero mean, bandlimited, Gaussian processes whose
power is given by
4KT,

0'721 = 'Tk BnFa
where K is the Boltzman constant, 7 the absolute tempera-
ture, R, the load resistance of the electrical front end following
the photodiodes, B,, the noise bandwidth and F, the noise
figure of the amplifier of the electrical front end. The definition
of the noise figure adopted in this paper is implicit in (13): it
is the ratio between the noise power spectral density at the
amplifier output and the thermal power spectral density that
can be calculated starting from the room temperature and the
amplifier input resistance.

The components of the vector Z are given by

(13)

zp = chjn = RA%sp(0) + cing, (14)

where the uppercase index ranges from 1 to 3 while the
lowercase one from 0 to 3.

Starting from its definition the expression of ¢(c, 3) can be
easily calculated, obtaining

o) = [s109) - ;2| [oc(9) - ;=2
—Pm%%ﬁﬂmm—%q

= [s0(®)]” = [s0(e))” = 22" [s2(8) - ()]
as)

where sz () and s. () are the Stokes parameters of the a-th
and the (-th reference point respectively.
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Limiting the analysis to the “pure polarization modulation”
in which the power of the transmitted field remains constant
during transmission, from (15) it can be obtained

Pr{g(a,8) <0} = Pr{ % ZE[s1(B) - sL(a)] > 0}. 16)

Since in the above approximations Z is a Gaussian vector
the probability in (16) can be easily calculated. In particular
the signal average S is given by

S = (% [5u(6) - @] ) = 4a,) (17
where A? is the received optical power and d(a, ) is the
distance in the Stokes space between the a-th and the §-th
reference points.

The signal variance o2 can be similarly computed obtain-
ing
2_ T
s = Rz

From (18) it can be noted that the additive noise variance is
related to dependence on time of the polarization fluctuations.
As a matter of fact the reference points in the Poincaré sphere
are updated by the polarization tracking algorithm in order to
compensate the polarization fluctuations at the fiber output. It
means that, indicating the coordinates of the reference points
at a given starting instant with §x(y) (y =1, --- ,N) and the
Miiller matrix as M = {m%}, (18) can be rewritten as

(o2

[s8) = s* ()] [s2(8) - s(@)] che.  (18)

2
o
o=l

] R2 P

[47(8) - $% (@) clym. [31(8) — 51 F.
19
Finally the single term of the union bound, expressed by

(11), can be calculated, starting from (17) and (18), by means
of the following expression:

Pr{g(c,8) <0} = erfc( \/ga ) (20)

C. Comments of the Results

In this paragraph the performance of a PM-DD system based
on an interferometric optical front end is analyzed. Only this
kind of front end will be considered in this paper since it
can be optimized only acting on two parameters, a, and s,
that is on the power splitting ratio of the beam splitters of
the front end. Anyway the performance of PM-DD systems
using the optical front end based on quarter and half wave
plate is equivalent to that of systems using the interferometric
front end. The only difference is that the optimum values of
the front end parameters, that is the splitting ratio of the beam
splitters, are different. About the front end configuration based
on the reflection properties of partially reflecting surfaces, it
is simpler to be implemented but the system optimization is
by far more complex, due to the great number of front end
parameters and, from the first results; it seems to offer worse
performance.
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Even if the union bound gives a general expression of the
error probability, evaluating the bit error probability requires
a reference points constellation to be fixed. The reference
points constellation could be optimized to obtain the lowest
error probability for a given number of points. However this
is a quite difficult goal to be achieved since the system
performance depends not only on the points constellation but
also on a lot of other parameters. A simpler choice is to
consider the constellation characterized by the largest distance
between first neighbors. For example, for a binary system this
is equivalent to choose antipodal points in the Stokes space,
which even represents the optimum choice for this case. For
N =4, N =8, and N = 16 the spherical coordinates of the
points and the distance matrixes for the three constellations
are reported in Tables I to VI [12].

The values of the other system parameters assumed in the
following are reported in Table VII.

As shown by (19) the system performance depends on the
elements of the Miiller matrix. Therefore two main parameters
can be introduced to characterize the front end behavior
against the fiber birefringence and coupling fluctuations: the
worst case bit error probability P.,,, for a given input optical
power, and the sensitivity fluctuation AS for a reference error
probability of 10~°. The optimum front end parameters with
respect to AS and P.,, are reported in Tables VIII and IX,
respectively for N =2, 4, 8, and 16. Moreover for low error
probabilities the optimum value of o, and 3, with respect to
P,,, can be shown not to depend on the input power.

From the above tables it can be noted that, if the front
end structure is carefully chosen, the sensitivity changes
due to fiber birefringences and coupling fluctuations can be
maintained within 1 dB. Moreover the optimum values with
respect to AS and P, are not the same so that the front end
can be optimized only with respect to one parameter. In the
following the optimization with respect to P, is chosen.

The worst case error probability is shown against the
received optical power in Fig. 4 for a binary PM-DD system
and, for sake of comparison, for a conventional IM-DD system
under ‘the same hypotheses and reporting on the abscissa
axis the received peak power. The sensitivity of the PM-DD
system for an error probability of 10~ is about 2.8 dB better
than that of the IM-DD system, since a binary polarization
modulated signal can be conceptually assumed as equivalent
to a couple of in-quadrature intensity modulated signals carried
by orthogonal channels. This observation would lead to foresee
a sensitivity gain of 3 dB for a PM-DD system, however
the actual gain of 2.8 dB when considering the worst case
sensitivity can be caused by the dependence of the PM-DD
receiver sensitivity on the received field state of polariza-
tion.

The worst case error probability is shown against the
received optical power for multilevel systems with N = 4,
8, and 16 in Fig. 5. It is to be pointed out that the worst case
sensitivity is —=30.8 dBm for N = 2 and -31.4 dBmfor N = 4
so that the performance of 4-level system result better than
that of the binary system both in terms of optical bandwidth
and power sensitivity. This can be explained by the following
observations:
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Fig. 4. Worst-case bit error probability ( Pe,, ) for a binary system in the case
of thermal noise limited operation versus the input optical power. The optical
front end is interferometric and its parameters are chosen so to minimize
the worst case error probability. The values of the other system parameters
are reported in Table VIL. The error probability for a conventional IM-DD
system is also shown for comparison under the same conditions. In this case
the received peak power is shown on the abscissa axis.
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Fig. 5. Worst-case bit error probability (P:.,) for systems with N = 4,
8, and 16 in the case of thermal noise limited operation versus the inpui
optical power. The optical front end is interferometric and its parameters are
chosen so to minimize the worst case etror probability. The values of the
other system parameters are reported in Table VI

— the normalized distance between first neighbors de-
creases from 2 to 1.63 when N ranges from 2 to 4,
as shown in Table II; this induces a penalty of 1.9 dB
for the 4-level system as shown from (17) and (20);

— the electrical noise bandwidth ranges from R, to Rp/2
so to induce a 3-dB gain in the case of 4-level system,

— in the case of binary constellation each point has only
one first neighbors while in the case of 4-level system
they are three so to induce a sensitivity penalty for the
4-level system of about 0.18 dB for P.,, = 1079

— in the expression of the noise variance a constellation
form factor is present, given by mk [sF(8) — §7(a)]
g mi(81(B) — Sr(@)lc, which is 1.08 times greater
in the case of 4-level system than in the binary case,
inducing a penalty of 0.32 dB.

From the above considerations the sensitivity gain of 4-level

system with respect to binary system is easily stated.
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IV. PERFORMANCE IN THE PRESENCE OF OPTICAL AMPLIFIERS

A. Error Probability in the Union Bound Approximation

In the presence of optical amplifiers the expression of the
error probability, obtained by using the union bound approxi-
mation, as a function of the probabilities Pr{q(a, 3) < 0},
maintains unchanged. However, with reference to the previous
analysis, another noise source is introduced: the ASE from
optical amplifiers.

In this case the optical field at the receiver input is the
sum of the signal field and the ASE noise so that it can be
represented by the random process described in (3). Indicating
with n(t) the thermal noise contributions before the baseband
filters, indicated with nj}, in Section III, the four electrical
currents after baseband filtering can be written as

jn = RA2af & = h(t) + np * h(t) (21)
where the components of the vector = = {{k} are the
transmitted Stokes parameters, modified by the fiber induced
polarization fluctuations and corrupted by ASE due to optical
amplifiers, h(t) is the pulse response of the baseband filter.

The vector Z is given by

zg = lyjn = [RA*Ey + cfna] * A(t) (22)
so that the argument of the probability at the last member of
(11) becomes, in the case of “pure polarization modulation,”

a(c.B) = {AZsH [s5(8) - s2(a)]

1

‘e [SH 3) - SH(Q)]C’,;M} h(t). (23)

Since the noise terms ny are Gaussian random processes,
the second addendum of g(c, 3) is a Gaussian variable while
the first one is not Gaussian since it contains, for example, the
squares of the ASE quadratures. In this situation the simple
theory used in the previous section, where the decision variable
distribution is supposed Gaussian, cannot be any more applied.
To obtain an approximate expression of the error probability it
is useful to express the components of the vector = as functions
of the four quadratures zx(k = 0,1,2,3), which completely
characterize the received field [24].

Starting from (3) the vector X = {z} is given by

Acosacosy; + Ner
Acosasiny; + MzQ
Asinasin(y; + 8) + nyr1
Asinasin(y; + 8) + 1y

24

—

and the vector = can
components of X, as

be expressed, as a function of the

(20) + (1) + (22)° + (x3)?

(20)” + (21)° = (z2)° ~— (w3)?
2(zozo + T173)
2(.’[}01’3 — (L’].’EQ)

—
(e

(25)
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Equation (25) can be more usefully rewritten by introducing
the two covariant, one contravariant tensor B = {b},, }, whose
nonzero components are given by

b3y = blo = b3 = b3 = 1

0 _pl _ 32 . _p3 _1°
CAES i S i S
b33 = bs = —bgs‘ = —bés =1
By the above definitions the following equation holds:
&, = 2",z (27)
Substituting (27) into (23) and assuming
fi(a,8) = A%[s(8) - 5% (a)| Vim
b= [0 - @)k @8
(23) can be rewritten as
g(e, B) = [z* fi(@, B)zr + p] * h(t) 29

that gives an expression of g{«, §) as function of only Gauss-
jan variables, i.c., the input field quadratures and the additive
noise. ,

In order to carry out an estimate of the system error prob-
ability starting from (29), the convolution with the baseband
filter pulse response must be calculated. To obtain a simpler
analytical model the baseband integrator is supposed to be a
digital filter with integration time T, equal to the inverse of
the symbol rate and with sampling time T, = 1/2W, related
to the system optical bandwidth. Under such an assumption
equation (29) can be rewritten as

Ny

q(as:@) = ZU(tC) + Un

¢=1
= 37 2 (k) o Danlte) + S alte) B0)
¢=1 ¢=1

where n is the number of input signal samples during the
integration time, i.e., the integer part of W, T, the instants £,
are the sampling instants during the integration time, v,, is the
noise term after integration and v(t) are quadratic forms of
the input field quadratures.

The characteristic matrix f*(c, ) of the quadratic forms
v(t;) depends only on the received power and on the a-th
and f3-th reference points coordinates in the Stokes space. It
is simple to demonstrate that it is a Hermitian matrix. The
characteristic function of Hermitian quadratic forms of real
Gaussian random variables can be calculated in closed form
[28], [29] obtaining

2d2
exp{— A4NA($1}451 A

1—4)2 }
1-A%d2(a,8)
[1 - X2d2(a, B)]

where A = A, + i); is the Laplace variable associated with
v(t¢), normalized multiplying it by 2N, W..

- Since the addenda of the first summation into (30) are
obtained at a sampling rate T, = 1/2W,,, they can be assumed
to be independent so that the characteristic function of the

G,()) = (1)
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summation is the product of the characteristic functions of the
addenda. Moreover v, is a Gaussian random variable with
zero mean and variance given by (18) so that its characteristic
function, taking into account the normalization adopted in
defining the variable A, is given by

Go, (V) = exp{"—g ,\2}. (32)

BN2W?

Combining (31), (32) and the observation that the samples
v(te) are statistically independent, the characteristic function
of g(a, 3) can be evaluated obtaining

Ad%(a,B)nsh 1422 22
eXP{“ INAW,  T-X&(a,p) T BWINE

(1 - Ad?(a, 8)]2n,

Gq()‘) =
(33)

It is to be noted that the characteristic function given by
(33) depends only on four parameters:

- d(e, ) distance between the o-th reference

point that corresponds to the

transmitted symbol and the 3-th

reference point;

the ratio between the optical and the

electrical bandwidth;

'signal-to-noise ratio at the input of

the optical front end;

Oy = 02/N2W? additive noise power to ASE noise
equivalent current power ratio.

The first parameter characterizes the reference points con-
stellation that has been chosen, the second one is a system
design parameter, the third one characterizes the noise in-
troduced by the optical amplifiers and the fourth one is a
comparison measure of the influence of the additive noise at
the receiver and the ASE noise on the system performance. In
particular, if © is by far greater than one, the ASE noise is
negligible with respect to the additive noise while the opposite
situation occurs when Oy << 1.

Expressing the characteristic function directly as function of
the above four parameters the following equation is obtained

- ng = W,T;

-

__©ad*(0,B)nsd
4

exp{ 1-4)" | On )\2}

Gy(N) = (1 - 22d%(a, B)] 2n.

(34

To compute the conditional symbol error probability Ps(c),
the addenda into equation (11) can be calculated starting from
the characteristic function of q(c, 3) by means of the Cauchy
formula [29]

1T Gy
0} = —— L2 d
Pr{ee ) <0} =55 | 3%

—100

(335

where the integration path is the imaginary axis and the ¢ at
the denominator means that the pole in the origin must be kept
on the right of the integration path.
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TABLE 1
SPHERICAL COORDINATES IN THE STOKES SPACE OF THE POINTS OF THE 4-LEVEL
CONSTELLATIONS. USING NORMALIZED STOKES PARAMETERS SUCH THAT

(s1 )2 + ($2 )2 +(s3 )2 = 1 THE ANGLES ® AND W ARE DEFINED AS FOLLOWS:

® = arccos(s)) = arcsin(sz) (-m<® <)
W = arccos(s3) (0< ¥ <)

N [ R

1 0 0

2 250.56 0

3 125.29 —54.73
4 125.21 54.72

The integral into (35) cannot be solved analytically so that
the system error probability must be calculated either using
numerical methods or by introducing some approximations.

In this paper the second way is adopted. The low value
of the standard error probability (P. = 107%), used to define
the system sensitivity S, makes possible to evaluate S with
a good accuracy using methods that are asymptotically exact
in the limit of high signal-to-noise ratio. Moreover the use
of approximate methods has the advantage to provide an
analytical expression for the approximate error probability that
is easier to be used in practice than a numerical solution
of (35).

The adopted approximation is based on the saddle point
approximation (SAP) [29]—[31] a well known method to ob-
tain a tight upper bound for an error probability expressed as
the integral of the tail of the probability density function of
the decision variable.

An estimation of the accuracy of the error probability
approximation, provided by the SAP in the present case, can
be obtained computing the bit error probability by means of
this approximation when only the thermal noise is relevant,
and then comparing the results with those provided in the
previous section. Such condition is obtained passing to the
limit for @5 — oo while ©% /Oy, i.e., the signal to thermal
noise ratio, is maintained constant. The sensitivity error AS
induced by the SAP is within 0.2 dB for N =2, 4, 8, and 16,
so that the adopted approximation results quite good.

B. Comments on the Results

A first evaluation of the PM-DD system performance in the
presence of optical amplification can be drawn considering a
receiver based on an optical fiber preamplifier, placed in front
of the optical front end. In this case the optical power incident
on the photodiodes is quite high so that thermal noise effect
can be neglected. This is equivalent to assume &y = 0 into
(34) and in the following derivation of the bit error probability.

Under such an assumption the system performance is
independent both of the fiber birefringence and coupling
fluctuations and the optical front end parameters. As a
consequence both the interferometric and the reflectometric
front ends have the same performance and, once a front end
structure has been chosen, its parameters can be set only on
the basis of technological requirements, without affecting the
system performance.
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TABLE I
DISTANCE MATRIX FOR THE 4-LEVEL CONSTELLATION
1 2 3 4
1 0.000 1.633 1.633 1.633
2 1.633 0.000 1.633 1.633
3 1.633 1.633 0.000 1.633
4 1.633 1.633 1.633 0.000
TABLE 111
SPHERICAL COORDINATES IN THE STOKES SPACE OF THE
POINTS OF THE 8-LEVEL CONSTELLATION. THE DEFINITIONS
oF ® aAND ¥ ARE REPORTED IN THE CAPTION OF TABLE I
N P g
1 0 0
2 218.15 0
3 288.44 —37.74
4 —70.31 37.67
s 59.889 —59.91
6 73.92 14.67
7 144.22 —14.67
8 158.28 59.97
TABLE IV
DISTANCE MATRIX FOR THE 8-LEVEL CONSTELLATION
1 2 3 4 5 6 7 8
1 0.00 1.89 1.21 1.21 1.21 1.21 1.89 1.7%
2 1.89  0.00 1.21 1.21 1.71 1.89 1.21 1.21
3 1.21 1.21 0.00 1.21 1.21 1.89 1.7% 1.89
4 1.21 1.21 1.21 0.00 1.89 1.71 1.89 1.21
S 1.21 1.21 1.21 1.89 0.00 1.21 1.21 1.89
6 1.21 1.89 1.89 1.71 121 000 121 1.21
7 1.89 1.21 1.71 1.89 1.21 1.21 0.00 1.21
8 1.71 1.21 1.89 1.21 1.89 121 1.21 0.00
TABLE V

SPHERICAL COORDINATES IN THE STOKES SPACE FOR THE
16-LEVEL CONSTELLATION. THE DEFINITIONS OF THE
ANGLES ® AND W ARE GIVEN IN THE CAPTION OF TABLE 1

N d N4
1 0. 0
2 180.4 ]
3 2182 —37.3
4 —49.2 17.6
5 —389 —36.1
6 50.2 11.2
7 35.2 —40.0
8 1771 519
9 269.4 —13.5
10 91.6 —20.0
11 283.4 —86.7
12 82.0 56.1
13 147.0 —41.1
14 298.4 68.6
15 129.3 15.9
16 230.5 20.8

Under the above condition the system performance has been
calculated assuming the points constellations in the Stokes
space detailed in Tables I-VI, a bit rate Ry = 1 Gb/s and
an electrical baseband filter bandwidth equal to the symbol
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TABLE VI
DISTANCE MATRIX FOR THE 16-LEVEL CONSTELLATION
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 000 200 180 08 08 08 08 180 142 142 142 135 180 128 180 180
2 200 000 08 18 18 18 18 08 142 142 142 146 086 153 090 090
3 180 08 000 156 124 194 156 148 08 156 08 190 090 174 150 090
4 08 180 156 000 090 146 150 152 086 190 158 148 194 086 190 121
5 086 180 124 090 000 146 095 193 08 160 08 18 156 159 196 156
6 08 180 194 146 146 000 090 156 190 08 156 08 155 137 124 192
7 08 180 156 150 095 090 000 193 160 08 08 156 124 180 156 195
8 180 086 150 152 193 156 193 000 156 156 190 08 150 086 0.6 0.86
9 142 142 08 08 08 19 160 156 000 19 121 18 156 134 190 086
10 142 142 156 190 160 086 086 156 190 000 121 1249 0864 1802 0870 1.889
11 142 142 086 160 08 156 08 190 121 121 000 192 08 195 162 162
12 128 146 190 146 19 08 156 08 18 124 192 000 162 08 09 150
13 180 08 08 194 156 156 124 150 156 086 08 162 000 192 100 150
14 128 153 174 086 160 142 180 08 134 180 190 08 190 000 146 100
15 180 08 150 191 196 124 156 08 19 086 162 090 100 146 000 146
16 180 086 100 121 156 190 190 08 08 19 162 150 150 100 146 000
rate R,. In Fig. 6 the bit error probability P, is shown fora ~ -3
. . . . . . L r
binary PM-DD system against the input signal-to-noise ratio A H
. . b ° ,
©, assuming an optical filter bandwidth W, = 10 GHz. For o -57
. ) S 3
sake of comparison also the performance of a conventional IM- = L .
DD system in the presence of optical amplification is reported 2 -7 ¢ . IM-DD
in the hypotheses of ASE limited receiver operation. Such g '
results have been evaluated by means of the analytical model _§ 91
proposed by Marcuse [19]. Moreover, since the optical field & I
at the input of an IM-DD receiver has a given polarization g .17
state while the ASE noise is completely unpolarized, the [E
performance of the IM-DD system can be improved by setting -5 .13 . R .
a polarization filter in front of the receiver. Such operation, 6 8 10 12 14 16

requiring an active polarization control, allows only the signal
field polarization to be detected by the receiver so to reduce
to one half the ASE power affecting the receiver performance.
The error probability of this kind of IM-DD receiver is also
reported on Fig. 6. It is to be observed that the performance of
a PM-DD system and of an IM-DD system using a polarization
filter are quite near (within 0.5 dB of sensitivity difference).
As a matter of fact, for a given signal peak power, in a PM-
DD system 3 dB are gained by constant power signalling while
3 dB are lost since the overall ASE power affects detection.
The performance of these two systems are not exactly the same
because of the difference in the decision variable probability
distribution.

On the other hand PM-DD system shows a sensitivity gain
of about 3.3 dB with respect to a conventional IM-DD system.

The performance of multilevel PM-DD systems assuming
an optical filter bandwidth W, = 10 GHz are shown in Fig. 7
for N = 4, 8, and 16. It is to be observed that even in this
case, for a bit error probability of 10—, the performance of a
4-level system is better than that of a binary system. However
the difference is less evident (= 0.3 dB).

The performance of a 4-level system is shown in Fig. 8
against the input signal to noise ratio © 4 for different values
of the ratio between the optical and the electrical bandwidth
n,. From the figure it would seem that, if the optical bandwidth
is increased, the system performance gets better but this is not
a correct evaluation. As a matter of fact systems with different

Input Signal to Noise Ratio ( © A )

Fig. 6. Bit error probability (P) for a binary system in the case of ASE
noise limited operation versus the optical signal to noise ratio at the receiver
input © 4. The ratio n, between the optical and the electrical bandwidth
is assumed equal to 10. For sake of comparison the performance of a
conventional IM-DD system and an IM-DD system using a polarization filter
in front of the receiver (indicated with Pol. Filt. IM-DD) are also reported
under the same assumptions.
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Input Signal to Noise Ratio © N (dB)

Fig. 7. Bit error probability (P.) for systems with N = 4, 8, and 16 in the
case of ASE noise limited operation versus the optical signal-to-noise ratio
at the receiver input ® 4. The ratio n, between the optical and the electrical
bandwidth is assumed equal to 10.

values of n,, the same symbol rate, the same received optical
power and the same value of ©4 = (A%)/(R,n,N4) are
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Fig. 8. Bit error probability (P.) for a 4-level system in the case of ASE
noise limited operation versus the optical signal-to-noise ratio at the receiver
input © 4. Different values of the ratio n. between the optical and the
electrical bandwidth are considered.
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Fig. 9. Bit error probability (P, ) for a 4-level system in the case of ASE
noise limited operation versus the optical signal-to-noise ratio reported to the
electrical bandwidth O, . Different values of the ratio ns between the optical
and the electrical bandwidth are considered.

characterized by a different value of the ASE noise spectral
density N4 so that such a comparison is not practically
significant.

A more significant comparison between such systems can
be provided by showing the bit error probability dependence
on the input signal to noise ratio referred to the electrical
bandwidth, i.e., ©. = (A?)/(R,N4), which does not depend
on n,. Such a comparison is shown in Fig. 9 for N = 4.
From this figure it can be drawn that, if the optical bandwidth
is increased over the value W, = Rq, i.e., n, = 1, the system
performance gets worse. Anyway, passing from n, = 1 to
ne, = 20, the induced sensitivity penalty, for P, = 1079,
is only of 1.5 dB showing that in practical cases, in which
the optical bandwidth is greater than the electrical one, the
induced penalty is sufficiently low.

The penalty due to an enlargement of the optical filter
bandwidth above W, = R, is shown in Fig. 10 for N = 4, &,
and 16. In practice the curve for N = 2 coincides with that
for N = 4 so that it has not been reported in the figure. It can
be observed that increasing the number of levels the optical
bandwidth is less critical.
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Sensitivity Penalty (dB)
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I 20 60 80 100

Optical to Electrical Bandwidth Ratio (nS = WO/RS)

Fig. 10 Sensitivity penalty due to the optical bandwidth enlargement versus
the ratio n between the optical and the electrical bandwidth for systems with
N = 4, 8, and 16. ASE noise limited operation is assumed.
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Fig. 11. Worst-case bit error probability (P, ) for a 4-level system versus
the optical power at the receiver input. Both ASE and thermal noise are
considered, the ratio n, between the optical and the electrical bandwidth
is assumed equal to 10, two values of the optical signal-to-noise ratio at
the receiver input © 4 are considered and the values of the other system
parameters are reported in Table VIL

In conclusion an evaluation of the system performance, both
when the thermal noise or the ASE noise are dominant and
when they are comparable, is shown in Figs. 11 and 12. In
these figures the worst case error probability is reported versus
the optical power at the receiver input for N = 4 and 8,
respectively. The system parameters have the values reported
in Table VII, n, is assumed equal to 10 and different values
of ©®4 are considered.

V. CONCLUSIONS

A novel direct detection optical system is presented based
on polarization modulation (PM-DD). At the transmitter the
optical field is polarization modulated by means of a standard
polarization modulator. At the receiver the Stokes parameters
of the input field are estimated by means of a direct detection
optical front end and a baseband electrical processing. The
Poincaré sphere rotation induced by the fiber is compensated
by means of a pure electronic algorithm and the decision is
performed in the Stokes space. In particular, among the points
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Fig. 12. Worst-case bit error probability (Pe.,) for an 8-level system versus
the optical power at the receiver input. Both ASE and thermal noise are
considered, the ratio n, between the optical and the electrical bandwidth
is assumed equal to 10, two values of the optical signal-to-noise ratio at
the receiver input © 4 are considered and the values of the other system
parameters are reported in Table VIL

associated to the possible symbols, that nearest to the point
representing the received field is assumed to represent the
transmitted symbol.

Both binary and multilevel modulations are considered and
the points constellations in the Stokes space are chosen in such
a way to minimize the distance between adjacent symbols.

If the dominant noise source is the receiver thermal noise
the system performance depends on the instantaneous value
of the fiber birefringence, anyway such dependence can be
maintained quite limited if the optical front end parameters
are carefully chosen.

In the particular case of the interferometric optical front
end, the front end parameters that allow the minimum worst
case bit error probability to be achieved are computed and it is
shown that they also permit to limit the sensitivity fluctuations
due to fiber birefringence within 1 dB.

Using the above parameters the system performance is
calculated for the different multilevel systems obtaining that
the 4-level system achieves the best performance. This
result is carefully justified and commented on since, for
conventional modulation formats, binary systems achieve the
best sensitivity.

When considering doped fiber optical amplifiers, the system
performance is firstly estimated assuming that ASE noise be
dominant. In this case the performance is independent of
both the fiber birefringence and the optical front end structure
whose parameters depend only on the optical signal-to-noise
ratio and the optical bandwidth.

In conclusion the system performance is evaluated consid-
ering both receiver thermal noise and amplifiers induced ASE
noise to obtain a complete description of the system behavior.

For its good sensitivity and high bandwidth efficiency the
proposed system seems promising for applications in high
capacity WDM networks and in high speed parallel data
transmission, even between different processing units of the
same supercomputer.
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TABLE VII
ASSUMED VALUES OF THE SYSTEM PARAMETERS
(Rs INDICATES THE SYMBOL RATE)

Ry Bit Rate . 1 Gb/s
_ Optical wavelength 1.55 pm
R Photodiode Responsivity 1 A/W
Fy Electrical front end noise figure 15 —
R, Electrical front end load 50 Q
resistance
Ty Temperature 300 °K
B, Thermal noise bandwidth R, Hz

TABLE VIII
VALUES OF THE INTERFEROMETRIC OPTICAL FRONT END PARAMETERS
s AND 3, THAT MINIMIZE THE POWER SENSITIVITY FLUCTUATION
AS DUE TO THE FIBER MULLER MATRIX EVOLUTION. MODULATION
FORMATS WITH DIFFERENT NUMBER OF LEVELS N ARE CONSIDERED

N as Bs AS (dB)
2 0.2 0.72 0.004
4 0.63 0.81 0.8
8 0.46 0.81 0.66
16 0.72 0.36 0.7
TABLE IX

VALUES OF THE INTERFEROMETRIC OPTICAL FRONT END PARAMETERS v5 AND Bs
THAT MINIMIZE THE WORST-CASE BiT ERROR PROBABILITY P, .,. MODULATION
FORMATS WITH DIFFERENT NUMBER OF LEVELS N ARE CONSIDERED, AS
REPRESENTS THE POWER SENSITIVITY FLUCTUATION DUE TO THE FIBER
MULLER MATRIX EVOLUTION AND Popt THE RECEIVED OPTICAL POWER

N as Bs Pyt (dBm)  logyg Pew AS (dB)
2 0.54 0.72 -31 —8.57 0.13
4 0.72 0.81 -32 —17.06 08
8 0.72 0.28 —30 —123 1.0
16 0.72 0.9 -31 —6.70 0.8
APPENDIX A

When operating with vectors and linear operators in Eu-
clidean vector spaces Einstein’s convention results to be very
useful to simplify complex formulas and to allow the most
important elements in an equation to be pointed out.

In this notation a vector is referred by means of its coor-
dinates in a given base; for example the vector v = {ve}
is simply referred through its generic coordinate vg. The
subscript index, denominated covariant index, indicates that
v is a vector. On the other hand a linear form (i.e., a linear
operator mapping the elements of a vector space on the related
scalar field) is indicated with w = {w*} or simply with w*,
where k at superscript is denominated contravariant index. It
is to be noted that in some cases subscripts are used not as
index but simply to distinguish different variables indicated
with the same character, for example P, and P,. Anyway the
difference can be drawn from the context.

The difference between v and w can be easily understood
considering v as a “column” of coordinates and w as a “row”.
Applying w to the vector v is equivalent to multiply w and v
as matrices, operation that in this case produces a scalar.
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The above operation can be indicated as follows:
MS

c= wk’l)k = E ’Ll)k’Uk
k=1

where M S is the vector space dimension, ¢ is a scalar
and whenever the index k is repeated, both as covariant
and contravariant index, indicates a summation. In general
whenever the same index is present in an expression both as
covariant and contravariant index, a summation on the whole
space dimension M S is implicit.

A form v can be associated to each vector v so that the scalar
¢ = vv is the norm of the vector v. In the case of Euclidean
spaces the coordinates of v and v are the same, so that the
norm of a vector v is given by the expression |v]? = vFuy,
and, in general, the scalar product ¢ between two vectors v
and u is provided by ¢ = ufv;, = vFuy.

The above formalism for vectors and linear forms can be
extended to any kind of linear and multilinear operators. A
linear operator mapping a Euclidean vector space on itself
can be represented by the set of elements of the representing
matrix A in a given base, ie., as A = {a’g}. With this
formalism the covariant index corresponds to the rows and
the contravariant one to the columns. Using this formalism the
product C between two matrixes A and B can be indicated as
C = {cf} with cf = a}bt.

Finally the formalism can be applied to tensors, viewed
as multilinear operators. For example, given two tensors
A= {aﬁj} and B = {b};]}, the inner product between A
and B, which provides the matrix C{c}}, can be written as
¢k = ak.b}? while the outer product, which gives the tensor
D = {cfh7} as ckhr = ak bhT. Tt is to be noted that in this
last expression no summation is implicit since any index is
replayed neither as covariant nor as contravariant.

(A1)
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