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Abstract—Planar magnetic components using printed-circuit-board (pcb) windings are attractive due to their high repeatability, good thermal performance and usefulness for realizing intricate winding patterns. To enable higher system integration at high switching frequency, more sophisticated methods that can rapidly and accurately model planar magnetics are needed. This paper develops a systematic approach to modeling impedances and current distribution in planar magnetics based on a lumped circuit model named the Modular Layer Model (MLM). Stacked pcb layers are modeled as repeating modular impedance networks, with additional modular impedances representing the magnetic core, air gaps and vias. The model captures skin and proximity effects, and enables accurate predictions of impedances, losses, stored reactive energy and current sharing among windings. The MLM can be used to simulate circuits incorporating planar magnetics, to visualize the electromagnetic fields, and to extract parameters for magnetic models by simulations, among many other applications. The modeling results are checked with results of previous theories and finite-element-modeling approaches, with good matching presented. A group of planar magnetic devices, including transformers and inductors with various winding patterns, are prototyped and measured to validate the proposed approach and clarify the boundaries of its applicability.

Index Terms—Planar magnetics, Analytical approach, Lumped circuit model, Impedances, Current distribution, Maxwell’s equations, 1-D methods.

I. INTRODUCTION

F OR inductors and transformers in high-frequency power conversion applications, windings fabricated in a printed-circuit-board (pcb) process with ferrite cores assembled through holes in the board have become a popular strategy. We use the term planar magnetics for this approach, which offers high repeatability, good thermal performance, and ease of realizing intricate winding patterns [1]–[4]. These advantages makes planar magnetics attractive as switching frequencies increase [5]–[7]. However, the increasing skin and proximity effects and the resulting self and mutual impedances make modeling challenging, especially when parallel windings are included. Previous modeling efforts have estimated ac resistance [8]–[14], predicted parasitics [15]–[17], estimated core losses [18]–[24], extracted parameters by experimental measurements [25], [26], and investigated current sharing among multiple windings [27]–[31]. This has been achieved through means including models using optical system analogies [32]–[36] and discretization-oriented methods [37]–[42], among other approaches. These approaches have different focuses, rely on various assumptions, and sometimes are not easy to use. Numerical methods (e.g., finite-element-modeling (FEM)) [43]–[46] and experimental measurements are widely applicable, but are not analytical and are time-consuming for design optimization. A systematic approach to modeling planar magnetics, which is fully analytical with low computational requirements, provides intuitive insights, and is capable of capturing many parameters under a minimized assumption setup, is needed and is the main focus of this paper.

Models for planar magnetics commonly share two assumptions, in addition to other case-by-case assumptions. The first common assumption is the “1-D” assumption, under which the electromagnetic field and current distribution within and around the conductor change only along the thickness of the conductor (or insulator). This assumption is satisfied in many designs using high-permeability cores as discussed in detail in Section VI. The second assumption is the “MQS” assumption: the electromagnetic field in the planar structure satisfies the Magneto-Quasi-Static (MQS) requirements [47]–[51], in which the time derivative of the electric field (i.e., capacitive effect) can be decoupled from the other terms in Maxwell’s equations and modeled separately with other specific approaches. In a majority of power electronics applications, the MQS assumption is satisfied.

The presented approach requires, and only requires, these two assumptions. The electromagnetic interactions within and among the windings of a planar structure are expressed using the MQS version of Maxwell’s equations. These equations are converted into a lumped circuit model with element values explicitly determined by solutions to diffusion equations. The lumped circuit model bridges the circuit domain and the electromagnetic domain: it allows the electromagnetic field and current distributions to be easily calculated, provides insights into the magnetic structure design, and is useful for analyzing circuits incorporating planar magnetic devices. The modeling approach is applicable to a wide variety of devices, from inductors and coupled inductors to multiple-winding transformers incorporating interleaving among windings, paralleled windings and energy storage (e.g., for flyback transformers). The single frequency (fundamental harmonic) behaviors of this lumped circuit model can be rapidly solved by circuit simulators (e.g., SPICE). With some modifications,
the lumped circuit is also capable of accurately capturing wide-band operation, such as for use in time-domain simulations with many harmonic components. The proposed approach can be applied to various electromagnetic systems, from windings in planar transformers to windings in electric machines.

This paper refines and expands upon our earlier conference publication [52] with updated model derivations, descriptions and enriched experimental verifications. The paper is organized as follows. Section II outlines the terminology used in this paper, and presents an overview of the proposed approach. A step-by-step derivation of the lumped circuit model is provided in Section III. Section IV explains how the lumped circuit model can be applied to circuit simulations, field visualizations and parameter/impedance extractions. The proposed approach is verified through FEM simulations and experimental measurements in Section V. Section VI presents the boundaries of applicability of the model, investigates a few practical design constraints, and quantitatively shows the performance of this approach under these constraints. Finally, Section VII summarizes the paper. A detailed derivation of the lumped circuit model is provided in Appendix I, while Appendix II presents theoretical verifications of the proposed approach by comparing it with existing theories.

II. OVERVIEW OF THE APPROACH

The terminology used in this paper is illustrated in Fig. 1. A planar magnetic structure comprises a winding stack, a magnetic core, and a set of possible air gaps. A winding stack has one or more windings. Each winding comprises one or more turns on one or more layers. Each layer can have multiple turns. Usually, turns on the same layer are connected in series. Each layer has a layer port. Layer ports are connected by electrical vias to form windings. Turns on different layers can be connected in series or parallel, and can be interleaved in various ways. An example winding stack with two windings and a 10:1 primary-to-secondary turns ratio is shown in Fig. 1b. It has four layers: layer 1 and layer 3 have five turns each and are connected in series; layer 2 and layer 4 have a single turn each and are connected in parallel.

The proposed approach is developed based on a lumped circuit model - named the Modular Layer Model (MLM) - which utilizes repeating modular impedance networks to represent stacked pcb layers (or other layer stacks). The concept of using modular networks to model magnetic iterations among multiple layers of windings is not new. Here we highlight two branches of related work to provide the background and clarify the commonalities and differences between the MLM introduced here and other existing circuit models.

Keradec and colleagues modeled multilayer windings in a magnetic component by adapting models for electromagnetic waves propagating in multi-layered media, as is sometimes found in optical systems [32]–[36]. Analogies are made between the circuit domain and the optical domain. This model is simple, analytical and intuitive. However, it requires unwieldy assumptions for the cross-discipline analogies to be fully satisfied. Additional analogies are needed to make the model compatible to other existing models, and/or applicable to more sophisticated cases. Additional analogies, variable matchings and unit-conversions are required to compare, verify and extend this approach. Nevertheless, this set of papers introduces a very valuable analytical framework for mapping electromagnetic relationships among layers into connections of three-port circuit blocks, an approach we also adopt.

Lopera and colleagues also developed computational models to capture the behavior of magnetic components comprising electromagnetic fields diffusing through multilayer magnetic windings [37]–[42]. Each layer is discretized into multiple small units. Each unit is represented by a lossy transmission line model. Multiple transmission-line structures are interconnected to model the whole magnetic component. The behavior of the resulting system is found using numerical methods (e.g., with a circuit simulator), essentially placing the burden of solving for the electromagnetic response onto the circuit simulator. This branch of approaches also uses repeating impedance networks to analytically represent layers, but is more similar to finite-element-modeling because each conductor layer is further discretized. The accuracy of the model depends on the discretization resolution. Empirical design rules are required to choose the appropriate discretization resolution that balances the model complexity and accuracy [41]. The other disadvantage of discretization is that the dependence of the device impedance on the geometry parameters cannot be explicitly expressed using equations. Because the burden of computing the magnetic response (e.g., diffusion of magnetic fields into conductors and the resulting behavior in the electrical domain) is placed on the circuit simulator, extensive computational resources may be required. An analytical solution would also be especially desirable for situations where large numbers of cases must be run (e.g., as when optimizing winding structures). Nevertheless, discretization enables these group of techniques capturing 2-D cases [39], which is an unique advantage compared to other 1-D analytical methods. Another unique, and very useful characteristic of this approach is that its impedance values are not frequency dependent [37].

Fig. 1. (a) Cross-sectional view of a planar magnetic structure. It comprises a magnetic core, a winding stack and a set of possible air gaps. (b) Winding stack of an example two-winding, four-layer transformer with 10:1 turns ratio.
The proposed approach takes on the advantages of each of the above-described models: 1) It is developed directly from basic electromagnetic theories, which allows it to be easily interpreted and rapidly implemented; 2) It relies on very few assumptions, thus allows us to study the applicability and limitations of this “1-D” and “MQS” analysis framework with minimum constraints, and to further expand the model; 3) It provides analytical solutions for the magnetic fields and resulting electrical characteristics, provides clear design guidelines for where the underlying modeling assumptions hold, including estimates of the degree of error incurred by adopting them, making the approach highly useful in practice. The approach is presented with a focus on emphasizing the physical nature of its analysis framework, while retaining its theoretical integrity, implementation flexibility and application generality.

III. GENERATING THE LUMPED CIRCUIT MODEL

The development of the lumped circuit model begins by deriving a modular impedance network for a single turn on a layer (referred to here as a one-turn layer). This modular network is repeated and extended to model multiple layers with multiple turns. The magnetic core, the air gaps and the cross-layer connections (electrical vias) place additional boundary conditions on the impedance networks, and are modeled by additional components in the lumped circuit model. To make the model compatible with circuit analysis, linear conversions (ideal transformers) and electrical interconnects are used to link the electromagnetic domain to the circuit domain.

A. Modeling a one-turn layer.

Fig. 2a shows the geometry of a one-turn layer (e.g. one layer in an E core), with length \( d \), width \( w \), and thickness \( h \). This single turn carries a current \( I \) (having current density \( J \) with units “A/m²” pointing towards the \( y \)-axis, and integrated surface current density, current per width \( K \) with units “A/m” distributed along the \( x \)-axis). This current induces a voltage \( V \) across its two terminals. \( E_T \) is the magnetic field (\( H \) field) strength on the top/bottom surface of the layer (along the width). \( E_T | E_B \) is the electric field (\( E \) field) strength on the top/bottom surface of the layer (along the length). As derived in Appendix I-A, solving the 1-D diffusion equation in the conductor under MQS conditions, with the specified boundary conditions [48], and applying Ohm’s Law \( (\text{for} \sigma E; \ \text{where} \ \sigma \text{is the conductivity of this conductor}) \) gives the relationship between the magnetic fields and electric fields on the top and bottom surfaces, and the integrated surface current density \( K \) carried by this layer:

\[
E_T = Z_a H_T + Z_b K
\]

\[
E_B = \frac{Z_b K}{\Omega a/m} - \frac{Z_a H_B}{\Omega a/m}. \quad (1)
\]

Here \( Z_a \) and \( Z_b \) are two complex impedances (with units of \( \Omega \)) explicitly determined by the geometry of the structure and the operating angular frequency \( (\omega) \), and are given by

\[
Z_a = \frac{\Psi (1 - e^{-\Psi \delta})}{\sigma(1 + e^{-\Psi \delta})}, \quad (2)
\]

\[
Z_b = \frac{2\Psi e^{-\Psi \delta}}{\sigma(1 - e^{-2\Psi \delta})} \quad (2)
\]

Here \( \Psi = \frac{1 + i}{\delta} \), where \( \delta = \sqrt{\frac{2}{\omega \mu \sigma}} \) is the skin depth of the conductor and \( \mu \) is its permeability. Also, \( H_T, H_B, I \) and \( K \) are related through Ampere’s Law:

\[
(H_T - H_B)w = I = Kw. \quad (3)
\]

All variables \( (E, H, V, I, Z, \text{etc.}) \) are complex variables. Since \( H_T, H_B, \) and \( K \) are related to current (units: \( A/m \)), \( E_T \) and \( E_B \) are related to voltage (unit: \( V/m \)), and \( Z_a \) and \( Z_b \) are impedances (unit: \( \Omega \)), Eq. (1) and (3) can be considered as the Kirchhoff’s Voltage Law (KVL) and Kirchhoff’s Current Law (KCL) determining a three-terminal impedance network, as shown in Fig. 2b, with impedance values calculated with (2). A related circuit configuration can be found in [32]. Compared to Keradec’s derivation, our derivation is self-consistent without making cross-discipline analogies. Variables and relationships have circuit domain definitions, representing different field-to-circuit mapping relationships. For example, the \( E \) field in our derivation is the actual physical electric field commonly used in magnetic modeling (i.e. \( E = V/d \)). While in Keradec’s derivation, optical wave propagation concepts such as “electrostatic field” and “induced electric field” were borrowed.

B. Modeling two adjacent layers.

Figure 3a shows the geometry of two adjacent one-turn layers separated by a spacing (created with an insulator) between them. Based on the previous derivation, the electromagnetic fields around and within each layer can be described by the following two sets of equations

\[
\begin{align*}
\text{Layer 1:} & \quad \begin{cases} 
E_{T1} = Z_{a1} H_{T1} + Z_{b1} K_1 \\
E_{B1} = Z_{a1} K_1 - Z_{a1} H_{B1} \\
H_{T1} - H_{B1} = K_1 \\
wK_1 = I_1.
\end{cases} \\
\text{Layer 2:} & \quad \begin{cases} 
E_{T2} = Z_{a2} H_{T2} + Z_{b2} K_2 \\
E_{B2} = Z_{a2} K_2 - Z_{a2} H_{B2} \\
H_{T2} - H_{B2} = K_2 \\
wK_2 = I_2.
\end{cases}
\end{align*}
\]
Here $H_{T1}|_{B_{1i}}$ is the magnetic field strength on the top/bottom surface of the layer $i$; $E_{T1}|_{B_{1i}}$ is the electric field strength on the top/bottom surface of layer $i$; $Z_{ai}$ and $Z_{bi}$ are complex impedances of layer $i$ defined by the geometry and frequency; $I_i$ is the current that is carried by layer $i$. Based on (4), layer 1 and layer 2 can be represented by two modular impedance networks labeled as “Layer 1” and “Layer 2” in Fig. 3b. Also labeled are the associated electromagnetic field variables on the top and bottom surfaces of each layer.

The electromagnetic fields surrounding the two layers are related by the magnetic flux flowing in the spacing between them ($\Phi_{S12}$). The spacing has a thickness $a_1$, width $w$ and length $d$. From flux continuity, the magnetic field strength in the spacing, $H_{S12}$, equals $H_{B1}$ and $H_{T2}$. Considering the voltage loops on the bottom surface of layer 1, and on the top surface of layer 2 (including layer external wires and sources surrounding the center post), and using Faraday’s Law and flux continuity (as shown in Appendix I-B), the magnetic flux flowing through the center post across the two surfaces, $\Phi_{B1}$ and $\Phi_{T2}$, can be written as functions of the electric fields on the two layer surfaces ($E_{B1}$, $E_{T2}$), as well as the external voltages applied to the two layer ports ($V_1$ and $V_2$), such that

$$
\begin{cases}
  j\omega\Phi_{B1} = V_1 - dE_{B1} \\
j\omega\Phi_{T2} = V_2 - dE_{T2} \\
\Phi_{B1} + \Phi_{S12} = \Phi_{T2} \\
H_{S12} = \frac{\Phi_{S12}}{j\omega \mu_0 a_1}
\end{cases}
$$

(5)

Here the permeability of the space (insulator) between the two layers is assumed to be $\mu_0$. Thus, the magnetic field in the spacing, $H_{S12}$, can be expressed as

$$
H_{S12} = \frac{1}{j\omega \mu_0 a_1} \left( \frac{V_2}{d} - E_{T2} - \frac{V_1}{d} + E_{B1} \right).
$$

(6)

Defining $Z_{S1} = j\omega \mu_0 a_1$ gives

$$
H_{S12} = \frac{Z_{S1}}{\omega/m} = \frac{V_2}{d} - E_{T2} - \frac{V_1}{d} + E_{B1}.
$$

(7)

Eq. (7) is an important KVL relation that links the two impedance networks. The resulting lumped circuit model for two adjacent layers is shown in Fig. 3b. Note that the integrated surface current densities, $K_1$ and $K_2$, need to be linearly converted into external layer currents $I_1 = wK_1$ and $I_2 = wK_2$. These linear conversions are modeled with current-dependent-current-sources (CDCS) with gains of $w$ (layer width). According to Eq. (7), linear conversions are also required to convert the induced layer port voltages $V_1$ and $V_2$ to electric fields $\frac{V_1}{d}$ and $\frac{V_2}{d}$. These linear conversions are modeled with voltage-dependent-voltage-sources (VDVS) with gains of $\frac{1}{d}$. These VDVSs and CDCSs are paired up for each layer and labeled as “layer ports” in Fig. 3b.

The modeling of the layer port becomes simpler and more straightforward if we consider a general case when there are multiple series-connected (concentric) turns on one or many layers. Figure 4a shows an example setup with layer 1 having two series-connected turns, and layer 2 having a single turn. In a general case, assume layer $i$ has $m_i$ turns, and all turns have the same width $- \frac{w}{m_i}$, thickness $- h_i$ and length $- d$.

Fig. 3. Two one-turn adjacent layers: (a) planar geometry and (b) impedance network model with “V/m”, “A/m” and “I” as the internal units. The variables on one side of the dependent sources are $H$, $E$ and $K$. They are in the electromagnetic domain. The variables on the other side of the dependent sources are voltages and currents. They are in the circuit domain.

Fig. 4. Two adjacent layers - layer 1 has two series-connected turns ($m_1 = 2$), and layer 2 has a single turn ($m_2 = 1$): (a) planar geometry and (b) impedance network model with “V”, “A”, and “I” as the internal units. This system is entirely in the circuit domain. The circuit architecture is determined by using Maxwell’s equations as KVL and KCL rules. The complex impedances are determined by solutions to 1-D diffusion equation under MQS conditions.

$H_{T1}$, $H_{B1}$ and $K_i$ are linearly related to $I_i$: $I_i = \frac{wK_i}{m_i} = \frac{w(H_{T1} - H_{B1})}{m_i}$. Also the $\Phi_i$ on the top/bottom surfaces of layer
i is linearly related to $E_i$ and $V_i$ on the top/bottom surfaces: 

$$j\omega \Phi_i = \frac{V_i}{m_i} - dE_i.$$ 

Eq. (4) and (7), which were developed for single-turn layers and were represented with the circuit of Fig. 3b, generalize to the following set of equations including $m_1$ and $m_2$ as parameters:

***Layer 1***:

$$dE_{T1} = \frac{wH_{T1}}{A} \frac{dZ_{a1}}{\Omega} + wK_1 \frac{dZ_{b1}}{\Omega},$$

$$\frac{dE_{B1}}{m_1} = -wH_{B1} \frac{dZ_{a1}}{\Omega},$$

$$H_{T1} - H_{B1} = K_1,$$

$$wK_1 = I_1 m_1.$$

***Layer 2***:

$$dE_{T2} = \frac{wH_{T2}}{A} \frac{dZ_{a2}}{\Omega} + wK_2 \frac{dZ_{b2}}{\Omega},$$

$$\frac{dE_{B2}}{m_2} = -wH_{B2} \frac{dZ_{a2}}{\Omega},$$

$$H_{T2} - H_{B2} = K_2,$$

$$wK_2 = I_2 m_2.$$

Spacing:

$$\frac{V_1}{m_1} - \frac{dE_{T1}}{m_1} + \frac{dE_{B1}}{m_1} = \frac{wH_{S1}}{A} \frac{dZ_{S1}}{\Omega}.$$

This reorganized equations has individual terms having circuit domain units ("V", "A", "Ω"). It can be represented by a clarified lumped circuit model as shown in Fig. 4b. By linearly scaling all impedances with a geometry factor $\frac{d}{w}$, all dependent sources (VDVSs and CDCSs) can be replaced by ideal transformers\(^1\) with turns ratios of $m_1$ and $m_2$, directly representing the numbers of physical turns on each layer. With these linear conversions\(^2\), all variables in Fig. 4b are entirely in the circuit domain.

C. Modeling the magnetic core and the air gaps

Consider a planar structure with $n$ layers, one magnetic core and two air gaps as shown in Fig. 5. The number of series-connected turns on layer 1 to layer $n$ are $m_1$ to $m_n$, respectively. The core has a gap of length $g_1$ in the outer legs, and a gap of length $g_2$ in the center post (the total gap length is $g_1 + g_2$). The cross sectional area of the air gap in the center post is $A_c$, and in the outer area of $\frac{A}{2}$. The thicknesses of layers 1 to $n$ are $h_1$ to $h_n$, respectively. The spacing thickness between layer $i$ and layer $(i + 1)$ is $a_i$. The spacing thickness between the top surface of layer 1 and the magnetic core is $b_t$. The spacing thickness between the bottom surface of layer $n$ and the magnetic core is by. The thickness of the top side of the core is $c_i$; the thickness of the bottom side of the core is $c_o$. The magnetic field strength on the top/bottom surface of the layer $i$ is $H_{T1} | H_{B1}$. The electric field strength on the top/bottom surface of layer $i$ is $E_{T1} | E_{B1}$. The magnetic flux flowing through the center post across the top/bottom surfaces of layer $i$ is $\Phi_{T1}$ and $\Phi_{B1}$. The currents that flow through layers 1 to $n$ are $I_1$ to $I_n$. The induced voltages of layers 1 to $n$ are $V_1$ to $V_n$. The reluctance of the top side of the core is $R_T$, carrying magnetic flux $\Phi_T$. The reluctance of the bottom side of the core and the air gap is $R_B$, carrying magnetic flux $\Phi_B$. Note that $R_T$ and $R_B$ include the reluctances of the spacings (between the winding stack and the core) and the magnetic core itself. As shown in Fig. 5, $\Phi_{T1}$ and $\Phi_{B1}$ are the summations of the flux carried by the spacings and the magnetic core ($\Phi_{T1} = \Phi_{ts} + \Phi_T$, $\Phi_{B1} = \Phi_B - \Phi_{bs}$).

We investigate how to rigorously represent these variables and their relationships in the lumped circuit model. The lumped model for the $n$ conductor layers, and the $n-1$ spacings among them can be generated by simply repeating the modular network of each layer and spacings between two conductor layers (simply extending Fig. 4b). The magnetic core and the air gaps impose additional boundary conditions, and hence add additional circuit elements. Derived from the magnetic reluctance circuit model as shown in Appendix I-C, variables on the top and bottom of the layer stack ($E$, $V$, and $H$) are related by the reluctances of the top and bottom side of the core ($R_T$ and $R_B$):

$$dE_{T1} = \frac{V_1}{m_1} - \frac{j\omega R_T}{m_1} w H_{T1},$$

$$dE_{B1} = \frac{V_n}{m_n} - \frac{j\omega R_B}{m_n} w H_{B1}.$$  

We define two impedances:

$$Z_T = j\omega R_T,$$

$$Z_B = j\omega R_B.$$  

Eq. (9) can be rewritten as
The KVL and KCL rules of the circuit shown in Fig. 6 is interchangeable with the electromagnetic constraints imposed by the MQS version of Maxwell’s equations. Solving this circuit model is equivalent to solving the Maxwell’s equations. All impedances are calculated explicitly with formulas using the geometry of the planar structure and the operating frequency. All parameters \( m, d, w, h, \) etc.) have clear physical meanings. All physical variables (\( V, I, wH_B, wHT, \Phi_T, \Phi_B, \)) are mapped one-to-one with across and through variables (voltages and currents) in the circuit model and can be found by circuit analysis. All units are compatible with electrical circuit analysis methods (measured in “V”, “A” and “Ω”). Since the model is rigorously derived based on the 1-D and MQS assumption without using additional analogies/assumptions, the modeling of each element of the system are strictly compatible with other existing techniques specified for each individual element. For example, resistances in shunt with \( Z_T \) and \( Z_B \), calculated using conventional core loss estimation approach, can be included to capture the core loss and its impacts on winding loss. The non-linear characteristics of the core can be modeled by replacing \( Z_T \) and \( Z_B \) with non-linear impedances.

### D. Modeling cross-layer connections

In a PCB magnets with many turns, multiple layers are usually connected by cross-layer connections (electrical vias) in series or parallel to form complete windings. Layers of different windings can be interleaved in multiple ways. These electrical vias brings additional constraints, and can be realized by connecting the corresponding layer ports in the same pattern as they are connected in the physical circuit. For example, consider the case where layer \( i \) and layer \( j \) are connected in series to form winding \( a \), driven by voltage \( V_a \) and carrying current \( I_a \), and layer \( k \) and layer \( l \) are connected in parallel to form winding \( b \), driven by voltage \( V_b \) and carrying net current \( I_b \). The following four KCL or KVL constraints

\[
\begin{align*}
V_i + V_j &= V_a \\
V_k &= V_l = V_b \\
I_i &= I_l = I_a \\
I_k + I_l &= I_b,
\end{align*}
\]
are added to the existing Maxwell’s equations (i.e. (8) and (11)). These constraints can be naturally included in the lumped circuit model by connecting the layer ports of layer $i$ and layer $j$ in series, and connecting the layer ports of layer $k$ and layer $l$ in parallel, as shown in Fig. 7.

Note that this treatment does not include the impedances of the cross-layer interconnects and inter-winding capacitances. Without making additional assumptions/approximations (that may violate the “1-D” or “MQS” assumption), these effects cannot be rigorously included under this analysis framework, and thus are beyond the capability of this lumped circuit model. In many designs, the cross-layer interconnects and capacitances can be approximated by isolating the electro-quasi-static (EQS) and magneto-quasi-static (MQS) characteristics [48], and thus be modeled as additional impedances that are not mutually correlated with those already modeled impedances. A few example place holders for modeling the impedances of the interconnects ($Z_{cnt1}$, $Z_{cnt2}$), vias ($Z_{via}$), and parasitic capacitances (common-mode, differential-mode) are also shown. The interconnect impedances and parasitic capacitance values can be estimated using techniques such as those developed in [58], [59].

E. Summary of the lumped circuit model

The generation of the lumped circuit model can be summarized as a step-by-step procedure. All variables are the same as previously defined.

1) Conductor layers: Each conductor layer $i$ is modeled as a three-terminal impedance network comprising two “horizontal” impedances $\frac{d}{d}Z_{ai}$ and one “vertical” impedance $\frac{d}{d}Z_{bi}$. The values of $Z_{ai}$ and $Z_{bi}$ are determined by the thickness of the layer ($h_i$) of this layer, parameters of the conductive material ($\mu_i$, $\sigma_i$), the angular operating frequency ($\omega$), $\Psi_i = \frac{1}{\sigma_i}$, and $\delta_i = \sqrt{\frac{2}{\omega \mu_i \sigma_i}}$.

$$Z_{ai} = \frac{\Psi_i(1 - e^{-\Psi_i h_i})}{\sigma_i(1 + e^{-\Psi_i h_i})}$$

$$Z_{bi} = 2\Psi_i e^{-\Psi_i h_i}$$

The geometry factor of $\frac{d}{d}$ is applied to $Z_{ai}$ and $Z_{bi}$ to bring the results into the circuit domain. Under the 1-D assumption, all layers can be approximated to have the same effective length $d$ and total width $w$, although they may have different numbers of series-connected turns ($m_i$). The clearances between two adjacent turns on the same layer, and between the conductor and the ferrite core should be minimized. The impacts of these clearances are investigated in Section VI-B.

2) Layer ports: Each conductor layer has a layer port. It performs linear conversions, and allows connections to other layers through electrical vias. The interconnection into the electromagnetic model at the layer port is realized with an ideal transformer, whose turns ratio equals the number of series-connected turns on that layer ($m_i$).

3) Spacings: The spacings between adjacent layers are modeled by impedances. The interconnect impedance between layer $i$ and layer ($i + 1$) is $\frac{d}{d}Z_{S1}$, where

$$Z_{S1} = j\omega \mu_i \alpha_i.$$  

Here the spacing between layer $i$ and layer ($i + 1$) has thickness of $\alpha_i$ and permeability of $\mu_i$.

4) Magnetic core and air gaps: The effect of the magnetic core and air gaps are modeled by additional impedances on both sides of the circuit. The impedances representing the top and bottom of the magnetic core are $Z_T$ and $Z_B$, where

$$Z_T = j\omega R_T$$

$$Z_B = j\omega R_B.$$  

Here $R_T$ and $R_B$ are the reluctances of the top and bottom of the core, respectively, including the reluctance of any gaps in the core in each of those positions. Core loss and its impacts can be captured by adding appropriate shunt resistances.

5) Cross-layer connections: The final step is to connect the layer ports of all modular impedance network in the same pattern as they are connected in the physical circuits. Cross layer capacitances and interconnect impedances can be modeled as independent elements as shown in Fig. 7.

The lumped circuit model is completed up to this step. This model has frequency-dependent impedances, and thus can only rigorously capture single-frequency behaviors. The model can be applied in fundamental harmonic analysis even when significant harmonics are presented. The modeling accuracy is usually sufficient for making preliminary engineering design choices. Further expansions can be made to model systems with wide frequency range by various known techniques. One way is to simply repeat the modeling approach at each independent frequency of interest (utilized in this paper). The other way is to generate more complicated impedance networks to capture behavior over a wide frequency range. Methods in this type include simple first- or second-order approximate
networks [32], and discretized numerically-fitted networks [38]. Designers can make tradeoffs between model simplicity and accuracy by choosing and mixing these techniques.

IV. APPLICATIONS

A. Generating netlists for circuit simulation

The lumped circuit model shown in Fig. 6 (and shown in Fig. 7 with cross-layer connections included) can be solved analytically. More conveniently, it can be described by a netlist, and directly solved with a circuit simulator, such as SPICE. For example, a layer with \( m_i \) series-connected turns can be represented by a lumped circuit model as shown in Fig. 8a, and described by a netlist as shown in Fig. 8b. Since the generation of the lumped circuit model follows a step-by-step procedure, the full netlist of the pcb magnetic can be rapidly synthesized by a computer program which calculates the impedance values based on geometry information and exports a netlist. Circuit simulations can be used to determine the current flowing through each winding and each layer, to calculate the magnetic field strengths at the surface of each conductor, to predict the loss on each layer, and to perform small signal analysis between two ports. Since the impedance values are calculated analytically and explicitly using the solutions to 1-D diffusion equations, this circuit simulation captures the skin and proximity effects, allowing impedances, losses, reactive energy, current sharing, etc., to be determined with the magnets netlists simulated with the circuits.

B. Field visualization

This lumped circuit model also provides insight into the design of the magnetic structure. Fields at the surfaces of conductors solved using the lumped circuit model (i.e. \( H_T \), \( H_B \) and \( K \)) can be used in calculating the fields and current densities inside the conductors using known formulations. For example, based on knowing the fields at the conductor surfaces (\( H_T \) and \( H_B \)) and the solutions to 1-D diffusion equations (Appendix I-A), the \( H \) field strength inside the conductor as a function of the distance from the surfaces can be found by

\[
H_x(z) = \frac{H_T \sinh(\Psi z) + H_B \sinh(\Psi(h-z))}{\sinh(\Psi h)}. \tag{17}
\]

Note \( H_x(z) \) points towards the \( x \)-axis, and varies along the \( z \)-axis (the axes directions were defined in Fig. 2). Using Ampere's Law, \( J_y(z) = \nabla \times H_x(z) \), the current density distribution in the conductor, \( J_y(z) \), is

\[
J_y(z) = \Psi \left[ \frac{H_T e^{\Psi h} - H_B e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} - \frac{H_B e^{\Psi h} - H_T e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} \right]. \tag{18}
\]

The loss in each layer can be calculated by \( \frac{\sigma}{2\pi} \int_0^h |J_y(z)|^2 dz \). Finally, using Ohm's Law, \( E_y = \sigma J_y \), the electric field distribution inside the conductor, \( E_y(z) \), is

\[
E_y(z) = \frac{\Psi}{\sigma} \left[ \frac{H_T e^{\Psi h} - H_B e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} - \frac{H_B e^{\Psi h} - H_T e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} \right]. \tag{19}
\]

Hence, the field distribution and the current densities in the magnetic structure, within and outside the conductors along the thickness \( z \)-direction, can be rapidly and explicitly solved and visualized (as demonstrated in Fig. 22).

C. Parameter/impedance extraction by simulation

Numerous ways of modeling magnetic devices with simpler circuit models have been developed [47]–[51]. To determine the parameters of many of these models, experimental measurements are required. For example, open- and short-circuit measurements are used to extract the parameters of the inductance matrix [49] and inductance-based cantilever model [26]. Well conducted experimental measurements undoubtedly capture the most information. However, the accuracy of experimental measurements is limited by many practical constraints (e.g., instrument capability, non-ideal open- and short-connections, etc.). The layer port configuration of the MLM model is similar to a physical multi-port planar magnetic structure, it can be analyzed and simulated similar to many experimental measurements (e.g. open- and short-circuit tests), while many practical constraints are avoided. It well captures major electromagnetic interactions and requires few approximations. As a result, by simulating the netlist (i.e. open- and short-circuit tests), one can use the MLM to rapidly extract parameters and generate simpler circuit models, e.g. synthesizing an impedance matrix description as demonstrated in Table II and Fig. 23, or determining self- and mutual-resistances among different windings [9].

V. Model Verification and Application Examples

As part of model verification, the model has been checked against prior known results, including energy storage predictions based on the Poynting’s theorem, current distribution at dc, and Dowell’s results for series-connected multilayer windings [8]. The check for Poynting’s theorem verifies the model with energy conservation rule, and current distribution at dc and the derivation of Dowell’s formula can be viewed as special representations of general case. These theoretical checks examine the MLM model from many different perspectives, and are presented in Appendix II.

To further verify the model, we compare the modeling results against FEM simulations and experimental measurements. These verifications also serve as application examples.
to demonstrate how to use the model in practical designs. Figure 9 shows the geometry of a selected example structure. It has one turn 17 μm thickness (half oz) copper layers, fabricated using two 0.787 mm (31 mil) thickness double-sided copper boards with FR4 material as the core. A 0.14 mm thickness polyimide (Kapton) film is used as the spacing insulator between the two copper boards. Seven ELP22 cores of MnZn ferrite (Epcos N49) are lined up to make a long structure with impedances that were high enough to be accurately measured. Under this setup, since the permeability of the core is very high, the 1-D assumption is satisfied. In all following modeling calculations, \( \mu_0, \mu_r, \) and \( \sigma \) are selected to be \( 4\pi \times 10^{-7} \text{H m}^{-1}, 1500, \) and \( 5.8 \times 10^7 \text{S m}^{-1}, \) respectively. Cases with fewer cores and shorter length were also checked to study when the feasible range of the 1-D assumption. The frequency range for testing was 10 kHz to 100 MHz. Two impedance analyzers - Agilent 4192A (5Hz-13MHz) and Agilent 4395A (100kHz-500MHz) - are calibrated and utilized to cover this frequency range. The operating temperature was selected to be 20°C. Fig. 10 shows a few pictures of these prototypes. For each group of devices, interleaving patterns can have significant impact on the impedances and current distributions, as does the spacing of the pcb layer stacks. Three types of configurations, which represent a majority of possible interleaving patterns, are prototyped by connecting the four copper layers in three ways:

1) **1:1 transformers with parallel-connected layers:** two layers are connected in parallel as a one-turn winding; two layers are connected in parallel as another one-turn winding.

2) **2:1 transformers with hybrid series-parallel-connected layers:** two layers are connected in series as a two-turn winding; two layers are connected in parallel as a one-turn winding.

3) **One-turn inductors with parallel-connected layers:** two layers are selected and connected in parallel as a one-turn winding; the other two layers are not presented (this prototype is manufactured using two single-sided copper boards).

The goal is to compare the predicted and measured ac resistance \( R_{ac} \) and ac inductance \( L_{ac} \) in these structures under the setup as shown in Fig. 11 when they are operating in the 10 kHz to 100 MHz frequency range.

A. **1:1 transformers with parallel-connected layers**

Figure 12 shows three different ways of connecting the four layers in a 1:1 transformer having two paralleled layers in each winding, including one “non-interleaved” option, one “alternating” interleaved option, and one “symmetric” interleaved option. The measurement setup is shown in Fig. 11a. This setup avoids exciting the magnetizing flux path in the core, and thus isolates the impact of core losses on the verification results. Cases when the core is excited is separately presented in Section V-C. Figure 13 shows the lumped circuit models for the four layer structures. Note that in this setup, the impedances associated with the top and bottom magnetic cores \( Z_T \) and \( Z_B \) in Fig. 6) carry no flux. Considering cross-layer connections (electrical vias), three simplified circuits shown in Fig. 14 are generated. One can easily analyze these circuits, and compare the \( R_{ac} \) and \( L_{ac} \) in each case.

In addition, FEM models for these structures are analyzed using the ANSYS Maxwell 2-D FEM simulation package (version 16.0, 64-bit). Figure 15 shows the magnetic field strength in the three structures when they are operating at 10 MHz. The dissipated power \( P_{ac} \) and stored reactive energy \( E_{ac} \) in these structures as a function of frequency are found by the software, leading to the simulated \( R_{ac} \) and \( L_{ac} \) determined by FEM methods. Finally, the ac resistance \( R_{ac} \) and ac inductance \( L_{ac} \) of these transformers are measured with the impedance analyzers using the setup shown in Fig. 11. As shown in Fig. 16, the results from analyzing the lumped circuit model match extremely well with FEM simulations.
experimental measurements. A few practical constraints that may cause the mismatches are investigated in Section VI.

It is known that as the operating frequency increases, skin and proximity effects change the current distribution, changing the real and reactive impedances of a magnetic device. These effects are often extremely difficult to analytically and quantitatively determine when there are parallel layers, multiple windings and/or multiple interleaving options. The proposed approach is a powerful tool to systematically study and control these complicated frequency dependent effects. Many qualitative and quantitative findings can be observed from Fig. 16; among those are:

1) Starting from 100 kHz, interleaved designs (“alternating” and “symmetric”) have lower loss than the non-interleaved design (“non-interleaved”). The loss reduction can be as high as 50% at 10 MHz.
2) Between the two interleaved structures, the loss of the “symmetric” design can be up to 37.5% lower than that of the “alternating” design at 10 MHz. This is because the current directions in layers 2 and 3 are opposite to each other in the “alternating” design, with narrow spacing in between. A big portion of the current concentrates in layers 2 and 3, causing high loss. This may alternatively be viewed as the “alternating” design having more circulating current in the parallel layers and hence higher loss. As the proposed model well predicts this effect, the model is well suited to selecting interleaving configurations (especially when there are parallel layers) to minimize loss.
3) Which interleaving pattern has higher ac resistance actually depends on the pcb layer stack spacings. Figure 17 shows two selected layer stacks for comparison purposes. One layer stack has thin polyimide film (0.14 mm) as the middle spacing layer (Thin-Mid-Layer). This layer stack is also the default layer stack used in this paper. The other layer stack, in comparison, employs a thick FR4 board (1.574 mm) as the middle spacing layer (Thick-Mid-Layer). The winding width, length, height, core shape and other experimental aspects are kept the same as described in Fig. 9. The $R_{ac}$ and $L_{ac}$ in the two pcb layer stacks with different interleaving patterns are shown in Fig. 18. With the “Thin-Mid-Layer” layer stack, the “symmetric” design has significantly lower $R_{ac}$ than the “alternating” design. With the “Thick-Mid-Layer” layer stack, however, the “symmetric” design has slightly higher $R_{ac}$ than the “alternating” design. This example illustrates the importance of considering layer spacing in selecting an interleaving scheme, and demonstrates that the MLM can be used to select the optimal interleaving structure that has the minimum $R_{ac}$ for a chosen pcb stack spacing, and to optimally select pcb stack spacings/materials.
4) The change of the ac resistance is caused by the redistribution of current and magnetic field, which also changes the reactive impedance of the planar structure (e.g., leakage inductances of transformers). The proposed approach can be used to select an interleaving structure that has the most appropriate reactive impedance. As shown in Fig. 18, for the “Thin-Mid-Layer” layer stack, the “non-interleaved”
design has high $L_{ac}$ at low frequencies because it excites high magnetic fields in both the side spacings and the middle spacing. The $L_{ac}$ of the “non-interleaved” design and “alternating” design drop as the frequency increases, because as current concentrates in the middle layers, energy stored in the spacings and within conductors decreases.

Considering various interleaving patterns and PCB layer stacks, the proposed approach can be used to model the
reactive impedance in a magnetic device, enabling multiple design tradeoffs to be made integrally (e.g. when designing a pcb integrated transformer for an LLC converter).

5) Fig. 20 shows the experimentally-measured magnitudes ($|Z|$) and phases ($\angle Z$) of the impedances of the “alternating” interleaved design across the 10 MHz-200 MHz range for the configuration shown in Fig. 11a. The device is inductive when the frequency is lower than 128.31 MHz, and becomes capacitive when the frequency exceeds 128.31 MHz. This threshold frequency is usually referred to as the “resonant frequency”, which is determined by the inductive and capacitive characteristics of the winding layers. As shown in Fig. 16, the modeling/experimental mismatch starts to increase significantly as the frequency approaches the resonant frequency (i.e. frequencies approaching 100 MHz). Under the EQS assumption, the estimated capacitance of the “alternating” interleaved design is 120.04 pF. Following the configuration of Fig. 7, this capacitance is connected in parallel with the estimated ac inductance, resulting in an estimated resonant frequency of 162.41 MHz. Many other effects (e.g. interconnects, 2-D effects, 3-D effects, manufacturing mismatches) are not considered in this estimation.

B. 2:1 transformers with hybrid-series-parallel layers

The purpose of this experiment is to verify the effectiveness of the proposed approach for modeling planar magnetics with hybrid series- and parallel-connected layers, and to demonstrate more application examples. Figure 19 shows three different ways one may connect the four layers to construct a 2:1 transformer with both series- and parallel-connected layers. Two layers are series-connected as a two-turn primary winding, and two layers are parallel-connected as a one-turn secondary winding. Because the primary current is twice as large as the secondary current, a “parallel-primary series-
TABLE I
CALCULATED LOSS IN THE FOUR LAYERS OF THE “ALTERNATING” AND “SYMMETRIC” INTERLEAVED TRANSFORMERS UNDER THE SETUP OF FIG. 11B, WHEN THEY ARE OPERATING AT 10 MHz AND 100 MHz AND DRIVEN BY A 1 A RMS SINUSOIDAL CURRENT IN THE TWO SERIES-CONNECTED LAYERS, AND A 2 A RMS SINUSOIDAL CURRENT IN THE TWO PARALLEL-CONNECTED LAYERS.

<table>
<thead>
<tr>
<th>Loss in Each Layer # (mW)</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternating, 10 MHz</td>
<td>24.7</td>
<td>79.6</td>
<td>24.1</td>
<td>0.7</td>
<td>129.1</td>
</tr>
<tr>
<td>Symmetric, 10 MHz</td>
<td>24.7</td>
<td>24.7</td>
<td>24.7</td>
<td>24.7</td>
<td>98.8</td>
</tr>
<tr>
<td>Alternating, 100 MHz</td>
<td>62.7</td>
<td>100.3</td>
<td>44.4</td>
<td>1.7</td>
<td>209.1</td>
</tr>
<tr>
<td>Symmetric, 100 MHz</td>
<td>62.7</td>
<td>62.7</td>
<td>62.7</td>
<td>62.7</td>
<td>250.8</td>
</tr>
</tbody>
</table>

White: series-connected layers; Grey: parallel-connected layers.

TABLE II
EXTRACTED IMPEDANCE MATRICES OF THE “ALTERNATING” AND “SYMMETRIC” INTERLEAVED TRANSFORMERS WHEN THEY ARE OPERATING AT 10 MHz AND 100 MHz. THE POLARITIES OF THE VOLTAGES AND CURRENTS ARE DEFINED IN FIG. 23.

<table>
<thead>
<tr>
<th>Z, unit : Ω</th>
<th>defined as: ( V_a \over V_b ) = Z \times ( I_a \over I_b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternating, 10 MHz</td>
<td>( \begin{bmatrix} 24.253 + 28.417j \ 12.052 + 14.208j \ 12.052 + 14.208j \ 6.0487 + 7.104.9j \end{bmatrix} )</td>
</tr>
<tr>
<td>Symmetric, 10 MHz</td>
<td>( \begin{bmatrix} 24.153 + 28.416j \ 12.036 + 14.208j \ 12.036 + 14.208j \ 6.0408 + 7.105.6j \end{bmatrix} )</td>
</tr>
<tr>
<td>Alternating, 100 MHz</td>
<td>( \begin{bmatrix} 2.406.3 + 284.150j \ 1203.1 + 142.070j \ 1203.1 + 142.070j \ 601.63 + 71.043j \end{bmatrix} )</td>
</tr>
<tr>
<td>Symmetric, 100 MHz</td>
<td>( \begin{bmatrix} 2.406.3 + 284.144j \ 1203.1 + 142.071j \ 1203.1 + 142.071j \ 601.70 + 71.051j \end{bmatrix} )</td>
</tr>
</tbody>
</table>

secondary” setup as shown in Fig. 11b is utilized to measure winding impedances while avoiding exciting the magnetizing inductance. This setup needs two identical 2:1 transformers. Figure 21 compares the results from the model, the FEM simulations and experimental measurements. The modeling results match very well with FEM simulations over the entire frequency range, and match experimental results within 20%. This setup has higher mismatch than the 1:1 transformer setup because the two transformers connected to make the measurement are not entirely identical (i.e. exciting the core to the same extent), and the interconnects between the two transformers are not captured in the model. Nevertheless, the results demonstrate the efficacy of the proposed approach for capturing the behavior of sophisticated winding structures.

As a field visualization example, Fig. 22 shows the calculated current distribution (density) within the four layers when the “alternating” and “symmetric” interleaved transformers are operating at 10 MHz and 100 MHz (using Eq. (18)). Based on this current distribution, the loss of the four layers under the two interleaving connections were calculated and are listed in Table I.

As a parameter extraction example, Table II shows the impedance matrices of the “alternating” and “symmetric” interleaved transformers operating at 10 MHz and 100 MHz. Elements of these impedance matrices are extracted by doing open- and short-circuit simulations using the lumped circuit model in LTSpice IV. These impedance matrices are interchangeable with four example simplified circuit models (T models with magnetizing and leakage inductances) as shown in Fig. 23. These simplified circuit models carry the same information as the original MLM model, but have fewer components, can be easily utilized in conventional circuit analysis, and can be easily integrated into circuit simulations.

They are related to the models derived in [25], based on short-circuit analysis, but are more complete because they are based on the full impedance matrix (i.e. both the leakage and magnetizing elements are captured under a unified setup).

Figures 21-23 and Tables I-II show the same results, and demonstrate a variety of different ways to utilize the model and interpret the results.

C. One-turn inductors with parallel-connected layers

The purpose of this experiment is to verify the effectiveness of the proposed approach for modeling planar magnetics with excited cores (e.g., inductors) and parallel-connected layers.

Fig. 23. Simplified circuit models (T models with magnetizing and leakage inductances) of the “alternating” and “symmetric” interleaved transformers when they are operating at 10 MHz and 100 MHz. All component values are extracted from the lumped circuit model by open- and short-circuit simulations.
layers are theoretically verified by comparing them with Dowell’s formulation [8] in Appendix II-C. Figure 24-25 show the geometry and layer connections of an inductor with two parallel-connected layers. The winding stack is placed far from the air gap to reduce the fringing effect [14], [15]. In one inductor, layers 2 and 3 are selected and paralleled. This inductor has narrow spacing between two layers (polyimide film). In the other inductor, layers 2 and 4 are selected and paralleled. This inductor has wide spacing between two layers (FR4 broad and polyimide film). The ac resistance and ac inductance of this inductor are measured with an impedance analyzer (100 kHz-1 MHz). The core loss can be estimated by using the datasheet, and subtracted to yield the winding loss. At the same time, the \( R_{ac} \) and \( L_{ac} \) are predicted using the proposed model and FEM simulations. As shown in Fig. 26, the modeling results match very well with FEM results, and match well with experimental results up to 1 MHz (This is the highest recommended operating frequency for the EPCOS N49 MnZn material with known core loss). No effort has been made to measure its core loss above 1 MHz.

VI. MODEL APPLICABILITY AND PRACTICAL CONSIDERATIONS

A. Model Applicability

The proposed modeling approach predicts accurate results as long as the MQS and 1-D assumptions are both satisfied. In most power electronics applications, the MQS assumption holds because the operating frequency is low enough such that the winding length is much shorter than the corresponding wavelength. The 1-D assumption results in important constraints on applicability. We first provide a general explanation of the situations in which the 1-D assumption applies, followed by empirical examination to better define the boundaries of applicability in practical cases.

High-permeability cores with rectangular winding windows are the most common types of geometries in which the 1-D assumption can, under certain conditions, apply. In a transformer with an un-gapped high-permeability core, and thus, negligible magnetizing admittance (high magnetizing inductance), the MMF produced by the primary winding is all dropped by the secondary winding(s). If the windings are stacked vertically in a rectangular window, and they all occupy the full breadth of the winding window, the field will be uniform across the breadth of the window, and will only vary with the vertical dimension. In practice, the windings do not truly span the full breadth of the window. There is some spacing for electrical insulation, mechanical support, and/or manufacturing tolerance. Section VI-B(3-4) examines the effect of non-zero spacings in more detail. One example structure that doesn’t satisfy the 1-D assumption but requires special attention is shown in Fig. 27a. The primary and secondary windings on the middle layer are positioned next to each other horizontally rather than being stacked vertically, resulting in a vertical field component, in addition to the horizontal field component produced by the windings on the bottom and top layers. Thus, the 1-D assumption fails.

Inductors do not satisfy the 1-D assumption as naturally. An air gap in the core will have curved “fringing” flux lines, and
if conductors are in this region, the 1-D assumption does not hold (as shown in Fig. 27b). Furthermore, the orientation of the field depends on the position of the gap, even for regions of the window far from the gap. A low-permeability core (as shown in Fig. 27c) can be used for an inductor without needing a gap. This might seem to solve the problem and allow the 1-D assumption. However, the result includes concentric field lines near the center of the winding and additional field lines parallel to these further out and closer to the core. These vertical field lines are not captured by the 1-D model.

The most ideal way to achieve a 1-D field in an inductor is to use a composite core with a low-permeability plate on one or two sides of the winding window, and with high-permeability material everywhere else as shown in Fig. 27d [60]. This situation can be approximated with multiple distributed gaps in place of the high permeability material, if the spacing from the winding to the gapped core ($s_{ac}$) is adequate in comparison to the spacing between the gaps ($s_g$), as shown in Fig. 27e, discussed in Section VI-B(2) and [14]. With adequate spacing, although the flux distribution in the core region is not 1-D, it is possible to achieve an approximately 1-D field in the winding region with even just one or two gaps.

A common misconception is that a short gap length helps make the 1-D assumption accurate in an inductor with a gapped core, by minimizing fringing effects. In fact, discrepancies relative to the 1-D approximation are slightly reduced by a longer gap in a sufficiently high permeability core, as demonstrated in Fig. 7 in [14]. Although a short gap length does mean that the fringing flux is a smaller percentage of the total flux, the strength of the fringing flux for a given winding current stays approximately constant, independent of gap length, in the region of the winding, if it is spaced well away from the gap. Very close to the gap, the field becomes more concentrated and causes more severe problems with a shorter gap than with a longer gap.

For transformers with significant magnetizing admittance, deliberately introduced with a gap or the use of a low-permeability core material, the 1-D assumption holds if the winding and gap configurations are both set up according to the considerations above, and are configured to produce field lines in the same axis, such that the one dimension to be analyzed is the same for both.

B. Practical Considerations and Design Rules

Many practical designs may not fully satisfy the 1-D assumption. In some of these cases, the model is still highly accurate, while in others, the error would be unacceptable. Here we discuss some of these cases along with ways to address them, and present a few rules that can be used to empirically judge the satisfaction of the 1-D assumption. For cases that can be analyzed with 2-D methods, we present the mismatch between the modeling results and FEM simulations. For cases that require 3-D analysis, we present the mismatch between the modeling results and experimental measurements.

1) End effects: As shown in Fig. 28a, in some core shapes, e.g., ELP cores, a portion of the conductor is not covered by the magnetic core. They no longer satisfy the 1-D assumption but require 3-D analysis for full accuracy. We experimentally measured $R_{ac}$ and $L_{ac}$ in four 1:1 transformers with different numbers of cores (as shown in Fig. 10c) and compared them with results predicted by the model for different operating conditions. The mismatch as a function of the “uncovered-length to total-length” ratio ($e/(2l+e)$) and the “conductor-thickness to skin-depth” ratio ($h/\delta$) are presented in Fig. 29a. The mismatch due to end effects does not have a strong dependence on frequency (i.e., $h/\delta$ ratio) but is a strong function of the $e/(2l+e)$ ratio. However, in this specific setup, as long as $e/(2l+e)$ is smaller than 25%, the mismatch in $R_{ac}$ is under 15%, and the mismatch in $L_{ac}$ is under 10%. The mismatch can be further reduced by separately calibrating the impedances of the uncovered ends in a way similar to modeling vias and interconnects.

2) Fringing effects: As shown in Fig. 28b, if conductor layers are placed near the air gap, fringing fields can penetrate the windings and change the current distribution, causing
modeling mismatches (usually leading to underestimated conduction losses). This effect has been numerically analyzed in [14], [15], and it was recommended in [14] that the clearance (c) be at least 25% of the total window width \( w_w \) (i.e. gap to gap spacing) to limit the fringing effects.

3) Conductor-core clearances (side spacing): As shown in Fig. 28c, clearances are required between conductors and pcb edges, and between pcb edges and the core. These clearances change the dissipated loss and stored reactive energy from a 2-D perspective. Figure 29b shows the mismatch between the model prediction and FEM results as a function of the "c/\( w_w \)" ratio for side spacing. In (b) and (c), since a portion of the conductor width is occupied by spacings, the \( w \) used in the model calculation is the modified effective conductor width \( w' = w_w - c \).

4) Conductor-conductor clearances (middle spacing): As shown in Fig. 28d, clearances between two adjacent turns can also cause mismatches. Figure 29c shows the increase in mismatch as the \( c/\( w_w \) \) ratio increases. Up to frequencies when \( h/\delta = 2.4 \), the mismatch in \( R_{ac} \) is less than 10% if \( c/\( w_w \) \) is smaller than 40%. For accurate estimation of \( L_{ac} \), it is preferable if \( h/\delta \) is below 1. Note, for half-oz copper (17.5 \( \mu \)m), the frequency when \( h/\delta \) equals 1 is approximately 14 MHz, similar results are found in [63].

5) Radius effects for pot cores: Figure 28e shows a pot core whose window width \( (w_w) \) is comparable to its window inner radius \( (r_{in}) \). In this situation, the magnetic field and current distributions along the radius follows a "logarithmic" distribution similar to that described in [10], [42]. Assuming that the conductive layer fills the window width \( (w = w_w) \), this effect can be easily included in the lumped circuit model by replacing the layer width \( w \) in all impedance calculations with an effective width \( w_e = r_{in} \ln(1 + \frac{w}{r_{in}}) \) (Note: \( \lim_{r_{in} \to +\infty} w_e = w \)).

VII. CONCLUSIONS

This paper presents a systematic approach to modeling impedances and current distribution in planar magnetics. The electromagnetic interactions in planar magnetics are clarified, organized and converted into a lumped circuit model under the 1-D and MQS assumptions. The lumped circuit model can be used to estimate the ac impedances, to determine current sharing in parallel windings, and to extract parameters for impedance matrices and simplified circuit models, among many other uses. The proposed approach is tied with and verified by many existing theories, reexamining them from new perspectives and revealing their relationships. The modeling performance under a few practical constraints is investigated experimentally to clarify the boundaries of applicability. It is demonstrated that the approach performs very well in modeling commonly used planar magnetics.
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APPENDIX I: DERIVATION OF THE LUMPED CIRCUIT MODEL

This appendix derives the lumped circuit model in detail. All variables are the same as those utilized in Section III.
A. Modeling a one-turn layer

Under the 1-D approximation, the magnetic field within a conductive layer satisfies the 1-D diffusion equation [48]

\[ \frac{1}{\mu \sigma} \nabla^2 H_z = \frac{dH_z}{dt}. \]  

(20)

Its solution is

\[ H_z(z) = \left[ H_T \sinh(\Psi z) + H_B \sinh(\Psi(h - z)) \right] \sinh(\Psi h). \]  

(21)

Here \( \Psi = \frac{1+j}{\delta} \), \( \delta = \sqrt{\frac{2}{\mu_0 \mu_a}} \). Using Ampere’s Law under the MQS approximation: \( \nabla \times H = J_y(z) = \sigma E_y(z) \), gives

\[ E_y(z) = \Psi \left[ \frac{H_T e^{\Psi h} - H_B e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} \right]. \]  

(22)

At the top and bottom surface of the conductor (i.e. when \( z = 0 \) and \( z = h \)), (22) gives

\[ E_T = E_y(h) = \frac{\Psi}{\sigma} \left[ \frac{H_T e^{\Psi h} - H_B e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} \right] \]  

\[ E_B = E_y(0) = \frac{\Psi}{\sigma} \left[ \frac{H_T e^{\Psi h} - H_B e^{-\Psi h}}{e^{\Psi h} - e^{-\Psi h}} \right]. \]  

(23)

Defining impedance \( Z_a \) and \( Z_b \) as

\[ Z_a = \frac{\Psi (1 - e^{-\Psi h})}{\sigma (1 + e^{-\Psi h})}, \]  

\[ Z_b = \frac{2 \Psi e^{-\Psi h}}{\sigma (1 - e^{\Psi h})}. \]  

(24)

allows (23) to be simplified to

\[ E_T = Z_a H_T + Z_b (H_T - H_B) \]  

\[ E_B = Z_b (H_T - H_B) - Z_a H_B. \]  

(25)

Also by Ampere’s Law

\[ (H_T - H_B) w = I = K w, \]  

(26)

combining (25) and (26), we get

\[ E_T = Z_a H_T + Z_b K \]  

\[ E_B = Z_b (H_T - H_B) - Z_a H_B. \]  

(27)

This yields (1) and (3) in Section III-A.

B. Modeling two adjacent one-turn layers

In Fig. 3a, consider a closed loop surrounding the center post that includes the bottom surface of layer 1 and the external voltage source \( V_1 \). Applying Faraday’s Law to the loop gives

\[ E_{B1} d - V_1 = -\frac{d\Phi_{B1}}{dt}. \]  

(28)

where \( \Phi_{B1} \) is the magnetic flux in the center post across the bottom surface of layer 1. Similarly, consider a closed loop surrounding the center post that includes the top surface of layer 2 and the external voltage source \( V_2 \),

\[ E_{T2} d - V_2 = -\frac{d\Phi_{T2}}{dt}. \]  

(29)

Fig. 30. Magnetic reluctance circuit model of a planar structure with (a) MMFs modeled as voltage sources, and (b) its topological dual with MMFs modeled as current sources. All reluctance values are replaced by the time derivative of the corresponding permeances \( j\omega \frac{1}{R} \). If complex reluctances are used, the core loss is naturally captured by the model. Fig. 30b can be merged with Fig. 4b becoming Fig. 6, with across \( j\omega \Phi \) and through \( (wH) \) variables mapped one-by-one with each other.

where \( \Phi_{T2} \) is the magnetic flux in the center post across the top surface of layer 2. Now, the magnetic flux penetrating into the center post through the spacing between the two layers (\( \Phi_{S12} \)), equals \( \mu_0 a_1 dH_{S12} \). Using flux continuity, \( \Phi_{T2} = \Phi_{B1} + \Phi_{S12} \), and taking the derivative gives

\[ \frac{d\Phi_{T2}}{dt} = \frac{d\Phi_{B1}}{dt} + \frac{d\Phi_{S12}}{dt}. \]  

(30)

Combining (28)-(30) gives

\[ H_{S12} = \frac{1}{j\omega \mu_0 a_1} \left( \frac{V_2}{d} - E_{T2} - \frac{V_1}{d} + E_{B1} \right). \]  

(31)

This yields (6) in Section III-B.

C. Modeling the magnetic core and the air gaps

The modeling of the magnetic core and air gaps in the MLM approach was derived directly using Maxwell’s equations in our earlier conference paper [52]. Here we present a more generally applicable derivation closely related to the conventional magnetic reluctance circuit model, to highlight a different way of interpreting this model, and to tie this work with other reluctance-based core models, especially the Gyrator-Capacitor approaches which utilize the concept of magnetic and electrical circuit duality [61], [62]. This derivation also releases the requirement of 1-D field distribution from the core region, leaving the 1-D assumption only required in the winding region.

Assuming \( R_T \) is the reluctance of the top side of the core, and \( R_B \) is the reluctance of the bottom side of the core, a magnetic circuit model as shown in Fig. 30a can be generated. This model captures the electromagnetic interactions related the core, but doesn’t capture those in the windings. To make this model compatible with the modeling of the winding stack, we take the topological dual of this circuit by modeling the Magneto-Motive-Force (MMF) generators as current sources and taking the time derivative of all permeances \( j\omega \frac{1}{R} \), as
shown in Fig. 30b. This circuit, which models the core and the air gaps, can be merged with the circuit in Fig. 4b (using \( n \) modular impedance networks to model \( n \) layers), which captures the conductors and spacings, with all across (\( j\omega \Phi \)) and through (\( wH \)) variables mapped one-by-one with each other. The merged circuit contains all information and is shown in Fig. 6. Specifically, \( \Phi_{T1} \) is the magnetic flux carried by the top side of the core; \( \Phi_{B1} \) is the magnetic flux carried by the bottom side of the core; \( wH_{T1} \) equals the integral of the \( H \) field strength along any trace through the top side of the magnetic core; \( wH_{Bn} \) equals the integral of the \( H \) field strength along any trace through the bottom side of the magnetic core. By relating the \( E, V, \Phi, H, \) and \( \Re, \)
\[
\begin{align*}
dE_{T1} - \frac{V_1}{m_1} &= -j\omega \Phi_{T1} = -j\omega \frac{1}{R_T} wH_{T1} \\
dE_{Bn} - \frac{V_n}{m_n} &= -j\omega \Phi_{Bn} = j\omega \frac{1}{R_B} wH_{Bn}.
\end{align*}
\]
This yields (9) in Section III-C.

**APPENDIX II: THEORETICAL VERIFICATIONS**

The proposed modeling approach can be theoretically verified by checking its results against some known results.

### A. Poynting’s theorem and energy conservation rule

The energy processed in any structure must satisfy the Poynting’s theorem: the power dissipated and stored within it must equal the integral of the Poynting vector over a closed surface boundary cutting into this surface. In Fig. 4a, assuming that there is no spacing between two series-connected turns on the same layer, and that all turns have the same width \( \frac{w}{m_1} \), the complex power dissipated and stored in layer 1 is
\[
P_{\text{poynting}} = \frac{dw}{\text{Surface Area}} (E_{T1}H_{T1} - E_{B1}H_{B1}).
\]
(33)

Now consider the three-terminal impedance network of “Layer 1” in Fig. 4b. The electrical power going into layer 1 is
\[
P_{\text{model}} = \left[ \frac{V_1}{m_1}I_1 + \left( \frac{V_1}{m_1} - E_{B1}d \right)wH_{B1} - \left( \frac{V_1}{m_1} - E_{T1}d \right)wH_{T1} \right]
= dw(E_{T1}H_{T1} - E_{B1}H_{B1}).
\]
(34)

Hence, the match between (33) and (34) shows that the MLM model predicts the same loss and energy storage in a layer as the Poynting’s theorem. The energy conservation rule holds.

### B. Current distribution at dc

The proposed modeling approach can be checked to ensure that it predicts correct results in the extreme case when the conductor carries dc current (\( \omega \to 0 \)). For the one-turn layer shown in Fig. 2, if \( \omega \to 0 \), then \( \delta \to \infty \), and \( \Psi \to 0 \). Using (18), the current distribution at dc is
\[
\lim_{\Psi \to 0} J_{dc}(z) = \lim_{\Psi \to 0} \frac{2(e^{\Psi} + e^{-\Psi})\Psi}{e^{\Psi} - e^{-\Psi}} = \frac{K}{h},
\]
(35)

This indicates that the current distribution is a constant along the conductor thickness when \( \omega \to 0 \), which is as expected.

### C. Dowell’s formulation

For planar structures with multiple adjacent layers connected in series, the proposed approach can be used to derive the well-known Dowell’s formulation [8]. Considering the planar structure shown in Fig. 5 and Fig. 6, if all \( n \) layers are one-turn layers with identical thicknesses \( h \) and width \( w \), and all \( n \) layers are connected in series, the ac impedance of this \( n \) layer structure is
\[
Z_{ac} = \left( nZ_h + 2Z_a \sum_{k=1}^{n-1} k^2 + n^2 Z_a \right).
\]
(36)

Substituting (14) into (36), the ac resistance (\( R_{ac} \)) can be found as the real part of \( Z_{ac} \):
\[
R_{ac} = \Re(Z_{ac}) = R_d \Delta \times \Re \left( \text{coth}(\Delta(1+i))(1+i) \right) +
\]
\[
R_d \frac{2(n^2 - 1)}{3} \Delta \times \Re \left[ \frac{\text{tanh}(\Delta(1+i))(1+i)}{\text{cosh}(\Delta(1+i))(1+i)} \right].
\]
(37)

Here \( R_d = \frac{\eta d}{\pi \hbar} \), and is the dc resistance of the \( n \) series layers. \( \Delta \) is the “thickness-to-skin-depth” ratio (\( \frac{\hbar}{\pi n} \)). Since
\[
\Re \left[ \frac{\text{coth}(\Delta(1+i))(1+i)}{\text{cosh}(\Delta(1+i))(1+i)} \right] = \frac{\sinh(2\Delta) + \sin(2\Delta)}{\cosh(2\Delta) - \cos(2\Delta)}
\]
\[
\Re \left[ \frac{\text{tanh}(\Delta(1+i))(1+i)}{\text{cosh}(\Delta(1+i))(1+i)} \right] = \frac{\sin(2\Delta) - \sin(2\Delta)}{\cosh(2\Delta) + \cos(2\Delta)},
\]
the ac resistance to dc resistance ratio, \( F_R = \frac{R_{ac}}{R_d} \), is
\[
F_R = \Delta \frac{\sinh(2\Delta) + \sin(2\Delta)}{\cosh(2\Delta) - \cos(2\Delta)} + \frac{2(n^2 - 1)}{3} \frac{\sin(2\Delta) - \sin(2\Delta)}{\cosh(2\Delta) + \cos(2\Delta)}.
\]
(39)

This is the well-known Dowell’s formulation.
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