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Voxel-level Maps
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Our Method:
Jointly Learn Continuous Maps over 2 Areas
Multiple Solutions, Even If Correlated
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Optimization Problem

Traditional

\[ \underset{w}{\text{minimize}} \| w \cdot \text{mean}_v(A^1) - \text{mean}_v(A^2) \|_2^2 \]

\[ w \rightarrow \text{scalar} \]
\[ \text{mean}_v \rightarrow \text{mean across voxels} \]

\[ A = \begin{bmatrix} \#\text{timepoints} \\ \#\text{voxels} & \ldots \end{bmatrix} \]

\[ \text{minimize} \| a^{1^T} A^1 - a^{2^T} A^2 \|_2^2 \]

\[ a^1 = \frac{w}{N_{A^1}} \cdot 1, \ a^2 = \frac{1}{N_{A^2}} \cdot 1 \]

constant connectivity map

\[ a^T = \begin{bmatrix} \ldots \end{bmatrix} \]

\[ N_{A} \text{ voxels} \]
Optimization Problem

**Traditional**

constant map

\[
\begin{align*}
\text{minimize} & \quad \|a^1 A^1 - a^2 A^2\|_2^2 \\
\text{subject to} & \quad a^1 = \frac{w}{N_{A^1}} \cdot 1, \quad a^2 = \frac{1}{N_{A^2}} \cdot 1
\end{align*}
\]

**CCRF / FF**

one non-constant connectivity maps

\[
\begin{align*}
\text{minimize} & \quad \|a^1 A^1 - a^2 A^2\|_2^2 \\
\text{subject to} & \quad a^1 = \frac{w}{N_{A^1}} \cdot 1, \quad a^2 = \frac{1}{N_{A^2}} \cdot 1
\end{align*}
\]

**Our Method**

two non-constant connectivity maps

\[
\begin{align*}
\text{minimize} & \quad \|a^1 A^1 - a^2 A^2\|_2^2 \\
\text{subject to} & \quad a^1 = \frac{w}{N_{A^1}} \cdot 1, \quad a^2 = \frac{1}{N_{A^2}} \cdot 1
\end{align*}
\]
Optimization Problem

$$\min_{a^1, a^2, w} \| a^1^T A^1 - a^2^T A^2 \|_2^2 + \lambda \left[ \sum_{i \in v_1} \sum_{j \in n(i)} \frac{1}{|n(i)|} (a^1_i - a^1_j)^2 + \sum_{i \in v_2} \sum_{j \in n(i)} \frac{1}{|n(i)|} (a^2_i - a^2_j)^2 \right]$$

Hyperparameter

Regularization term

Graph $D_k$

Sparse Connectivity Graph
Optimization Problem

\[
\begin{align*}
\text{minimize} & \quad a_1^T A^1 - a_2^T A^2 \quad \text{subject to} \quad \|\beta\|_2 = 1, \quad \beta \succeq 0 \\
& \quad a_1, a_2, w
\end{align*}
\]

\[
\begin{align*}
& \quad \min_{a^1, a^2, w} \quad \|a_1^T A^1 - a_2^T A^2\|_2^2 + \lambda \left[ \sum_{i \in v_1} \sum_{j \in n(i)} \frac{1}{n(i)} (a^1_i - a^1_j)^2 + \sum_{i \in v_2} \sum_{j \in n(i)} \frac{1}{n(i)} (a^2_i - a^2_j)^2 \right] \\
& \quad = \quad \|X \lambda \cdot \beta\|_2^2
\end{align*}
\]

Our Method

Not Convex

Use trust region approach and multiple initializations
Datasets

Meridian and Eccentricity Mapping
256 timepoints

Isolated Objects & Objects in Context
306 timepoints
V1 – VP Connectivity

Expected Connectivity
V1 – VP Connectivity
V1 – VP Connectivity
V1 – VP Connectivity
V1 – VP Connectivity

Solution Maps Consistent with Retinotopic Organization

Regularization Improves RF Localization

256 Timepoints
Expected Connectivity
Left LOC – Right LOC Connectivity

CCRF / FF

Our Method
No Regularization

Our Method
With Regularization

Regularized Method Recovers Anterior-Posterior Connectivity

Timecourse Correlation
\( r = 0.8 \)

Correlation Between Left and Right Posterior-Anterior Profiles (Z-Transformed)

**

Clustering NR R

Our Method
Summary

Jointly Learns Continuous Connectivity Maps

Can Recover Retinotopic Organization and Anterior-Posterior Differences in LOC

No Specialized Datasets, Fewer Timepoints than Voxels!

Can Recover Correlated Distinct Solutions

Implementation Available at: vision.stanford.edu/resources_links.html
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