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Abstract—Discrete Fourier transform (DFT) codes have been used to provide robustness against errors and erasures in various applications. This paper focuses on improving error localization of the Bose-Chaudhuri-Hocquenghem (BCH) DFT codes. First, we analyze how the subspace-based error localization outperforms the coding-theoretic one. Then, we propose an extension of the subspace-based error localization, based on additional syndrome, that improves the existing one and is naturally suitable for rate-adaptive distributed source coding (DSC). Further, we propose a new generic subspace-based algorithm to decode BCH-DFT codes. The proposed approach generalizes the encoding and decoding of this important class of DFT codes. It introduces many different decoding matrices for a DFT code; this diversity is then used to diminish the effect of the quantization noise and thus to improve the decoding. Finally, the extended and generalized approaches are combined to maximize the decoding gain. Simulation results demonstrate the capability of the proposed algorithms to perform significantly better than the existing subspace-based error localization, in the presence of quantization noise.
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I. INTRODUCTION

The ideas of coding theory can be described within the signal processing realm by virtue of a class of complex or real BCH codes [1], [2, Chapter 6], known as the discrete Fourier transform (DFT) codes. DFT codes find applications a wide range of areas including wireless communications [3], [4], joint source-channel coding [5], distributed source coding [6], and compressive sensing [7]. Looking from the frame theory perspective, these codes are used to provide robustness against packet erasure in wireless networks [8]–[10].

Compared with the finite-field channel codes, DFT codes are preferred for their unconstrained codeword length, fast and easy implementation with floating-point operations, and ability in alleviating the quantization error besides correcting the errors (erasures) introduced by the transmission channel. On the other hand, there is a fundamental difference between decoding of binary BCH codes and that of BCh-DFT codes. To be transmitted over a digital communication channel, the codewords of any BCH-DFT code have to be quantized; this adds noise to each sample of every codeword, in channel coding. Similarly, in distributed source coding based on BCH-DFT codes, the parity or syndrome samples are to be quantized before transmission [6]. In any of those cases, the syndrome samples, formed at the decoder, are affected by quantization noise; thereby, the syndrome decoding of errors is feasible only if the quantization error is very small compared to the impulse noise.

In all applications where error correction is required [3]–[7], error localization is a crucial step of the decoding algorithm in DFT codes. For a BCH-DFT code, error localization can be carried out by extending the coding-theoretic syndrome decoding of binary BCH codes to the real field [2, Chapter 6]. By adopting the MUSIC- [11] and ESPRIT-based [12] methods of multiple frequency component estimation, Rath and Guillemot [13] proposed subspace-based error localization algorithms which perform better than the coding-theoretic one. The above subspace-based approaches have been successfully applied to other real-number codes, such as the discrete cosine transform (DCT) and discrete sine transform (DST) codes [14], [15], which are based on orthogonal transform matrices. Between the two subspace-based methods, the MUSIC-like approach performs slightly better than the ESPRIT-like approach; it is also the most accurate error localization method for quantized DFT codes, to date.

Our main contribution in this paper is to further improve the error localization of quantized DFT codes. To put our results in perspective, we first analyze why the subspace-based error localization outperforms the coding-theoretic one. The key is that the subspace-based method is capable of providing more than one error locating polynomial. These polynomials have the same set of roots if the code is not quantize; however, they may result in different roots for quantized codes. Even so, by averaging the coefficients of polynomials, one can diminish the effect of the quantization error. With this insight, and based on additional syndrome samples, we extend the subspace error localization to further increase the number of polynomials and improve error localization. The proposed algorithm is naturally suitable for rate-adaptive distributed source coding; it is also applicable to channel coding in specific cases. It can be used with DCT and DST codes, too.

Another major contribution towards improving the subspace error localization is achieved by generalizing this algorithm through constructing various decoding matrices. We first prove that for an \((n,k)\) DFT code there are \(\phi(n)\) syndrome matrices for decoding, where \(\phi(n)\) is the number of positive integers less than \(n\) that are relatively prime to \(n\). We then exploit this...
diversity to improve the error localization by combining the error locating polynomials corresponding to different matrices. This algorithm is referred to as the generalized subspace method; it is combined with the extended subspace method to further improve the decoding.

Apart from the diversity in decoding, the generalized subspace method brings another novelty at the encoder side; that is, the parity frequencies of BCH-DFT codes (equivalently, the zeros of codewords in the frequency domain) are not required to be cyclically adjacent. This provides substantial flexibility in constructing BCH-DFT codes. Finally, in addition to improving the error localization, both extended and generalized subspace algorithms can be applied to increase the accuracy of the error detection step.

The paper is organized as follows. After a brief review of DFT codes in Section II, we investigate how the MUSIC-like subspace error localization beats the coding-theoretic one, in Section III. This facilitates introducing the extended subspace decoding in Section IV. We present the generalized subspace decoding in Section V. These two algorithms are combined in Section VI and their applications are illustrated in Section VII by means of a few examples. Numerical results in Section VIII confirm the merit of the proposed error localization algorithms. This is followed by conclusions in Section IX.

II. DFT CODES

We define DFT codes and introduce their basic properties in this section.

**Definition 1.** An $n \times n$ DFT matrix is defined by

$$W_n = \frac{1}{\sqrt{n}} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ \omega^0 & \omega^1 & \cdots & \omega^{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ \omega^{n-1} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)(n-1)} \end{pmatrix},$$

(1)

where $\omega = e^{-j \frac{2\pi}{n}}$ [16]. Let $W_n^H$ denote conjugate transpose of the DFT matrix. Since $W_n$ is unitary, $W_n^H = W_n^{-1}$; i.e., $W_n^H$ gives the inverse DFT (IDFT) matrix.

The generator matrix of an $(n, k)$ DFT code [1], in general, consists of any $k$ columns of the IDFT matrix of order $n$; the remaining $n - k$ columns of this matrix are used to build the parity-check matrix, as we will see shortly in this section. These codes are a family of cyclic codes over the complex field. Thus, their codewords satisfy certain spectral properties in the frequency domain [17, Chapter 4]. Within the class of DFT codes, there are BCH codes in the complex and real fields. The generator matrix of an $(n, k)$ real BCH-DFT code is commonly defined by [5], [18]

$$G = \sqrt{\frac{n}{k}} W_n^H \Sigma W_k,$$

(2)

where $W_n$ and $W_k$ are the DFT matrices of size $n$ and $k$, and

$$\Sigma = \begin{pmatrix} I_\alpha & 0 \\ 0 & I_\beta \end{pmatrix}$$

(3)

is an $n \times k$ matrix with $\alpha = \frac{\lfloor i \rfloor}{2} - \frac{n+1}{2}$ and $\alpha + \beta = k$. $I_\alpha$ represents the identity matrix of size $\alpha$ and alpha is the frequency offset required to obtain a real matrix $G$. In other words, it identifies the indices in which zeros must be inserted in order to get the conjugacy constraint required to have a real-valued $G$ [17, Fig. 4.2], [19]. A complex BCH-DFT code is obtained by removing $W_k$ from (2). We can also remove the first constraint on $\alpha$; that is, for a complex code, $\alpha$ can be any integer between 1 and $k$.

The parity-check matrix $H$, both for real and complex BCH-DFT codes, is then defined as

$$H = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ \omega^0 & \omega^1 & \cdots & \omega^{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ \omega^{\alpha(n-1)} & \omega^{(\alpha+1)(n-1)} & \cdots & \omega^{(n-1)(n-1)} \end{pmatrix}^H.$$

(4)

Obviously, $H$ is an $(n - k) \times n$ matrix and

$$HG = 0_{n - k \times k}$$

(5)

both for real and complex codes. Each codeword of an $(n, k)$ BCH-DFT code has

$$d \triangleq n - k$$

(6)
cyclically adjacent zeros in the frequency domain. These codes are maximum distance separable (MDS) codes with minimum Hamming distance $d_{\text{min}} = d + 1$. They are, hence, capable of correcting up to $t = \lfloor \frac{d}{2} \rfloor$ errors.

In general, every sample in the codewords of a DFT code is a linear combination of all data samples of the input block, i.e., the data samples do not appear explicitly in the codewords. A specific method of encoding, known as systematic encoding, leaves the data samples unchanged. These unchanged samples can be exhibited in any $k$ components of the codeword, but evenly-spaced data samples minimizes the variance of parity samples, for a given input variance [18, Section VII]. Hence, such a code reduces required transmission rate for a fixed distortion, in view of rate distortion theory [20, Chapter 10]. Systematic codes are particularly important in the context of distributed source coding [6], [21].

In the rest of this paper, for brevity, BCH-DFT codes will be referred to as DFT codes.

III. ERROR LOCALIZATION IN DFT CODES: A REVIEW

Let the $n \times 1$ vector $e$ represent a codeword generated by an $(n, k)$ DFT code. Also, let $r = c + e$ be a noisy version of $e$ and suppose that the error vector $e$ has $\nu \leq t$ nonzero elements. Let $1 \leq i_1, \ldots, i_\nu \leq n$ and $e_{i_1}, \ldots, e_{i_\nu}$ denote, respectively, the locations and magnitudes of the nonzero elements of $e$. The decoding algorithm in DFT codes is composed of three main steps [2]: error detection (to determine $\nu$), error localization (to find $i_1, \ldots, i_\nu$), and error calculation (to calculate $e_{i_1}, \ldots, e_{i_\nu}$). This paper is mainly focused on improving the error localization step. Thus, for the moment during the development, we assume that the number of errors (i.e., $\nu$) is known at the decoder. Later, it will be apparent how to determine the true value of $\nu$ at the decoder. This is part of the spectral decomposition and will be briefly discussed in Section III-B.
The syndrome of e, which is the key input of the decoding algorithm, is computed as
\[ s = Hr = H(c + e) = He, \]
where \( s = [s_1, s_2, \ldots, s_d]^T \) is a complex vector with
\[ s_\ell = \frac{1}{\sqrt{n}} \sum_{p=1}^{\nu} e_{\ell p} X_p^{\alpha - 1 + \ell}, \quad \ell = 1, \ldots, d, \]
in which \( \alpha \) is defined in (3) and
\[ X_p = \omega^{-ip}, \quad p = 1, \ldots, \nu. \]
where \( \omega = e^{-j \frac{2\pi}{d}} \). It is worth noting that \( X_1, \ldots, X_n \) are the \( n \)th roots of unity and \( X_1, \ldots, X_\nu \) indicate those roots which correspond to the error indices, as we have assumed \( i_1, \ldots, i_\nu \) to be the error indices. There are two main approaches to find the error indices; we describe them in the following.

A. Coding-Theoretic Approach

The classical approach to the error localization is to identify an error-locator polynomial whose roots correspond to error locations. The error-locator polynomial can be defined as
\[ \Lambda(x) = \prod_{i=1}^{\nu} (1 - x X_i^{-1}) = 1 + \Lambda_1 x + \cdots + \Lambda_\nu x^\nu, \]
and its roots \( X_1, \ldots, X_\nu \) correspond to the error locations \( i_p \), \( p \in [1, \ldots, \nu] \), as from (9) we have \( i_p = \frac{\log X_p}{\log \omega} = \arg X_p - \arg \omega \).

For that note, we can express \( Z \) by the following set of consistent equations [2]
\[ s_j \Lambda_\nu + s_{j+1} \Lambda_{\nu-1} + \cdots + s_{j+\nu-1} \Lambda_1 = -s_{j+\nu}, \]
for \( j = 1, \ldots, d - \nu \). To put it differently, as the IDFT of \( \Lambda_n = [1, \Lambda_1, \ldots, \Lambda_\nu, 0_{1 \times (n-\nu-1)}]^T \) becomes zero at the error locations, the circular convolution of \( \Lambda_n \) with the DFT of the error vector is a zero vector [2, 13].

B. Subspace-Based Approach: A Fresh Look

Alternatively, one can use a subspace-based method for error localization [13]. We elaborate the subspace-based method which is along the lines of the MUSIC [11], since it is shown to perform better than the ESPRIT-like [12] method, in [13]. To this end, let \( \nu + 1 \leq m \leq d - \nu + 1 \) and define the following syndrome matrix
\[ S_m = \begin{bmatrix} s_1 & s_2 & \cdots & s_{d-m+1} \\ s_2 & s_3 & \cdots & s_{d-m+2} \\ \vdots & \vdots & \ddots & \vdots \\ s_m & s_{m+1} & \cdots & s_d \end{bmatrix}, \]
whose elements are given by (7). Also, define the covariance matrix as
\[ R_m = S_m S_m^H, \]
Subspace-based error localization is based on eigendecomposition of \( R_m \). Before proceeding to the details of the algorithm, it is important to point out that \( S_m \) can be decomposed as
\[ S_m = V_m D V_d^{T}, \]
in which \( V_m \) is a Vandermonde matrix defined as
\[ V_m = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ X_1 & X_2 & \cdots & X_\nu \\ \vdots & \vdots & \ddots & \vdots \\ X_1^{m-1} & X_2^{m-1} & \cdots & X_\nu^{m-1} \end{bmatrix}, \]
and \( D \) is a diagonal matrix of size \( \nu \) with nonzero diagonal elements \( d_p = \frac{1}{\sqrt{n}} e_{\ell p} X_p^{\alpha + \ell} \), \( p = 1, \ldots, \nu \). \( V_m \) is called the error-locator matrix of order \( m \), and its columns are the error-locator vectors of order \( m \). Since \( m > \nu \), the columns of \( V_m \) define a \( \nu \)-dimensional subspace of the \( m \)-dimensional vector space, which is referred to as the channel-error subspace. Its orthogonal complement subspace is called the noise subspace and has dimension \( m - \nu \).

One can verify that the rank of \( S_m \) is \( \nu \). To check this, from linear algebra, we know that \( \text{rank}(AB) = \text{rank}(A) \) if \( B \) has a full column rank [22]. Then, by twice applying this to (14) and recalling that \( \nu + 1 \leq m \leq d - \nu + 1 \) its is easy to see that \( \text{rank}(S_m) = \text{rank}(V_m) = \nu \). From this, it is obvious that the rank of \( R_m \) is \( \nu \); thus, it can be eigendecomposed as
\[ R_m = [U_e U_q] \begin{bmatrix} \Delta_e & 0 \\ 0 & \Delta_q \end{bmatrix} [U_e U_q]^H, \]
where the square matrices \( \Delta_e \) and \( \Delta_q \) contain the \( \nu \) largest and \( m - \nu \) smallest eigenvalues, and \( U_e \) and \( U_q \) contain the eigenvectors corresponding to \( \Delta_e \) and \( \Delta_q \), respectively. \( 2 \) The sizes of \( U_e \) and \( U_q \) are \( m \times \nu \) and \( m \times (m - \nu) \). The columns in \( U_e \) span the channel-error subspace [13, Proposition 1] spanned by \( V_m \). Thus, from the fact that \( U_e^H U_q = 0 \), we conclude that
\[ V_m^H U_q = 0. \]
Now, let \( v = [1, x, x^2, \ldots, x^{m-1}]^T \) where \( x \) is a variable that can take on any of \( X_1, \ldots, X_n \). We define the function
\[ F(x) \triangleq \sum_{j=1}^{m-\nu} \sum_{k=0}^{m-\nu-m-1} f_{j,k} x^k, \]
where \( u_{j,k} \) represents the \( j \)th column of \( U_q \), \( F(x) \) can be considered as sum of \( m - \nu \) polynomials \( \{f_j\}_{j=1}^{m-\nu} \) of order \( m - 1 \); each polynomial is derived from a column of \( U_q \). Let \( F \) denote this set of polynomials restricted to coefficients from \( U_q \). In light of (17), each one of these polynomials vanishes for \( x = X_1, \ldots, X_\nu \), i.e., \( F(x) = 0 \) for \( X_1, \ldots, X_\nu \). These are the only common roots of \( \{f_j\} \) over the \( \nu \)th roots of unity [13]; thus, the errors location can be determined by finding the zeros of \( F(x) \) over the set of \( \nu \) roots of unity. It should be mentioned that the above algorithm is based on the noise subspace. One may, equivalently, use the signal subspace to find the error locations [23]. Also, the above approach is along

\[ ^1 \text{From the above argument one can see that the number of errors can be found by evaluating the rank of } S_m \text{ or } R_m \text{ for any } \nu + 1 \leq m \leq d - \nu + 1. \text{ Thus, since we do not know } \nu, \text{ it is better to choose } m = \left\lceil \frac{d}{2} \right\rceil \text{ or } m = \left\lfloor \frac{d}{2} \right\rfloor, \text{ to detect as many errors as possible.} \]

\[ ^2 \text{Clearly, since no noise (or quantization error) is considered at this stage, } \Delta_q = 0 \text{ and } \Delta_e \text{ contains the } \nu \text{ nonzero eigenvalues of } R_m. \]

\[ ^3 \text{Assume, for the sake of contradiction, that there are } \nu + 1 \text{ common roots of unity. This implies that } V_m \text{ has another column (corresponding to } X_{\nu+1}) \text{ for which (17) holds; i.e., there are more than } \nu \text{ errors which is contradicting.} \]
the lines of the MUSIC [11]; it is shown to perform slightly better than the ESPRIT-like [12] method, in [13].

The subspace method outperforms the coding-theoretic error localization. To see this, we can see that $\Lambda(x)$ is the smallest degree polynomial that has roots in $X_1, \ldots, X_d$ and lies in the noise subspace; it is achieved for $m = \nu + 1$ in (18). As $m$ increases, the degree of polynomials $\{f_j\}$ goes up which gives more degrees of freedom (DoF) and helps improve the estimation of the roots, and the error locations consequently. An even more important factor that affects location estimation is the number of polynomials $\{f_j\}$ whose coefficients come from linearly independent columns of $U_q$. The more there are such polynomials, the better the estimation can be as the variation due to noise (quantization) is reduced by adding such independent polynomials in $F(x)$.

Although the number of polynomials increases with $m$, their coefficients may not be independent. The latter depends on the number of nonzero eigenvalues in the noise subspace which is, in turn, related to the rank of $S_m$ and is limited by

$$\text{rank}(S_m) \leq \max_m \min(m, d - m + 1) = \left\lceil \frac{d}{2} \right\rceil.$$ (19)

This suggests that the optimum value for $m$ is $\left\lceil \frac{d}{2} \right\rceil$. Then, based on (18), one can expect that, in the presence of noise, the subspace approach will result in an error localization better than the coding-theoretic approach, except when $\nu = t$ and $d$ is even; this is confirmed by simulation results in [13]. In the last case where $\nu = t$ we have $m = \nu + 1$ and there is just one polynomial and its degree is $\nu$, the same as in (10) in the coding-theoretic approach. In general, $F(x)$ is composed of

$$\mathcal{N}(m) = \min(m, d - m + 1) - \nu \leq \left\lceil \frac{d}{2} \right\rceil - \nu$$ (20)

independent polynomials where the upper bound is obtained for $m = \left\lceil \frac{d}{2} \right\rceil$. We will use $\mathcal{N}(m)$ as a measure of the gain introduced by the subspace-based error localization compared with the coding-theoretic approach.

C. Quantization Effect

In practice, where quantization comes into play, the received vector is distorted both by the error vector $e$ and quantization noise $q$. Therefore $\mathbf{r} = \mathbf{c} + e + q$, and its syndrome is only a perturbed version of $s$ because

$$H \mathbf{r} = H(\mathbf{c} + q + e) = s_q + s = \bar{s},$$ (21)

where $s_q = Hq$ and $q = [q_1, q_2, \ldots, q_n]^T$ is the quantization error. The distorted syndrome samples can be written as

$$\bar{s}_\ell = \frac{1}{\sqrt{n}} \sum_{p=1}^\nu e_{ip} X_p^{\nu-\ell} + \frac{1}{\sqrt{n}} \sum_{p=1}^n q_{ip'} X_p^{\nu-\ell}$$

$$= s_\ell + \frac{1}{\sqrt{n}} \sum_{r=1}^n q_{r \ell} \omega^{(\nu-1)\ell}, \quad 1 \leq \ell \leq d,$$ (22)

where $i_{p'}$ shows the index for quantization error. The distorted syndrome matrix $\bar{S}_m$ and its corresponding covariance matrix $\bar{R}_m = \bar{S}_m \bar{S}_m^H$ are defined similar to (12) and (13) but for the distorted syndrome samples. Then, we can write

$$\bar{R}_m = [\bar{U}_e \bar{U}_q] \left[ \begin{array} {cc} \Delta_e & \mathbf{0} \\ \mathbf{0} & \Delta_q \end{array} \right] [\bar{U}_e \bar{U}_q]^H,$$ (23)

where $\bar{U}_e$ and $\bar{U}_q$ span the “estimated” channel error and quantization noise subspaces, respectively. Due to the quantization error, these estimated subspaces are perturbations of the channel and noise subspaces, that is $U_e = U_e + U_{qe}$ and $U_q = U_q + U_{qg}$. Consequently, unlike (17), $V_m^H U_q = V_m^H U_{qg} \triangleq \Delta_F \neq 0$, or equivalently, the resulting polynomial

$$\tilde{F}(x) \triangleq \sum_{j=1}^{m-\nu} v^H \tilde{u}_{q,j} = \sum_{j=1}^{m-\nu} \sum_{k=0}^{m-1-j} \tilde{j}_{jk} x^k,$$ (24)

does not necessarily have roots at the $n$ roots of unity. Hence, among those $n$ roots, $\nu$ roots that result in the smallest $|\tilde{F}(x)|$ are used to estimate error locations.

IV. EXTENDED SUBSPACE APPROACH

Error localization is a crucial step in the decoding algorithm of DFT codes. Numerical results show [19, Fig. 2 and 3] that if the location of errors is known at the decoder, reconstruction error can be less than quantization error. It is known that an $(n, k)$ DFT code decreases the mean-squared reconstruction error (MSE) by a factor of code rate $r = \frac{k}{n}$ [8], [9], [19]. This motivates the search for methods that can further improve the error localization in DFT codes. In particular, we are interested to know whether error localization can be improved without or with extra syndrome samples. Since our objective is to improve the error localization performance, we assume that the number of errors $\nu$ is known at the decoder.

The main idea behind the extended subspace approach is to try to enlarge the dimension of the estimated noise subspace such that the number of polynomials with linearly independent coefficients and/or their degree grow, in (18). We observe that if we are able to construct a syndrome matrix $S'_m$ such that it can be decomposed as

$$S'_m = V_m D V_d^{T} \tilde{U}_{d-m+1},$$ (25)

for $d' > d$ and $\nu + 1 \leq m \leq d' - \nu + 1$, where $V_m$ and $D$ are the same as those in (14), then we can expect a better estimation for the location of errors. This is because following the same argument that led to (18) and (19) it is easy to see that, if $S'_m$ is used for error localization, the optimal $m$ in this case is $\left\lceil \frac{d'}{2} \right\rceil$, which results in $\left\lceil \frac{d'}{2} \right\rceil - \nu \geq \left\lceil \frac{d}{2} \right\rceil - \nu$ error-locator polynomials. Then, as explained in Section III-B, this can improve the error localization.

The challenge is to find the entries of the extended syndrome matrix $S'_m$. That is, we need to find $s'_\ell$ for all $1 \leq \ell \leq d'$ so as to build

$$S'_m = \left[ \begin{array} {ccc} s'_{11} & s'_{12} & \cdots & s'_{1d'-m+1} \\
& s'_{22} & \cdots & s'_{2d'-m+2} \\
& & \cdots & \cdots \\
& & & s'_{d'd} \end{array} \right].$$ (26)

From (25), it can be verified that

$$s'_\ell = \frac{1}{\sqrt{n}} \sum_{p=1}^\nu e_{ip} X_p^{\alpha-1} \ell, \quad \ell = 1, \ldots, d'.$$ (27)

Comparing with (8), it is clear that $s'_\ell = s_\ell$ for $1 \leq \ell \leq d$. Thus, we only need to determine the entries for $d < \ell \leq d'$. 


With this in mind, similar to the syndrome vector $s$, we can define the extended syndrome vector $\bar{s}$ as

$$\bar{s} = \bar{H}e,$$

where $\bar{H}$ consists of those $k$ columns of the IDFT matrix of order $n$ used to build $G$. In other words, $\bar{H}$ is the complement of $H$. More precisely, similar to (4),

$$\bar{H} = \begin{pmatrix}
1 & \omega^n & \cdots & \omega^{n(k-1)} \\
\omega & \omega^2 & \cdots & \omega^{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{(n-\beta)(n-1)} & \omega^{(n-\beta)(n-2)} & \cdots & \omega^{(n-\beta)(n-1)(n-1)}
\end{pmatrix}^H. \tag{29}
$$

Note that $\bar{H}$ is a $k \times n$ matrix and, from (28), for $\ell = 1, \ldots, k$, we have

$$\bar{s}_\ell = \frac{1}{\sqrt{n}} \sum_{p=1}^{\nu} e_{i_p} X_p^{d+\alpha-1+\ell}. \tag{30}\text{Now, we can see that}
$$

$$s'_\ell = \begin{cases}
\bar{s}_\ell, & 1 \leq \ell \leq d, \\
\bar{s}_{\ell-d}, & d < \ell \leq d',
\end{cases} \tag{31}
$$

where $d' - d, d' - d \leq k$, is the number of extra syndromes.

So far we have shown that if we are able to compute (28) then we can form the extended syndrome matrix in (26), and thereby benefit from the larger number of polynomials it gives, when compared to (12). But how can we compute $\bar{s}$ at the receiver? Obviously, we do not know $e$ at the decoder; instead, we have $r = c + e$. Seeing that

$$\bar{H}r = \bar{H}c + \bar{H}e = \bar{s} + \bar{H}c \tag{32}$$

we will get $\bar{s}$ provided that $\bar{H}c$, the second term on the right-hand side of (32), is either removed or becomes zero. Observe that despite the fact that $\bar{H}c = 0$, $\bar{H}e$ is not necessarily zero. In Section VII, we accomplish this for source coding with side-information available at the decoder, or more generally for DSC. To this end, for the source $x$, the encoder computes and transmits $s_x = \bar{H}x$ to the decoder. At the decoder, we have access to side information $y = x + e$ and we can compute $\bar{s}_y = \bar{H}y = \bar{s}_x + \bar{s}_e$. From this $\bar{s} = \bar{s}_e = \bar{s}_y - \bar{s}_x$. Note that here $x$ plays the role of $c$.

Finally, considering quantization, $e$ will be replaced by $c + \delta$; i.e., the new syndrome $s'_\ell$ will contain a term related to quantization error, similar to $s_{\ell}$ in (22). Likewise, $\bar{s}'_\ell$ is built upon $\bar{s}_\ell$ and $\bar{s}_\ell$, that is

$$\bar{s}'_\ell = \begin{cases}
\bar{s}_\ell, & 1 \leq \ell \leq d, \\
\bar{s}_{\ell-d}, & d < \ell \leq d',
\end{cases} \tag{33}
$$

where $\bar{s} = s_x + s_q$, $\bar{s}' = s_x + s_q$, and $\bar{s}_q = \bar{H}q$. The new $\bar{R}_m = \bar{s}'_\ell \bar{S}'_\ell H$ is then used for error localization as detailed in Section III. Then, similar to (19) it can be seen that the new optimal $m$ is $\lfloor \frac{d}{2} \rfloor$; i.e., we can improve error localization since there are $\lfloor \frac{d}{2} \rfloor - \nu \geq \lfloor \frac{d}{2} \rfloor - \nu$ error-locator polynomials. Hence, the presence of quantization does not allow perfect localization.

Remark 1. Similar to the subspace approach [14], the extended subspace approach can be applied to the DCT and DST codes; further, it can be used even for the non-BCH DCT and DST codes [15].

Remark 2. Knowing that $\bar{R}_m$ can also be used to determine the number of errors $\nu$ [21], where the extended error localization is applicable, $\bar{R}_m'$ can be used for this purpose and it improves the results reasonably.

Remark 3. Once the location of errors is determined, it is rather simple to find their amplitude. Let $H_\nu$ denote the matrix consisting of the columns of $H$ corresponding to error indices. Then, errors magnitudes $E = [e_1, \ldots, e_{\nu}]^T$ can be computed from $H_\nu E = s$, using a least squares method, for example. More details are available in [14, Section 5.3], [19], so we will not discuss it more in depth in this paper.

Before moving on to the next section, we look at extended subspace error localization for a special, yet important class of DFT codes in channel coding where $n = 2k$. For such a code, $d = k$ and $X_p^d = 1$ for $p$ in the even (odd) positions in the codewords. Then, if all errors are in the even (odd) positions, we can simply replace $\bar{s}$ with $s$ ($-s$). Thus, using (31) and (26) we can form $S'_m(S'_m)$ and the corresponding $R'_m(\bar{R}'_m)$ for $d' = 2d$. Subsequently, the eigendecomposition of $\bar{R}'_m$ for $m = \lfloor d'/2 \rfloor$ increases the number of polynomials in $\mathcal{F}$ and their degree. This can lead to substantial improvement in error localization; for one thing, Fig. 1 in [25] represents the merit of the extended error localization to the existing one in a $(10, 5)$ code. Such a significant improvement in error localization is achieved by using the same $d$ syndrome samples but forming a larger syndrome matrix which allows a larger noise subspace.

V. GENERALIZED SUBSPACE DECODING

This section is primarily focused on the generalization of the subspace-based decoding of BCH-DFT codes. Meanwhile, the proposed algorithm gives rise to a more general encoding for this class of codes. Let $V_m[i]$ be the matrix whose columns are the $i$th powers of the error-locator vectors of order $m$, i.e.,

$$V_m[i] = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
X_{1}^i & X_{2}^i & \cdots & X_{\nu}^i \\
\vdots & \vdots & \ddots & \vdots \\
X_{1}^{i(m-1)} & X_{2}^{i(m-1)} & \cdots & X_{\nu}^{i(m-1)}
\end{bmatrix}. \tag{34}
$$

Also, let $\mathcal{P}_n$ be the set of positive integers less than or equal to $n$ that are relatively prime to $n$. The cardinality of $\mathcal{P}_n$, also called the Euler phi function $\phi(n)$, is obviously upper bounded by $|\mathcal{P}_n| = \phi(n) \leq n - 1$ where the upper bound is achieved when $n$ is a prime number.\(^5\)

Proposition 1. For any $i \in \mathcal{P}_n$ and $m \geq \nu$, the rank of $V_m[i]$ is equal to the number of errors $\nu$.

Proof: Since $V_m[i]$ has the form of the Vandermonde matrix with elements $X_1^i, X_2^i, \ldots, X_\nu^i$, to prove the claim it suffices to show that the above elements are distinct for any

\(^4\)The idea of syndrome extension has been recently applied for error correction of DCT codes, with a different algorithm in [24].

\(^5\)Interested readers may refer to [26, Section 6.6] for Euler’s function and $n$th roots of unity.
Suppose for contradiction that $X_p^i = X_{p'}^i$ for some $p \neq p'$, $p, p' \in [1, \ldots, \nu]$, and $i \in \mathcal{P}_n$, thus $e^{2\pi i (p - p')/n} = 1$ which implies $n = \frac{l(p - p')}{l(p - p')}$ for some integer $l$. This means that $n$ and $i$ are not relatively prime, which is contradicting.

Next, for any $i \in \mathcal{P}_n$ and $m > \nu$, the columns of $V_m$ define a $m$-dimensional subspace of the $m$-dimensional vector space which we will refer to as the channel error subspace. We will shortly prove that, for an $(n, k, \nu)$ code, this generalizes the notion of [13] by introducing $\phi(n)$ different sets of spanning basis for channel error subspace rather than just one. Recall from linear algebra that there are infinitely many different sets of bases which can span the same subspace. Clearly, the channel error subspace of (15) is attained for $i = 1$. Initially, similar to (12), for $\nu + 1 \leq m \leq d - \nu + 1$, we define the $i$th syndrome matrix by

$$S_m^i = V_m^i H V_m^i H.$$ \hfill (35)

It can be seen that $S_m^i$, for each $i$, is composed of $d$ syndrome samples$^8$ at most; these samples can be identified in the first row and last column. Before proceeding, we should determine the entries of $S_m^i$. Through simple algebra, one can show that the right-hand side of (35) simplifies to

$$S_m^i = \begin{bmatrix}
S[0]_n \quad S[i]_n \quad \ldots \quad S[i(m-1)]_n \\
S[2]_n \quad S[2]_n \quad \ldots \quad S[i(m+1)]_n \\
\vdots \quad \vdots \quad \ddots \quad \vdots \\
S[i(m-1)]_n \quad S[im]_n \quad \ldots \quad S[(i-1)]_n
\end{bmatrix},$$ \hfill (36)

in which $i \in \mathcal{P}_n$ and the subscripts are interpreted modulo $n$ such that $[a]_n \triangleq b + 1$ where $a \equiv b \pmod{n}$ and $0 \leq b < n$. To see the rationale behind the modulo operation recall that $X_p^n = 1$ for any $p$. Again, it is easy to see that $S_m^i = S_m$. However, note that for $i > 1$ we will have a different syndrome matrix than (12), where the syndrome samples and their order varies based on $i$. Note that, the elements of $S_m^i$, in general, are given by

$$s_t = \frac{1}{\sqrt{n}} \sum_{p=1}^{\nu} e^{2\pi i x_p^{a-1+\ell}}, \quad \ell = 1, \ldots, n.$$ \hfill (37)

Thus, its elements are available, from (8), for $\ell = 1, \ldots, d$, and for $\ell = d + 1, \ldots, n$ they become equal to $s_{t-d}$, where $s_t$ is the extended syndrome sample defined in (30). Once the elements of $S_m^i$ are properly set, we can define the $i$th covariance matrix

$$R_m^i = S_m^i S_m^{i H},$$ \hfill (38)

and eigendecompose it as

$$R_m^i = \begin{bmatrix} U_e & U_q \end{bmatrix} \begin{bmatrix} \Delta_e^i & 0 \\ 0 & \Delta_q^i \end{bmatrix} \begin{bmatrix} U_e^{H} & U_q^{H} \end{bmatrix}.$$ \hfill (39)

The matrices $U_e^i, U_q^i, \Delta_e^i$, and $\Delta_q^i$, respectively, have the same sizes as $U_e, U_q, \Delta_e$, and $\Delta_q$ and hold similar properties. Specifically, we have

**Proposition 2.** The columns of $U_e^i$ span the channel error subspace.

**Proof:** On the one hand, we observe that the rank of $R_m^i$ is $\nu$ since the rank of $S_m^i$ is so by construction. Therefore, $\Delta_q^i = 0$ and $R_m^i$ can be expressed as $R_m^i = U_e^i \Delta_e^i U_e^{H}$. On the other hand, from (38) and (35), it can be seen that $R_m^i = V_m^i H V_m^i + V_m^i U_q^i D H V_m^{i H}$. Hence, $U_e^i = V_m^i M^i$ where $M^i = D V_m^{i H} H$. Hence, the columns of $U_e^i$ can be expressed as linear combinations of the columns of $V_m^i$, and vice versa; this completes the proof.

An immediate implication of the above proposition is that the columns in $U_q^i$ span the noise subspace. More importantly, we have the following theorem.

**Theorem 1.** For an $(n, k, \nu)$ BCH-DFT code, defined by (2), there exist $\phi(n)$ syndrome matrices for decoding, where $\phi(n)$ is the Euler phi function.

**Proof:** On the one hand, from eigendecomposition in (39) we have $U_e^i H U_q^i = 0$. On the other hand, from Proposition 2 we know that the columns in $U_e^i$ and $V_m^i$ span the same subspace. Therefore,

$$V_m^i H U_q^i = 0 \quad \forall i \in \mathcal{P}_n.$$ \hfill (40)

Hence, since $i$ can take $\phi(n)$ different values, one can make $\phi(n)$ different syndrome matrices $S_m^i$, as defined in (36), and utilize them for error localization and detection.

The **diversity** introduced in Theorem 1 brings in two main novelties which are discussed in the remainder of this section.

### A. Improved Decoding

Since (40) holds for any $i \in \mathcal{P}_n$, for a complex variable $x$ we define $v^{i} = [1, x^i, x^{2i}, \ldots, x^{i(m-1)}]^T$ and form

$$F[i](x) \triangleq \sum_{j=1}^{m-\nu} v^{i} H U_q^i f_{j}^{i,k} \equiv \sum_{j=1}^{m-\nu} \sum_{k=0}^{m-\nu-1} f^{i,k} x^{j}.$$ \hfill (41)

For each $i$, the function $F[i](x)$ can be considered as sum of $m-\nu$ polynomials $f_{j}^{i} = \{f_{j}^{i,k}\}_{k=0}^{m-\nu}$ of order $m-1$; each polynomial corresponds to one column of $U_q^i$. Let $F[i]$ denote this set of polynomials. In view of (40), $F[i](x) = 0$ for $X_1, \ldots, X_{\nu}$, and these are the only common roots of $\{f_{j}^{i}\}$ over the $n$th roots of unity; thus, the error locations can be determined by finding the zeros of $F[i](x)$ over the set of $n$th roots of unity.

That is, each $F[i](x)$ individually can be employed for error localization. Therefore, we can equivalently define

$$\Gamma(x) \triangleq \sum_{i \in \mathcal{P}_n} F[i](x) = \sum_{i \in \mathcal{P}_n} \sum_{j=1}^{m-\nu} \sum_{k=0}^{m-\nu-1} f^{i,k} x^{j},$$ \hfill (42)

and use it for error localization. That is, the zeros of $\Gamma(x)$ over the set of $n$th roots of unity give $X_1, \ldots, X_{\nu}$.

Comparing with (18), it can be seen that (42) combines $\phi(n)$ subspace-based decoding functions; this is referred to as **diversity** in this paper. Hence, the decoding polynomial $\Gamma(x)$
introduces both diversity and degrees of freedom\(^7\) in comparison with the error-locator polynomial \(L(x)\), whereas \(F(x)\) provides degrees of freedom only. Obviously, \(1 \leq \phi(n) \leq n-1\) and diversity gain \(\phi(n)\) is maximized when \(n\) is a prime number. Remind that the diversity is achieved at the expense of an increase in the number of transmitted syndromes, for a given code, which implies a lower transmission rate.

It should be emphasized that when there is no quantization error, utilizing (42) presents no gain over (18), for the same reason that there is no difference in using (18) over (10). In other words, the coding-theoretic, subspace, and generalized subspace approaches all have the same performance, and result in the exact location of errors, as long as the number of channel errors are within the capacity of the code. Nevertheless, when quantization error comes into play, the generalized subspace approach outperforms the subspace approach and the subspace approach does better than the coding-theoretic one.

Now let us analyze the effect of quantization error. The distorted syndrome matrix can be represented as \(\tilde{S}[i] = S_m[i] + Q_m[i]\). Then, the eigendecomposition of the corresponding covariance matrix \(\tilde{R}[i] = S_m[i]H S_m[i]\) results in

\[
\tilde{R}[i] = [U_e^i \bar{U}_q^i] \begin{bmatrix}
\hat{\Delta}_e^i & 0 \\
0 & \hat{\Delta}_q^i
\end{bmatrix} [\bar{U}_e^i U_q^i]^H.
\]

(43)

Let \(\bar{U}_e^i = U_e^i + U_q^i\) and \(\bar{U}_q^i = U_q^i + U_q^i\). Following the same line of arguments as for (40) we obtain

\[
V_m[i] H \bar{U}_e^i = \bar{U}_e^i (\hat{\Gamma}^q[i] + U_q^i) = V_m[i] H \bar{U}_q^i \equiv \Delta_f^i,
\]

(44)

and similar to (42) we get

\[
\bar{\Gamma}(x) = \sum_{i \in P_n} \bar{r}_i^i(x) = \sum_{i \in P_n} \sum_{j=1}^{m} \sum_{k=0}^{\nu-1} \bar{r}_i^j k^i.
\]

(45)

Our goal is to reduce the effect of \(\Delta_f^i\) and this is done through adding polynomials for different \(i\) since the entries of

\[
\Delta_f = \frac{1}{\phi(n)} \sum_{i \in P_n} \Delta_f^i
\]

diminish as the cardinality of \(P_n\) increases. Intuitively, this is because the perturbation caused by the quantization error is reduced by averaging.

B. Generalized Encoding

Another characteristic of the generalized syndrome matrix is that, except for \(i = 1\), the syndrome samples used to build (36) are not successive samples. This suggests that \(n-k\) zeros in the frequency domain, padded by \(\Sigma\) in (2) to construct a BCH code, are not constrained to be consecutive. In other words, we can have BCH-DFT codes with non-consecutive zeros in the frequency domain. Equivalently, the rows of \(H\) are not to be the consecutive powers of the first \(n\) powers of \(\omega\). This is because for \(\xi = \omega^i\), where \(i\) is relatively prime to \(n\), \(\{\omega^0, \omega^1, \omega^2, \ldots, \omega^{n-1}\}\) and \(\{\xi^0, \xi^1, \xi^2, \ldots, \xi^{n-1}\}\) both are the set of roots of unity. This was originally observed by Marshall [1], however by (36) we present the decoding algorithm as well. Hence, unlike BCH codes which are constructed by selecting a sequence of \(n-k\) cyclically adjacent frequencies as the parity frequencies, as a corollary of Theorem 1, we have

**Corollary 1.** An \((n, k)\) BCH-DFT code can be constructed by selecting any \(n-k\) frequencies, spaced by \(i\), \(i < n\), as the parity frequencies, as long as \(\gcd(n, i) = 1\). To decode such a code, one can use \(S_m[i]\) in (36).

The fact that the parity frequencies (equivalently, the zeros of \(\Sigma\)) are not required to be cyclically adjacent provides substantial flexibility in constructing real/complex DFT codes. The position of these zeros are determined by the indices of syndrome samples used to build up \(S_m[i]\). Specifically, for an \((n, k)\) BCH-DFT code, \(\Sigma[i]\) has \(k\) nonzero elements given by \(\Sigma[i] = \{i(n-\ell_1) + \alpha\}_{n}\) and \(\ell_1 = 1, \ell_2 = 1, \ldots, k\). The parity-check matrix \(H[i]\) is comprised of the columns of the IDFT matrix \(W_m[i]\) corresponding to these \(d\) zeros.

VI. GENERALIZED-EXTENDED SUBSPACE ERROR LOCALIZATION

To maximize the diversity gain, we can combine the extended algorithm of Section IV with the generalized algorithm of Section V. Suppose the total number of syndrome samples at the decoder is \(d \in [d, n]\). Then, for each \(d', d'' = d, \ldots, d, i \in P_n\), and \(\nu + 1 \leq m \leq d' - \nu + 1\) we define \(S_m[i]\) similar to \(S_m[i]\) in (36) as

\[
S_m[i] = \begin{bmatrix}
\bar{s}[0]_{m,n} & \cdots & \bar{s}[i]_{m,n} & \cdots & \bar{s}[d-(m-1)]_{m,n} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\bar{s}[i(m-1)]_{m,n} & \cdots & \bar{s}[im]_{m,n} & \cdots & \bar{s}[i(d-1)]_{m,n}
\end{bmatrix},
\]

(47)

with the optimal value of \(m = \lfloor d'/2 \rfloor\). Next, we can compute

\[
R_m[i] = S_m[i] S_m^H[i],
\]

(48)

and eigendecompose it as

\[
R_m[i] = [U_e^i U_q^i] \begin{bmatrix}
\hat{\Delta}_{e}^i & 0 \\
0 & \hat{\Delta}_{q}^i
\end{bmatrix} [U_e^i U_q^i]^H.
\]

(49)

Again \(U_e^i\) and \(\Delta_{e}^i\) have the same sizes as \(U_e\) and \(\Delta_e\), and like Proposition 2 we have

**Proposition 3.** The columns of \(U_e^i\) span the channel error subspace.

**Proof:** The proof is very similar to that of Proposition 2, so we omit it for brevity. Just note that similar to (35), \(S_m[i]\) = \(V_m[i] D V_m[i]^T\) and thus the rank of \(S_m[i]\) and \(R_m[i]\) is \(n\).

Note that for \(i = 1\) we can always form \(S_m[i]\) whereas for other \(i > 1\) we may not be able to form \(S_m[i]\), depending on the availability of the corresponding syndrome samples. One can see that we need \(\bar{s}[i(d'-j)]_{m,n}\) for any \(j = 1, \ldots, d'\) in order to form \(S_m[i]\). Then, since we have assumed that there are \(d\) syndrome samples at the decoder, we can form \(S_m[i]\) if and only if \(\lfloor i(d'-j) \rfloor_{n} \leq d\) for any \(i = 1, \ldots, d'\). Let \(\mathcal{I}_m\) be the set of those \(i \in P_n\) for which all elements of \(S_m[i]\) are

\(^7\text{Diversity and degrees of freedom are well-established terms in wireless communication [27]; we use them in this context for the similarity of concepts.}\)
available, for a given $d$. It can be seen that $1 \leq |\mathcal{I}_m| \leq \phi(n)$, where the upper bound is attainable if and only if $d = n$. Note that $\mathcal{I}_m$ is non-empty as it always contains $i = 1$. Since for each $i \in \mathcal{I}_m$ and each $d' = d, \ldots, d$ we have one $S^{\ell}_m$, we can form the corresponding $F^{\ell}[i](x)$, define
\[
\psi(x) \triangleq \sum_{m=\lceil d/2 \rceil}^{\lceil d \rceil} \mathcal{U}^{\ell}[i](x) = \sum_{m=\lceil d/2 \rceil}^{\lceil d \rceil} \sum_{i \in \mathcal{I}_m} \sum_{j=1}^{m-\nu} f_{jkm} x^{ki},
\]
and use it to find the location of errors. For each $d'$ we use the corresponding optimal $m = \lceil d'/2 \rceil$. Then, comparing (50) with (18), we define the total decoding diversity as
\[
\mathcal{D}(d, \bar{d}) = \sum_{m=\lceil d/2 \rceil}^{\lceil d \rceil} |\mathcal{I}_m|,
\]
considering the two extreme cases, i.e., $\bar{d} = d$ and $\bar{d} = n$, it can be checked that, $1 \leq \mathcal{D}(d, \bar{d}) \leq \left( \left\lceil \frac{n}{2} \right\rceil - \left\lceil \frac{n-\varepsilon}{2} \right\rceil + 1 \right) \phi(n)$. The upper bound can be achieved only if $n$ syndrome samples are available at the decoder. In such an extreme case, $\mathcal{I}_m = \mathcal{P}_n$, thus $|\mathcal{I}_m| = \phi(n)$ and Theorem 1 can be generalized as

**Theorem 2.** In addition to $\phi(n)$ syndrome matrices, one can define $\left( \left\lceil \frac{n}{2} \right\rceil - \left\lceil \frac{n-\varepsilon}{2} \right\rceil \right) \phi(n)$ extended syndrome matrices of different sizes for decoding an $(n, k)$ BCH-DFT code.

Finally, it is worth mentioning that, by combining the extended and generalized approaches, when there are $d$ syndrome samples to decode $\nu$ errors, the total number of error-locator polynomials is given by
\[
\mathcal{G} = \sum_{m=\lceil d/2 \rceil}^{\lceil d \rceil} |\mathcal{I}_m|(m - \nu).
\]

What we discussed in this section was for unquantized DFT codes. For quantized codes we will have $\bar{S}_{m}^{\ell}, \bar{R}_{m}^{\ell}, \bar{F}^{\ell}[i](x)$ and $\bar{\psi}(x)$. For such codes, by adding many ($\mathcal{G}$) polynomials each of which may have different roots due to quantization error, $\bar{\psi}(x)$ can result in more accurate roots and improve error localization. Then $\mathcal{G}$ can be an indicator of the generalized-extended subspace-based error localization gain with respect to the coding-theoretic approach. In the extreme case where $\bar{d} = n$ and $n$ is a prime number $\mathcal{G}$ is huge.

**VII. APPLICATION AND EXAMPLES**

Distributed lossless compression of two correlated sources can be as efficient as their joint compression [28]. This is also valid for lossy source coding with side information at the decoder for jointly Gaussian sources and the mean-squared error (MSE) distortion measure [29]. Typically, DSC is done by quantizing the sources and applying Slepian-Wolf coding in the binary domain. Slepian-Wolf coding can be implemented in the analog domain as well [6] which outperforms its binary counterpart for certain scenarios, e.g., an impulsive correlation model. The proposed DSC schemes based on DFT codes, both parity and syndrome approaches, are also appropriate for low-delay coding as they perform sufficiently well even when short source blocks are encoded [21].

**A. Rate-Adaptive Distributed Lossy Source Coding**

When the statistical dependency between the sources varies or is not known at the encoder, a rate-adaptive system with feedback is an appealing solution [30]. Rate-adaptive DSC based on binary codes, e.g., puncturing the parity or syndrome bits of turbo and LDPC codes, have been proposed in [30], [31]. In the sequel, we extend DSC based on DFT codes [6] to perform DSC in a rate-adaptive fashion. We consider two continuous-valued correlated sources $x$ and $y$ where $x_i$ and $y_i$ are statistically dependent by $y_i = x_i + e_i$, and $e_i$ is continuous, i.i.d., and independent of $x_i$. The goal is to compress $x$ given that $y$ is known at the decoder, only.

Rate-adaption using puncturing is not natural for syndrome-based DSC systems [31]. Instead, the encoder can transmit a short syndrome based on an aggressive code and augment it with additional syndrome samples, if decoding fails. This process loops until the decoder gets sufficient samples for successful decoding. This approach is viable only for feedback channels with reasonably short round-trip time [30].

1) Syndrome-based approach: In the syndrome-based DSC based on DFT codes, as one can find in [6, Fig. 2], the encoder transmits $\bar{s}_e = \bar{H}x$ to the decoder. At the decoder, we have access to the side information $y = x + e$ and we can compute its syndrome so as to find $\bar{s}_e = \bar{s}_y - \bar{s}_x$. Then, based on this syndrome samples, one can form the syndrome matrix and correct the errors, as explained in Section III.

For rate adaptation, if required, the encoder transmits $\bar{s}_x = \bar{H}x$ sample by sample; likewise, the receiver can compute $\bar{s}_y = \bar{H}y = \bar{s}_x + \bar{s}_e$ and evaluate $\bar{s}_e = \bar{s}_y - \bar{s}_x$. After that, we can form the extended or generalized syndrome matrices where $s = s_e$, $\bar{s} = \bar{s}_e$, and
\[
s_t = \begin{cases} s_t, & 1 \leq t \leq d, \\ \bar{s}_{t-d}, & d < t \leq n, \end{cases}
\]
and use it for decoding. In short, the rate adaptation algorithm can be summarized as:

- The decoder requests some extra syndrome samples based on the estimated number of errors, for example when $\nu > t$ where $\nu$ is the estimated number of errors.
- The decoder computes $\bar{s}_x = \bar{H}x$ and transmits it to the decoder sample by sample.
- The decoder computes $\bar{s}_y = \bar{H}y$ and finds $\bar{s}_e = \bar{s}_y - \bar{s}_x$. It then can form $\bar{R}_m$ and use the extended subspace decoding algorithms to find the location of errors.

As usual, when quantization is considered this equation needs to be updated as
\[
\bar{s}^{\nu}_t = \begin{cases} \bar{s}_t, & 1 \leq t \leq d, \\ \bar{s}_{t-d}, & d < t \leq n, \end{cases}
\]
in which $\nu = \nu + \nu_q$, $\bar{s} = \bar{s}_e + \bar{s}_q$, and $\bar{H}q$. The new $\bar{R}'_m = \bar{S}'_m \bar{C}'_m$ then is used for error localization as detailed in Sections III–V. Note that the code is incremental, so the encoder does not need to re-encode the sources when more samples are requested. It buffers and transmits the extra syndrome samples to the decoder sample by sample.
2) Parity-based approach: In the parity-based DSC based on DFT codes [6, Fig. 3], for an input sequence $x$, the encoder computes the codeword $c = [x | p]^T$ with respect to a systematic DFT code and transmits only $p$, for the sake of compression. At the decoder, we have access to $y = x + e$ (the noisy version of $x$) in addition to $p$; we form $z = [y | p]^T$ and compute its syndrome. Since $z = c + e'$ where $e' = [e | 0]^T$ and $s_e = 0$, we have $s_z = s_{e'}$. Thus, we have the syndrome of error and we can perform decoding.

Although parity- and syndrome-based DSC systems present somewhat different methods for binning, the technique we use for rate-adaptation is the same. For rate adaptation in a parity-based system, once requested by decoder, the encoder computes and transmits $\bar{s}_c = Hc$; the decoder also computes $\bar{s}_z = \bar{H}z = \bar{s}_c + \bar{s}_{e'}$ and evaluate $\bar{s}_{e'} = \bar{s}_z - \bar{s}_c$. The remainder of the algorithm is similar to the syndrome-based rate-adaptive DSC. Observe that even if the parity samples are not error-free, the above algorithm works [21], which gives rate-adaptive distributed joint source-channel coding.

B. Rate-Adaptive Channel Coding

An approach similar to the one used for parity-based rate-adaptive DSC can be used to make rate-adaptive DFT channel codes. There are however a few differences: First, there is no need to use a systematic code for encoding, any DFT code generated by (2) or, in general, as stated in Section V-B can be used for encoding. Second, since the whole codeword is transmitted over a noisy channel, parity samples are no longer error-free. On the other hand, similar to DSC the extended syndrome samples $\bar{s}_c$ are to be sent over a noiseless channel, if an improvement is expected by virtue of the extended and/or generalized subspace decodings.

C. Examples

In order to fully utilize the extended and generalized subspace decoding algorithms, in this subsection, we assume that the decoder knows $n$ syndrome samples of error, for every codeword of an $(n, k)$ code. If there are fewer samples, we cannot build up $S_m^{[i]}$ and $S_m^{[i]}$ for some $i$ because we may not have all samples corresponding to those matrices. It is worth noting that, once the syndrome samples of error are known, there is now difference in decoding algorithm used for DSC (syndrome- or parity-based) and channel coding problems.

1) Example 1: Consider the (10, 5) code, for which $P_n = \{1, 3, 7, 9\}$. From (36) we have

$$S_3^{[1]} = \begin{bmatrix} s_1 & s_2 & s_3 \\ s_2 & s_3 & s_4 \\ s_3 & s_4 & s_5 \end{bmatrix}, \quad S_3^{[5]} = \begin{bmatrix} s_1 & s_4 & s_7 \\ s_4 & s_7 & s_10 \\ s_7 & s_10 & s_3 \end{bmatrix},$$

$$S_3^{[7]} = \begin{bmatrix} s_1 & s_8 & s_5 \\ s_8 & s_5 & s_2 \\ s_5 & s_2 & s_9 \end{bmatrix}, \quad S_3^{[9]} = \begin{bmatrix} s_1 & s_8 & s_7 \\ s_8 & s_7 & s_9 \\ s_7 & s_9 & s_8 \end{bmatrix}.$$

It is seen that different matrices have several samples in common but they differ in some others. The latter implies an increase in the code rate if we wish to exploit more than one matrix for decoding at the same time.

Interestingly, the same syndrome samples are used to form $S_m^{[i]}$ for $i \in \{2, 4, 6, 8\}$. The only difference is that the position of those samples differ for each $i$, as is seen below

$$S_3^{[2]} = \begin{bmatrix} s_1 & s_3 & s_5 \\ s_3 & s_5 & s_7 \\ s_5 & s_7 & s_9 \end{bmatrix}, \quad S_3^{[4]} = \begin{bmatrix} s_1 & s_5 & s_9 \\ s_5 & s_9 & s_3 \\ s_9 & s_3 & s_7 \end{bmatrix},$$

$$S_3^{[6]} = \begin{bmatrix} s_1 & s_7 & s_3 \\ s_7 & s_3 & s_9 \\ s_3 & s_9 & s_5 \end{bmatrix}, \quad S_3^{[8]} = \begin{bmatrix} s_1 & s_9 & s_7 \\ s_9 & s_7 & s_5 \\ s_7 & s_5 & s_3 \end{bmatrix}.$$

This means that without any increase in code rate, i.e., merely by changing the arrangement of the syndrome samples and summing up the resulting polynomials (averaging the results), the accuracy of the decoding can be improved. Nevertheless, it should be noted that for $i \in \{2, 4, 6, 8\}$ Proposition 1 does not hold because $X^i_{1}, \ldots, X^i_{n}$ are not distinct anymore. In fact, for such an $i$, by using $S_3^{[i]}$ the algorithm cannot differentiate the errors in locations $i_p$ and $i_p'$ when $i_p \equiv i_p' \pmod{5}$, because $X^i_{p} = X^i_{p'}$. That is, the above matrices can be used only if we have some specific side information about errors. For instance, when we know that the first (last) half of the samples in each codeword are error-free. Finally, let us examine

$$S_3^{[5]} = \begin{bmatrix} s_1 & s_6 & s_1 \\ s_6 & s_1 & s_6 \\ s_1 & s_6 & s_1 \end{bmatrix},$$

which is built upon only two syndrome samples. Clearly, the last row and columns can be removed as they are redundant. With $S_3^{[5]}$ one can only tell if the errors are in odd or even locations, since $i_p \equiv i_p' \pmod{2} \Rightarrow X^5_{p} = X^5_{p'}$.

Remark 4. The last two cases were not included in our generic algorithm in Section V since they cannot be used to determine the location of errors uniquely. However, we can use them to remove the ambiguity partly, as explained above.

2) Example 2: Here, using the (11, 3) code, we explain how we can make use of extending and generalizing the syndrome matrices at the same time. Since $n = 11$ is a prime number, $P_n = \{1, \ldots, 10\}$ and we can have 10 syndrome matrices for each $d' \in \{8, \ldots, 11\}$. For the extreme case of $d' = 11$, these matrices share the same elements with different arrangements. For instance,

$$S_6^{[2]} = \begin{bmatrix} s_1 & s_3 & s_5 & s_7 & s_9 & s_{11} \\ s_3 & s_5 & s_7 & s_9 & s_{11} & s_2 \\ s_5 & s_7 & s_9 & s_{11} & s_2 & s_4 \\ s_7 & s_9 & s_{11} & s_2 & s_4 & s_6 \\ s_9 & s_{11} & s_2 & s_4 & s_6 & s_8 \\ s_{11} & s_2 & s_4 & s_6 & s_8 & s_{10} \end{bmatrix}$$

and

$$S_6^{[9]} = \begin{bmatrix} s_1 & s_{10} & s_8 & s_6 & s_4 & s_2 \\ s_{10} & s_8 & s_6 & s_4 & s_2 & s_{11} \\ s_8 & s_6 & s_4 & s_2 & s_{11} & s_9 \\ s_6 & s_4 & s_2 & s_{11} & s_9 & s_7 \\ s_4 & s_2 & s_{11} & s_9 & s_7 & s_5 \\ s_2 & s_{11} & s_9 & s_7 & s_5 & s_3 \end{bmatrix}.$$

As we proved in Section VI, both of these matrices, and any of those 10 matrices on the whole, result in the exact location...
of errors based on (50). In practice, due to quantization, we have \( \tilde{S}_m^{[i]} = S_m^{[i]} + Q_m^{[i]} \). Hence,
\[
\tilde{R}_m^{[i]} = \tilde{S}_m^{[i]} \tilde{S}_m^{[i]H} = R_m^{[i]} + S_m^{[i]} Q_m^{[i]} H + Q_m^{[i]} S_m^{[i]} H + Q_m^{[i]} Q_m^{[i]} H \tag{55}
\]
From Proposition (3) we know that \( R_m^{[i]} \), for any \( i = 1, \ldots, 10 \), results in the exact location of errors. However, for quantized DFT codes, \( R_m^{[i]} \) is used for decoding and it yields slightly different results for each \( i \), due to different combinations of the quantization error at the decoding process which is represented by \( T_m^{[i]} \). This brings in some sort of decoding diversity, and we exploit this diversity to improve the decoding accuracy, as explained in Sections VI and V.

**VIII. SIMULATION RESULTS**

To evaluate the performance of the proposed algorithms we perform simulations using a Gauss-Markov source \( X \), with a mean zero, a variance one, and a correlation coefficient \( \rho = 0.9 \). The Gauss-Markov process \( \{X_i\} \) is generated based on the following recursion
\[
X_i = \sqrt{1 - \rho^2} Z_i + \rho X_{i-1}, \tag{56}
\]
in which \( \{Z_i\} \) is a zero-mean i.i.d. Gaussian process with variance 1, and \( 0 \leq \rho < 1 \) is the correlation coefficient [32]. Given an \((n, k)\) code, the encoder divides \( X \) into blocks \( x \) of length \( n \) and generates the syndrome \( s_x \) and extended syndrome \( \tilde{s}_x \); these are then quantized by a 3-bit uniform quantizer with step size \( \Delta = 0.25 \). At the decoder, we have the quantized syndromes and the side information \( y = x + e \), where \( e \) is the error vector. The number of errors in each block is \( \nu \), \( \nu \leq t \), where \( t \) is the error correction capacity of the code. Similar to [13], we assume that the error components are fixed. We plot the relative frequency of correct localization of errors \(^9\) versus channel-error-to-quantization-noise ratio (CEQNR) which is defined as the ratio of channel error power to the quantization noise power, i.e.,
\[
\text{CEQNR} \triangleq \frac{\sigma_e^2}{\sigma_q^2}. \tag{57}
\]

In Fig. 1, we compare the frequency of correct localization of errors for the subspace and extended subspace approaches given a \((10, 5)\) code for different errors. The gain due to the extended subspace method is remarkable both for one and two errors; it is more significant for two errors. In fact, as discussed in Section III-B, for \( \nu = t \) the subspace approach loses its degrees of freedom (DoF) and its performance drops to that of the coding-theoretic approach. Providing some extra DoF, at the expense of a higher code rate, the extended subspace approach considerably improves the error localization. The gain caused by the extended subspace method increases for codes with higher capacity. For instance, simulation results for a \((17, 9)\) DFT code, presented in Fig. 2, show a significant gain in any CEQNR between 10 to 40 dB; this is achieved by sending 5 additional syndrome samples.

Next, we evaluate the performance of the generalized subspace method. To begin with, in Fig. 3 we show the merit of the generalized subspace error localization with respect to the subspace method. An important question is whether the generalized subspace decoding performs better than the extended subspace method. To answer this question, we compare the two algorithms for different codes and various numbers of extended syndrome. In Fig. 4, we compare the frequency of correct localization of errors for the extended and generalized subspace approaches for a \((11, 5)\) code with different number of errors; both methods use 3 syndrome samples more than the subspace method. The same simulation is done for 4 extra

\(^9\) The probability of error localization is defined as relative frequency of correct localization of all \( \nu \) errors in each block (codeword) to the number of blocks. With this definition, correct error localization will guarantee a decent error correction also. In [13], this parameter is defined as the total number of correctly identified locations to the total number of errors. If such a criterion is used, all curves corresponding to \( \nu > 1 \) will shift up and we will get better probability of error localization.
samples and the results are presented in Fig. 5. It is seen that, for 3 errors, the extended subspace approach produces better results than the generalized subspace method in the first case while the performance gain swaps in the second case. In general, extensive simulations show that the performance of the extended subspace error localization is better than the generalized subspace if just a few extra syndrome samples are available. By increasing the extra samples the gain caused by the generalized subspace method increases sharply such that it can catch up with and even outperform the extended subspace method. In the extreme case, when there are $k$ extra samples, generalized subspace method outperforms its opponent distinctly. The performance of the generalized subspace localization obviously depends on the number of matrices (or equivalently, polynomials); therefore, its performance gain is noticeable when $n$ is prime number.

Finally, let us evaluate the performance of the generalized-extended approach for a couple of codes. We consider a $(13, 5)$ which is capable of correcting up to 4 errors. Since $n = 13$ is a prime number, we expect that the generalized and generalized-extended perform better than the other approaches. This is true as shown in Fig. 6; the gain from generalization is considerably high especially when $\nu \to t$. A similar pattern is seen for other codes, e.g., $(11, 5)$, $(14, 5)$, and $(17, 9)$ codes, to name a few.

In summary, we conclude that no one approach is superior in every situation. The performances of the proposed algorithms vary with $\bar{d}$, $\nu$, $t$, and CEQNR. However, based on extensive simulation, some of which presented in the paper, the following patterns are observed.

- The generalized and generalized-extended approaches markedly outperform the other ones in different CEQNRs as $\bar{d} \to n$, specially when $n$ is prime (See Fig. 6, for example). This is because $D$ and thus $G$ are very large which bring a huge gain.
- When $\bar{d} \to d$, the generalized approach loses its gain as $|I_m| = 1$. In such cases, the extended subspace is the best. The rationale behind the generalized approach
is to use multiple syndrome matrices with smaller sizes compared with the extended approaches that use up all syndrome samples in a large syndrome matrix. However, it should be noted that when there are few new syndromes (\(d \to d\)), it is not possible to build up more than one syndrome matrix. In such cases, the generalized approach fails to use extra syndromes while the extended approach uses them up and thus outperforms its opponent. This is examined for a \((17, 9)\) code in Fig. 7 and Fig. 8. As it can be seen, with 4 extra syndrome samples (Fig. 7) the performance of generalized subspace is the same as subspace approach. This is because with that many syndromes we cannot form any generalized syndrome matrix for \(i > 1\), therefore there is no gain over the subspace method; in such a case the extended subspace gives the best results, as explained above. But, in Fig. 8, when only one more sample is added the gain from generalization comes in and the generalize-extended method outperforms the extended one.

- The generalized-extended method seems to be the best choice when there are enough extra syndrome samples to build several or more syndrome matrices. This is because it averages as many polynomials as possible to improve the results. As the CEQNR goes up, its dominance is less because the other approaches work well, also.

**IX. Conclusions**

We have developed three subspace-based algorithms that substantially improve the existing subspace error localization of quantized DFT codes, in favor of extra syndrome samples. The first approach, named extended subspace, simply extends and improves the existing one by increasing the dimension of the quantization noise subspace, or equivalently, the number of polynomials obtainable for error localization. This is followed by another method that generalizes the decoding, and also the encoding, of the DFT codes. We proved that many syndrome matrices, each of which uses \(d\) syndromes, can be utilized to decode DFT codes. This diversity is exploited for increasing the decoding accuracy since by averaging the corresponding error locating polynomials the effect of the quantization error diminishes. The third approach, i.e., the generalized-extended subspace decoding, combines the aforementioned algorithms to further increase the decoding gain.

The proposed algorithms are primarily useful for rate-adaptation in a DSC system that uses DFT codes for binning; they can also be used in the channel coding. Rate-adaptation is realized by augmenting the syndrome samples and does not need to re-encode the sources. The extended decoding can be applied to DCT and DST codes, whereas the extension of the generalized subspace decoding to these classes of codes is not straightforward. One possible direction to pursue is to investigate applying this generalized algorithm to DCT and DST codes. Furthermore, constructing any other spanning basis \(V_m\) such that the entries of \(V_mDV_{d^-m+1}\) are syndrome samples, with any permutation, is valuable as it can be used, in conjunction with the other spanning matrices developed in this paper, for diminishing the effect of quantization error.
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