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Historical Evolution of DFMs 
 
 
I. Factor Analysis 
 
• Spearman (1904) 

 
• Lawley (1940), Joreskög (1967) … Lawley and Maxwell (1971) 
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Spearman's problem: 
 

Data:  Xij,  i = 1, … , N (individuals)   
 
           and j = 1, … n (measurements for each individual) 
 
 

 and SXX = cov(Xi) 

 
 
How can we measure 'intelligence'? 
 

Xi =

Xi1
Xi2
!
Xin
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 290  SPEARMAN:
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Factor Model 
 

 
Xij = lj fi + eij  or 

 
Xi = lfi + ei 

 
SXX =  ll' + See with See diagonal 

 
 

σ f
2
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Xi = lfi + ei 
 

SXX =  ll' + See with See diagonal 
 

Issues: 
 

(1) Estimation of parameters ( , l, )   (Lawley: Gaussian MLE) 
 
(2) Estimation of fi | Xi, ( , l, ):  'reverse regression' 
 

(Xi | fi) ~ N(lfi, See )  and  fi ~ N(0, ) 
⇒ fi | Xi ~ N(b 'Xi ,  )  

with  b =   

  

σ f
2

σ f
2 σ ei

2

σ f
2 σ ei

2

σ f
2

σ f |Y
2

ΣYY
−1ΣYf = σ f

2λλ '+ Σee( )−1λσ f
2

σ f |Y
2 =σ f

2 −σ f
2λ ' σ f

2λλ '+ Σee( )−1λσ f
2
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Historical Evolution of DFMs: 
 

2a:  Replace covariance matrices with spectral density matrices. (Geweke 
(1977), Sargent and Sims (1977), Brillinger (1975)). 

 
 

Xi = lfi + ei 
 

SXX =  ll' + See with See diagonal 
 

becomes  
 

Xt = l(L)ft + et 
 

SXX(w) =  l(e-iw)l(eiw)' + See(w) with See(w) diagonal 

σ f
2

s f
2 (ω )
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Sargent and Sims  used various subsets of 14 variables: long rate, short  
rate,  GNP, prices, wages, money supply, government purchases, 
government deficit, unemployment rate, residential construction, 
inventories, plant and equip investment, consumption, corporate profits.   
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Xt = l(L)ft + et 
 

SXX(w) =  l(e-iw)(eiw)l' + See(w) with See(w) diagonal 
 

Issues: 
 

(1) Estimation of parameters ( , l(e-iw),  See(w))  (Local Gaussian 
MLE, frequency by frequency) 
 
(2) Estimation of f (w) | X(w):  can use 'reverse regression' 

 
 

New issues:  Converting frequency domain back to time domain. 
Leads/lags. Constraints across frequencies.  
 
 

s f
2 (ω )

s f
2 (ω )
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2b: Use linear state-space models:  (e.g., Engle and Watson (1981)) 
 

Xt = l(L)ft + et  and f(L)ft = ht 
 

  

 

  

Xt = λ0  λ1  ! λk( )
ft
ft−1
!
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or  
 

Xt = L Ft + et 
Ft = FFt-1 + Ght  

 
(More generally F equation can be VAR(p)) 

 
Issues: 

(1) Estimation of parameters (L, , F, See)   (Gaussian MLE using 
prediction-error decomposition from Kalman filter) 
 
(2) Estimation of ft | :  'reverse regression' computed using Kalman 

smoother. 
 
New issues: 
(a) State-space modeling afforded lots of flexibility. 
(b) MLE hard when Xt is high dimensional. 

ση
2

X j{ }
j=1

T
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Some Jargon: 
 

 
 

Xt = l(L)ft + et  and f(L)ft = ht:   Dynamic form of DFM 
 
 
 

stacked version 
 
 

Xt = L Ft + ut   and Ft = FFt-1 + Ght:  Static form of DFM 
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Example: “Improving GDP Measurement: A Measurement-Error 
Perspective” Aruoba, Diebold, Nalewaik, Schorfheide, Song (2016) 

S.B. Aruoba et al. / Journal of Econometrics 191 (2016) 384–397 387

Fig. 1. GDP and unemployment data. GDPE and GDPI are in growth rates and Ut is in changes. All are measured in annualized percent.

3. Data and estimation

We intentionallyworkwith a stationary system in growth rates,
because we believe that measurement errors are best modeled as
iid in growth rates rather than in levels, due to BEA’s devoting
maximal attention to estimating the ‘‘best change’’. 11 In its above-
cited ‘‘Concepts and Methods . . .’’ document, for example, the BEA
emphasizes that:

Best change provides the most accurate measure of the period-
to-period movement in an economic statistic using the best
available source data. In an annual revision of the NIPAs,
data from the annual surveys of manufacturing and trade
are generally incorporated into the estimates on a best-
change basis. In the current quarterly estimates, most of the
components are estimated on a best-change basis from the
annual levels established at the most recent annual revision.

The monthly source data used to estimate GDPE (such as retail
sales) and GDPI (such as nonfarm payroll employment) are
generally produced on a best-change basis aswell, using a so-called
‘‘link-relative estimator’’. This estimator computes growth rates
using firms in the sample in both the current and previousmonths,
in contrast to a best-level estimator, which would generally use all
the firms in the sample in the currentmonth regardless of whether
or not theywere in the sample in the previousmonth. For example,
for retail sales the BEA notes that12:

11 For example, see ‘‘Concepts and Methods in the U.S. National Income and
Product Accounts’’, available at http://www.bea.gov/national/pdf/methodology/
chapters1-4.pdf.
12 See http://www.census.gov/retail/marts/how_surveys_are_collected.html.

Advance sales estimates for the most detailed industries are
computed using a type of ratio estimator known as the link-
relative estimator. For each detailed industry, we compute a
ratio of current-to-previous month weighted sales using data
from units for which we have obtained usable responses for
both the current and previous month.

Indeed the BEA produces estimates on a best-level basis only at
5-year benchmarks. These best-level benchmark revisions should
drive only the very-low frequency variation in GDPE , and thus
probablymatter very little for the quarterly growth rates estimated
on a best-change basis.

3.1. Descriptive statistics

We show time-series plots of the ‘‘raw’’ GDPE and GDPI data
in Fig. 1, and we show summary statistics for the raw series in
the top panel of Table 1. Not captured in the table but also true
is that the raw data are highly correlated; the simple correla-
tions are corr(GDPE,GDPI) = 0.85, corr(GDPE,U) = �0.67, and
corr(GDPI ,U) = �0.73. Median GDPI growth is a bit higher than
that of GDPE , and GDPI growth is noticeably more persistent than
that of GDPE . Related, GDPI also has smaller AR(1) innovation vari-
ance and greater predictability as measured by the predictive R

2.
Fig. 1 also depicts the sample paths of changes in the unemploy-
ment rate, whichwe use to estimate the 3-equationmodel, and the
discrepancy between the growth ratesGDPE andGDPI . According to
our state-space models, the discrepancy equals the measurement
error difference ✏Et �✏It . Themean of the discrepancy series is zero,
and its variance is approximately 30% of the variance of GDPE . The
first-order autoregressive coefficient is slightly negative, but the R2

associated with an AR(1) regression is only about 4%.
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GDPt = a + rGDPt-1 + eGt 

 

  (identification issues) 
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⎥
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Results:  
 

 
 

388 S.B. Aruoba et al. / Journal of Econometrics 191 (2016) 384–397

Table 1
Descriptive statistics for various GDP series.

x̄ 50% �̂ Sk ⇢̂1 ⇢̂2 ⇢̂3 ⇢̂4 Q12 �̂e R
2

V̂e

GDPE 3.03 3.04 3.49 �0.31 .33 .27 .08 .09 47.07 3.28 .06 12.12
GDPI 3.02 3.39 3.40 �0.55 .47 .27 .22 .08 81.60 2.99 .12 11.43

GDPM 2-eqn, ⌃ diag 3.02 3.22 3.00 �0.56 .56 .34 .21 .09 108.25 2.48 .18 8.92
GDPM 2-eqn, ⌃ block 3.02 3.35 2.64 �0.64 .70 .45 .28 .13 170.08 1.89 .29 6.90
GDPM 2-eqn, ⇣ = 0.65 3.02 3.32 2.61 �0.64 .67 .43 .27 .12 157.56 1.92 .26 6.73
GDPM 2-eqn, ⇣ = 0.75 3.02 3.30 2.77 �0.63 .65 .41 .26 .11 148.23 2.08 .25 7.60
GDPM 2-eqn, ⇣ = 0.80 3.02 3.29 2.87 �0.62 .64 .39 .25 .11 141.14 2.19 .24 8.16
GDPM 2-eqn, ⇣ = 0.85 3.02 3.31 2.89 �0.64 .66 .41 .28 .12 153.27 2.15 .25 8.29
GDPM 2-eqn, ⇣ = 0.95 3.02 3.26 3.02 �0.64 .66 .40 .28 .12 149.61 2.27 .25 9.07
GDPM 2-eqn, ⇣ = 1.05 3.01 3.22 3.12 �0.65 .67 .40 .28 .12 155.60 2.30 .26 9.69
GDPM 2-eqn, ⇣ = 1.15 3.04 3.34 3.07 �0.67 .76 .47 .31 .15 201.15 1.99 .35 9.46
GDPM 3-eqn 3.02 3.37 3.02 �1.14 .63 .37 .21 .03 141.79 2.33 .23 9.03

GDPF 3.02 3.29 3.30 �0.51 .46 .29 .19 .07 78.28 2.92 .12 10.80

Notes: The sample period is 1960Q1–2011Q4. In the top panel we show statistics for the raw data. In the middle panel we show statistics for various posterior-median
measurement-error-based (‘‘M ’’) estimates of true GDP , where all estimates are smoothed extractions. In the bottom panel we show statistics for the forecast-error-based
estimate of true GDP produced by Aruoba et al. (2012), GDPF . x̄, 50%, �̂ and Sk are sample mean, median, standard deviation and skewness, respectively, and ⇢̂⌧ is a sample
autocorrelation at a displacement of ⌧ quarters. Q12 is the Ljung–Box serial correlation test statistic calculated using ⇢̂1, . . . , ⇢̂12. R2 = 1�

�̂ 2
e

�̂ 2 , where �̂e denotes the estimated

disturbance standard deviation from a fitted AR(1) model, is a predictive R
2. V̂e is the unconditional variance implied by a fitted AR(1) model, V̂e =

�̂ 2
e

1�⇢̂2 .

3.2. Estimation

Bayesian estimation involves parameter estimation and latent
state smoothing. First, we generate draws from the posterior dis-
tribution of themodel parameters using a Random-WalkMetropo-
lis–Hastings algorithm. Next, we apply the simulation smoother
of Durbin and Koopman (2001) to obtain draws of the latent
states conditional on the parameters. See (online) Appendix C for
details.

Here we present and discuss estimation results for our various
models. In Table 2 we show details of parameter prior and
posterior distributions, as well as statistics describing the overall
posterior and likelihood, for various 2-equation models, and in
Table 3 we provide the same information for the 3-equation
model.

The complete estimation information in the tables can be
difficult to absorb fully, however, so here we briefly present
aspects of the results in a more revealing way. For the 2-equation
models, the parameters to be estimated are those in the transition
equation and those in the covariance matrix ⌃ , which includes
variances and covariances of both transition and measurement
shocks. Hencewe simply display the estimated transition equation
and the estimated ⌃ matrices. For the 3-equation model, we also
need to estimate a factor loading in the measurement equation,
so we display the estimated measurement equation as well. Below
each posterior median parameter estimate, we show the posterior
interquartile range in brackets.

For the 2-equation model with ⌃ diagonal, we have

GDPt = 3.07
[2.81,3.33]

(1 � 0.53) + 0.53
[0.48,0.57]

GDPt�1 + ✏Gt , (10)

⌃ =

2

664

6.90
[6.39,7.44]

0 0

0 2.32
[2.12,2.55]

0

0 0 1.68
[1.52,1.85]

3

775 . (11)

For the 2-equation model with ⌃ block-diagonal, we have

GDPt = 3.06
[2.77,3.34]

(1 � 0.62) + 0.62
[0.57,0.68]

GDPt�1 + ✏Gt , (12)

⌃ =

2

664

5.17
[4.39,5.95]

0 0

0 3.86
[3.34,4.48]

1.43
[0.96,1.95]

0 1.43
[0.96,1.95]

2.70
[2.25,3.22]

3

775 . (13)

For the 2-equation model with benchmark ⇣ = 0.80, we have

GDPt = 3.08
[2.79,3.35]

(1 � 0.57) + 0.57
[0.51,0.62]

GDPt�1 + ✏Gt , (14)

⌃ =

2

664

7.09
[6.54,7.70]

�0.69
[�1.15,�0.29]

�0.38
[�0.74,�0.04]

�0.69
[�1.15,�0.29]

3.90
[3.14,4.77]

1.29
[0.80,1.85]

�0.38
[�0.74,�0.04]

1.29
[0.80,1.85]

2.36
[1.98,2.82]

3

775 . (15)

Finally, for the 3-equation model, we have

2

4
GDPEt

GDPIt

Ut

3

5 =

2

64
0
0

1.62
[1.53,1.71]

3

75 +

2

64
1
1

�0.52
[�0.55,�0.50]

3

75GDPt +

2

4
✏Et
✏It
✏Ut

3

5 (16)

GDPt = 2.78
[2.60,2.95]

(1 � 0.58) + 0.58
[0.54,0.63]

GDPt�1 + ✏Gt , (17)
2

664

✏Gt
✏Et
✏It
✏Ut

3

775

⇠ N

0

BBBBB@

2

664

0
0
0
0

3

775 ,

2

666664

6.96
[6.73,7.35]

�1.10
[�1.27,�0.84]

�0.82
[�1.03,�0.59]

1.46
[1.27,1.66]

�1.10
[�1.27,�0.84]

4.57
[4.17,4.79]

1.95
[1.70,2.12]

0

�0.82
[�1.03,�0.59]

1.95
[1.70,2.12]

3.07
[2.54,3.27]

0

1.46
[1.27,1.66]

0 0 0.59
[0.50,0.71]

3

777775

1

CCCCCA
.

(18)

Many aspects of the results are noteworthy; here we simply
mention a few. First, every posterior interval in every model
reported above excludes zero. Hence the diagonal and block
diagonal models do not appear satisfactory.

Second, the ⌃ estimates are qualitatively similar across
specifications. Covariances are always negative, as per our con-
jecture based on the counter-cyclicality in the statistical discrep-
ancy (GDPE � GDPI ) documented by Fixler and Nalewaik (2009)
and Nalewaik (2010). Shock variances always satisfy �̂ 2

GG
> �̂ 2

EE
>

�̂ 2
II
.
Finally, GDPM is highly serially correlated across all specifica-

tions (⇢ ⇡ .6), much more so than the current ‘‘consensus’’ based
on GDPE (⇢ ⇡ .3).We shall havemore to say about these and other
results in Section 4.
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Fig. 3. GDP sample paths, 1960Q1–2011Q4. In each panel we show the sample path of GDPM (light color) together with posterior interquartile range with shading and we show one of the competitor series (dark color). For
GDPM we use our benchmark estimate from the 2-equation model with ⇣ = 0.80.
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Figure 4: GDP Sample Paths, 2007Q1-2009Q4

Notes: In each panel we show the sample path of GDPM in red together with a light-red posterior in-

terquartile range, and we show one of the competitor series in black. For GDPM we use our benchmark

estimate from the 2-equation model with ⇣ = 0.80.

(2012).

First consider Figure 5. Across measurement-error models M , GDPM is robustly more

serially correlated than both GDPE and GDPI , and it also has a smaller innovation variance.

Hence most of our models achieve closely-matching unconditional variances, but they are

composed of very di↵erent underlying (�2, ⇢) values from those corresponding to GDPE.

GDPM has smaller shock volatility, but much more shock persistence – roughly double that

of GDPE (⇢ of roughly 0.60 for GDPM vs. 0.30 for GDPE).

Now consider Table 1. The various GDPM series are all less volatile than each of GDPE,

GDPI and GDPF , and a bit more skewed left. Most noticeably, the GDPM series are much

more strongly serially correlated than the GDPE, GDPI and GDPF series, and with smaller

innovation variances. This translates into much higher predictive R2’s for GDPM . Indeed

GDPM is twice as predictable as GDPI or GDPF , which in turn are twice as predictable as

GDPE.

18
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Historical Evolution of DFMs: 
 

3. Large-n approximations. Connor and Karijczyk (1986), Chamberlain and 
Rothschild (1983), Forni and Reichlin (1998), Stock and Watson (2002), … 

 
Large n … from curse to blessing: An example following Forni and 
Reichlin (1998).   Suppose ft is scalar and l(L) = l (“no lags in the factor 
loadings”), so  
 

Xit = lift + eit   for i = 1, … n 
 

Then:     =  =  

 
If the errors eit have limited dependence across series, then as n gets large, 

  ft 

Large n lets us recover ft up to a scale factor. 

1

1 n
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i
X
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A “least squares” reason to use the sample mean.   
 
Consider 
 

  subject to  = 1 

Yields:   

 

(Other normalizations:  = 1) 

  

min{ ft },{λi } (Xit − λi ft )
2

i,t
∑ l

f̂t =
1
n

Xit
i=1

n

∑

T −1 ft
2

t=1

T

∑
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Multivariate Problem:  Xit = li'Ft + eit, where li' is ith row of L. 
  

  subject  = G (diagonal, with gi ≥ gi+1) 

 
Yields:  as the principal components (PC) of Xt,  (i.e., the linear 
combinations of Xt  with the largest variance).  
 
Odds and ends: 

Missing data 
Weighted least squares 
… 

 
 

min{ ft },{λi } (Xit − λi 'Ft )
2

i,t
∑ T −1 FtFt '

t=1

T

∑

F̂t
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More generally  
 
Xt = l(L)ft + et  and f(L)ft = ht  ⇒ Xt = L Ft + et   and F(L)Ft = Ght 
 
So Principal Components (PC) can be used to estimate F in DFM. 
 
A simple 2-step estimation problem:  
 
(1) Estimate Ft by PC 
 
(2) Estimate li and var(eit) from regression of Xit onto . 
 
(3) Estimate dynamic equation for F using VAR with  replacing F. 
 

F̂t

F̂t
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Some results about these simple 2-step estimators when n and T are large: 
 
Results for the exact static factor model: 

Connor and Korajczyk (1986): consistency in the exact static FM with T 
fixed, n → ∞. 
 

Selected results for the approximate DFM: Xt = LFt + et 
Typical conditions (Stock-Watson (2002), Bai-Ng (2002, 2006)): 

(a)   SF  (stationary factors) 

(b) L¢L/n ® (or ) SL   Full rank factor loadings 
(c) eit are weakly dependent over time and across series  
(d) F, e are uncorrelated at all leads and lags  
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Selected results for the approximate DFM, ctd. 
 
Stock and Watson (2002a) 

o consistency in the approximate DFM, n, T → ∞.  
o justify using  as a regressor (no errors-in-variable bias. etc.) 
o oracle property for forecasts 

 
Bai and Ng (2006)  

o N2/T ® ¥  
o asymptotic normality of PC estimator of the common component 

at rate min(n1/2, T1/2) in approximate DFM. These can be used to 
compute confidence sets for Ft. 

o Similar results are rates for the two estimators of L, F, See and Shh. 
  

t̂F
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Historical Evolution of DFMs: 
 

An issue in PC estimates of DFMs: Ft is estimated using averages of 
Xt. This ignores information in leads and lags of X that would be 
utilized using optimal estimator (Kalman smoother). 
 
 
4. Hybrid estimators:  Use PCs to get first-round estimates of  L, F, 
See and Shh, then use Kalman smoother to get estimates of F, or do 
MLE using these as initial guesses of parameters.  (Doz, Giannone, 
Reichlin (2011, 2012).) 
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Example: Nowcasting (Good reference: Banbura, Giannoni, Modugno, 
and Reichlin (2013).) 
 
 

• Problem: yt is a variable of interest (e.g., GDP growth rate in quarter t). 
It is available with a lag (say in t+1 or t+2). Xt is a vector of variables 
that are measured during period t (and perhaps earlier). How do you 
guess the value of yt given the X data that has been revealed. 

 
• ‘Solution’: Suppose  denotes the information known at time t1. Then 

best guess of yt is E(yt| ). 
o But how do you compute E(yt| )? 
o How do you update the estimate as another element of Xt is 

revealed? 
 

Xt1

Xt1

Xt1
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Giannone, Reichlin, et al modeling approach: 
 

 

 
F(L)Ft = ht 

 
• E(yt| ) = ly´E(Ft | )  
• E(Ft | ) computed by Kalman filter 

 
(Lots of details left out) 
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Historical Evolution of DFMs: 
 

Issue:  Many parameters in DFM. Shrinkage might be useful. 
 
5. Bayes estimators (Kim and Nelson (1998), Otrok and Whiteman (1998)) 
 
                       Xt = L Ft + et   and F(L)Ft =  Ght 
 
Model is particularly amenable to MCMC methods: 
 
(i)   (L, See, F, Shh | {Xt, Ft}):  Linear regression problem 
 
(ii)  ({Ft} | {Xt}, L, See, F, Shh): Linear signal extraction problem 
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Xt = L Ft + et   and F(L)Ft = Ght 
 

Generalizations (see paper for references): 
 
(1) Serial correlation in e 
(2) Additional regressors in either equation 
(3) Constraints on L ('sparsity') 
(4) (Limited) cross-correlation between elements of e.  
(5) Non-linearities and non-Gaussian evolution. 
 
… many more. 
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Example (Non-linear and non-Gaussian): Stock and Watson (2016) 
'Core Inflation and Trend Inflation' and earlier (2007) paper. 
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Unobserved Components Model with Stochastic Volatility and Outliers.  
 
πt = τt +  εt  
 
τt = τt-1 + sDt,t  × ht,t 
 
et = se,t × st × he,t 
 
Dln( ) =  gene,t 
Dln( ) =  gDtnDt,t 
 
(he, ht, ne, nDt) are iid N(0, I4) 
 
st = i.i.d. multinomial with values 1, 5, 10  

and probability 0.975, 1/60, and 1/120 
 
 

σε ,t
2

σ Δτ ,t
2
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• Kim-Shephard-Chib (1998) approximate model for stochastic volatility: 

 
       Let xt = stht and ln( ) =  ln( ) + gnt with (ht, nt) ~ iidN(0, I2). 
 
      Then  ln(  ) = ln( ) + ln( ), where ηt ~ N(0,1) so ln( ) ~ ln( ) 
              ln( ) =  ln( ) + gnt 
 

which is a linear state-space model with non-Gaussian measurement error.   

• KSC approximate ln( ) using a mixture of normals: ln( ) ~ , 

where wit are iid (0-1) variables with wit = 1 for only value of i at each t, and 
with p(wit = 1) = pi.  The ait variables are ait ~ N(µi, ), and n = 7. 
 

o Omori, Chib, Shephard, and Nakajima (2007) propose a more accurate 10-
component Gaussian mixture approximation.  
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17 PCE Sectors 
Sector Share 

Motor vehicles and parts 0.042 
Furnishings and durable household equip. 0.027 
Recreational goods and vehicles 0.031 
Other durable goods 0.016 
Food and bev.s purch. for off-premises cons.* 0.077 
Clothing and footwear 0.033 
Gasoline and other energy goods* 0.030 
Other nondurable goods 0.081 
Housing & utilities 0.182 

Housing excluding gas & electric utilities 0.162 
Gas & electric utilities* 0.020 

Health care 0.158 
Transportation services 0.033 
Recreation services 0.039 
Food services and accommodations 0.063 
Financial services and insurance 0.076 
Other services 0.085 
Final cons exp of nonprof. insti. serving  h.h. 0.028 
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Multivariate model 
 

  

 
Aggregate (average) inflation and trend 
 

  

 
where the averages are computed using consumption share weights. 
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Recent Values of Inflation in the United States 
(Quarterly inflation in percentage points at an annual rate) 

 
 Inflation measures  Estimates from 17 component 

model 
Date Headline XFE  Trend 67% Band 

2016:Q3 1.81 2.11  1.49 1.29 – 1.70 
2016:Q4 1.67 1.21  1.48 1.29 – 1.68 
2017:Q1 2.50 2.05  1.60 1.40 – 1.80 
2017:Q2 0.40 0.94  1.49 1.28 – 1.70 
2017:Q3 1.56 1.38  1.52 1.32 – 1.73 
2017:Q4 2.94 2.00  1.62 1.41 – 1.83 
2018:Q1 2.45 2.25  1.70 1.48 – 1.92 
2018:Q2 1.96 2.21  1.82 1.57 – 2.06 
2018:Q3 1.42 1.30  1.69 1.42 – 1.96 

 
 



 49 

A 207-Variable Macro Dataset for the U.S. 
 

 
 

6.1 Data and Preliminary Transformations
The data are quarterly observations on 207 time series, consisting of real activity variables,

prices, productivity and earnings, interest rates and spreads, money and credit, asset and

wealth variables, oil market variables, and variables representing international activity.

The series are listed by category in Table 1, and a full list is given in the Data Appendix.

Data originally available monthly were converted to quarterly by temporal averaging.

Real activity variables and several other variables are seasonally adjusted. The dataset

updates and extends the dataset used in Stock and Watson (2012a); the main extension

is that the dataset used here includes Kilian’s (2009) international activity measure and

data on oil market, which are used in the analysis in the next section of the effects of

oil market shocks on the economy. The full span of the dataset is 1959Q1-2014Q4. Only

145 of the 207 series are available for this full period.

From this full dataset, a subset was formed using the 86 real activity variables in the first

four categories in Table 1; this dataset will be referred to as the “real activity dataset.” Of

the real activity variables, 75 are available over the full sample.

The dataset is described in detail in the Data Appendix.

6.1.1 Preliminary Transformations and Detrending
The data were subject to four preliminary transformations. First, the DFM framework

summarized in Section 2 and the associated theory assumes that the variables are

second-order stationary. For this reason, each series was transformed to be approximately

Table 1 Quarterly time series in the full dataset

Category
Number
of series

Number of series used
for factor estimation

(1) NIPA 20 12
(2) Industrial production 11 7
(3) Employment and unemployment 45 30
(4) Orders, inventories, and sales 10 9
(5) Housing starts and permits 8 6
(6) Prices 37 24
(7) Productivity and labor earnings 10 5
(8) Interest rates 18 10
(9) Money and credit 12 6
(10) International 9 9
(11) Asset prices, wealth, and household balance

sheets
15 10

(12) Other 2 2
(13) Oil market variables 10 9

Total 207 139

Notes: The real activity dataset consists of the variables in the categories 1–4.

479Factor Models and Structural Vector Autoregressions
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Table A.1: Data Series 

 
 Name Description Sample Period T O F 
 (1) NIPA 

 
1   GDP Real Gross Domestic Product 3 Decimal 1959:Q1-2014:Q4 5 0 0  
2   Consumption Real Personal Consumption Expenditures 1959:Q1-2014:Q4 5 0 0  
3   Cons:Dur Real Personal Consumption Expenditures: Durable Goods Quantity Index 1959:Q1-2014:Q4 5 0 1  
4   Cons:Svc Real Personal Consumption Expenditures: Services Quantity Index 1959:Q1-2014:Q4 5 0 1  
5   Cons:NonDur Real Personal Consumption Expenditures: Nondurable Goods Quantity Index 1959:Q1-2014:Q4 5 0 1  
6   Investment Real Gross Private Domestic Investment 3 Decimal 1959:Q1-2014:Q4 5 0 0  
7   FixedInv Real Private Fixed Investment Quantity Index 1959:Q1-2014:Q4 5 0 0  
8   Inv:Equip Real Nonresidential Investment: Equipment Quantity Idenx 1959:Q1-2014:Q4 5 0 1  
9   FixInv:NonRes Real Private Nonresidential Fixed Investment Quantity Index 1959:Q1-2014:Q4 5 0 1  
10  FixedInv:Res Real Private Residential Fixed Investment Quantity Index 1959:Q1-2014:Q4 5 0 1  
11  Ch. Inv/GDP Change in Inventories /GDP 1959:Q1-2014:Q4 1 0 1  
12  Gov.Spending Real Government Consumption Expenditures & Gross Investment 3 Decimal 1959:Q1-2014:Q4 5 0 0  
13  Gov:Fed Real Federal Consumption Expenditures Quantity Index 1959:Q1-2014:Q4 5 0 1  
14  Real_Gov Receipts Government Current Receipts (Nominal) Defl by GDP Deflator 1959:Q1-2014:Q3 5 0 1  
15  Gov:State&Local Real State & Local Consumption Expenditures Quantity Index 1959:Q1-2014:Q4 5 0 1  
16  Exports Real Exports of Goods & Services 3 Decimal 1959:Q1-2014:Q4 5 0 1  
17  Imports Real Imports of Goods & Services 3 Decimal 1959:Q1-2014:Q4 5 0 1  
18  Disp-Income Real Disposable Personal Income 1959:Q1-2014:Q4 5 0 0  
19  Ouput:NFB Nonfarm Business Sector: Output 1959:Q1-2014:Q4 5 0 0  
20  Output:Bus Business Sector: Output 1959:Q1-2014:Q4 5 0 0  
 (2) Industrial Production 

 
21  IP: Total index IP: Total index 1959:Q1-2014:Q4 5 0 0  
22  IP: Final products Industrial Production: Final Products (Market Group) 1959:Q1-2014:Q4 5 0 0  
23  IP: Consumer goods IP: Consumer goods 1959:Q1-2014:Q4 5 0 0  
24  IP: Materials Industrial Production: Materials 1959:Q1-2014:Q4 5 0 0  
25  IP: Dur gds materials Industrial Production: Durable Materials 1959:Q1-2014:Q4 5 0 1  
26  IP: Nondur gds materials Industrial Production: nondurable Materials 1959:Q1-2014:Q4 5 0 1  
27  IP: Dur Cons. Goods Industrial Production: Durable Consumer Goods 1959:Q1-2014:Q4 5 0 1  
28  IP: Auto  IP: Automotive products 1959:Q1-2014:Q4 5 0 1  
29  IP:NonDur Cons God Industrial Production: Nondurable Consumer Goods 1959:Q1-2014:Q4 5 0 1  
30  IP: Bus Equip Industrial Production: Business Equipment 1959:Q1-2014:Q4 5 0 1  
31  Capu Tot Capacity Utilization: Total Industry 1967:Q1-2014:Q4 1 0 1  
 (3) Employment and Unemployment 

 
32  Emp:Nonfarm Total Nonfarm Payrolls: All Employees 1959:Q1-2014:Q4 5 0 0  
33  Emp: Private All Employees: Total Private Industries 1959:Q1-2014:Q4 5 0 0  
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34  Emp: mfg All Employees:  Manufacturing 1959:Q1-2014:Q4 5 0 0  
35  Emp:Services All Employees: Service-Providing Industries 1959:Q1-2014:Q4 5 0 0  
36  Emp:Goods All Employees: Goods-Producing Industries 1959:Q1-2014:Q4 5 0 0  
37  Emp: DurGoods All Employees: Durable Goods Manufacturing 1959:Q1-2014:Q4 5 0 1  
38  Emp: Nondur Goods All Employees: Nondurable Goods Manufacturing 1959:Q1-2014:Q4 5 0 0  
39  Emp: Const All Employees: Construction 1959:Q1-2014:Q4 5 0 1  
40  Emp: Edu&Health All Employees: Education & Health Services 1959:Q1-2014:Q4 5 0 1  
41  Emp: Finance All Employees: Financial Activities 1959:Q1-2014:Q4 5 0 1  
42  Emp: Infor All Employees: Information Services 1959:Q1-2014:Q4 5 1 1  
43  Emp: Bus Serv All Employees: Professional & Business Services 1959:Q1-2014:Q4 5 0 1  
44  Emp:Leisure All Employees: Leisure & Hospitality 1959:Q1-2014:Q4 5 0 1  
45  Emp:OtherSvcs All Employees: Other Services 1959:Q1-2014:Q4 5 0 1  
46  Emp: Mining/NatRes All Employees: Natural Resources & Mining 1959:Q1-2014:Q4 5 1 1  
47  Emp:Trade&Trans All Employees: Trade  Transportation & Utilities 1959:Q1-2014:Q4 5 0 1  
48  Emp: Gov All Employees: Government 1959:Q1-2014:Q4 5 0 0  
49  Emp:Retail All Employees: Retail Trade 1959:Q1-2014:Q4 5 0 1  
50  Emp:Wholesal All Employees: Wholesale Trade 1959:Q1-2014:Q4 5 0 1  
51  Emp: Gov(Fed) Employment Federal Government 1959:Q1-2014:Q4 5 2 1  
52  Emp: Gov (State) Employment State government 1959:Q1-2014:Q4 5 0 1  
53  Emp: Gov (Local) Employment Local government 1959:Q1-2014:Q4 5 0 1  
54  Emp: Total (HHSurve) Emp Total (Household Survey) 1959:Q1-2014:Q4 5 0 0  
55  LF Part Rate LaborForce Participation Rate (16 Over) SA 1959:Q1-2014:Q4 2 0 0  
56  Unemp Rate Urate 1959:Q1-2014:Q4 2 0 0  
57  Urate_ST Urate Short Term (< 27 weeks) 1959:Q1-2014:Q4 2 0 0  
58  Urate_LT Urate Long Term (>= 27 weeks) 1959:Q1-2014:Q4 2 0 0  
59  Urate: Age16-19 Unemployment Rate - 16-19 yrs 1959:Q1-2014:Q4 2 0 1  
60  Urate:Age>20 Men Unemployment Rate - 20 yrs. & over  Men 1959:Q1-2014:Q4 2 0 1  
61  Urate: Age>20 Women Unemployment Rate - 20 yrs. & over  Women 1959:Q1-2014:Q4 2 0 1  
62  U: Dur<5wks Number Unemployed for Less than 5 Weeks 1959:Q1-2014:Q4 5 0 1  
63  U:Dur5-14wks Number Unemployed for 5-14 Weeks 1959:Q1-2014:Q4 5 0 1  
64  U:dur>15-26wks Civilians Unemployed for 15-26 Weeks 1959:Q1-2014:Q4 5 0 1  
65  U: Dur>27wks Number Unemployed for 27 Weeks & over 1959:Q1-2014:Q4 5 0 1  
66  U: Job losers Unemployment Level - Job Losers 1967:Q1-2014:Q4 5 0 1  
67  U: LF Reenty Unemployment Level - Reentrants to Labor Force 1967:Q1-2014:Q4 5 1 1  
68  U: Job Leavers Unemployment Level - Job Leavers 1967:Q1-2014:Q4 5 0 1  
69  U: New Entrants Unemployment Level - New Entrants 1967:Q1-2014:Q4 5 1 1  
70  Emp:SlackWk Employment Level - Part-Time for Economic Reasons  All Industries 1959:Q1-2014:Q4 5 1 1  
71  EmpHrs:Bus Sec Business Sector: Hours of All Persons 1959:Q1-2014:Q4 5 0 0  
72  EmpHrs:nfb Nonfarm Business Sector: Hours of All Persons 1959:Q1-2014:Q4 5 0 0  
73  AWH Man Average Weekly Hours: Manufacturing 1959:Q1-2014:Q4 1 0 1  
74  AWH Privat Average Weekly Hours: Total Private Industry 1964:Q1-2014:Q4 2 0 1  
75  AWH Overtime Average Weekly Hours: Overtime: Manufacturing 1959:Q1-2014:Q4 2 0 1  
76  HelpWnted Index of Help-Wanted Advertising in Newspapers (Data truncated in 2000) 1959:Q1-1999:Q4 1 0 0  
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 (4) Orders, Inventories, and Sales 
 

77  MT Sales Manufacturing and trade sales (mil. Chain 2005 $) 1959:Q1-2014:Q3 5 0 0  
78  Ret. Sale Sales of retail stores (mil. Chain 2000 $) 1959:Q1-2014:Q3 5 0 1  
79  Orders (DurMfg) Mfrs' new orders durable goods industries (bil. chain 2000 $) 1959:Q1-2014:Q4 5 0 1  
80  Orders (Cons. Gds & 

Mat.) 
Mfrs' new orders  consumer goods and materials (mil. 1982 $) 1959:Q1-2014:Q4 5 0 1  

81  UnfOrders(DurGds) Mfrs' unfilled orders durable goods indus. (bil. chain 2000 $) 1959:Q1-2014:Q4 5 0 1  
82  Orders(NonDefCap) Mfrs' new orders  nondefense capital goods (mil. 1982 $) 1959:Q1-2014:Q4 5 0 1  
83  VendPerf ISM Manufacturing: Supplier Deliveries Index© 1959:Q1-2014:Q4 1 0 1  
84  NAPM:INV ISM Manufacturing: Inventories Index© 1959:Q1-2014:Q4 1 0 1  
85  NAPM:ORD ISM Manufacturing: New Orders Index©; Index; 1959:Q1-2014:Q4 1 0 1  
86  MT Invent Manufacturing and trade inventories (bil. Chain 2005 $) 1959:Q1-2014:Q3 5 0 1  
 (5) Housing Starts and Permits 

 
87  Hstarts Housing Starts: Total: New Privately Owned Housing Units Started 1959:Q1-2014:Q3 5 0 0  
88  Hstarts >5units Privately Owned Housing Starts: 5-Unit Structures or More 1959:Q1-2014:Q3 5 0 0  
89  Hpermits New Private Housing Units Authorized by Building Permit 1960:Q1-2014:Q4 5 0 1  
90  Hstarts:MW Housing Starts in Midwest Census Region 1959:Q1-2014:Q3 5 0 1  
91  Hstarts:NE Housing Starts in Northeast Census Region 1959:Q1-2014:Q3 5 0 1  
92  Hstarts:S Housing Starts in South Census Region 1959:Q1-2014:Q3 5 0 1  
93  Hstarts:W Housing Starts in West Census Region 1959:Q1-2014:Q3 5 0 1  
94  Constr. Contracts Construction contracts (mil. sq. ft.)  (Copyright  McGraw-Hill) 1963:Q1-2014:Q4 4 0 1  
 (6) Prices  

 
95  PCED Personal Consumption Expenditures: Chain-type Price Index 1959:Q1-2014:Q4 6 0 0  
96  PCED_LFE Personal Consumption Expenditures: Chain-type Price Index Less Food and Energy 1959:Q1-2014:Q4 6 0 0  
97  GDP Defl Gross Domestic Product: Chain-type Price Index 1959:Q1-2014:Q4 6 0 0  
98  GPDI Defl Gross Private Domestic Investment: Chain-type Price Index 1959:Q1-2014:Q4 6 0 1  
99  BusSec Defl Business Sector: Implicit Price Deflator 1959:Q1-2014:Q4 6 0 1  
100 PCED_Goods Goods 1959:Q1-2014:Q4 6 0 0  
101 PCED_DurGoods Durable goods 1959:Q1-2014:Q4 6 0 0  
102 PCED_NDurGoods Nondurable goods 1959:Q1-2014:Q4 6 0 0  
103 PCED_Serv Services 1959:Q1-2014:Q4 6 0 0  
104 PCED_HouseholdServic

es 
Household consumption expenditures (for services) 1959:Q1-2014:Q4 6 0 0  

105 PCED_MotorVec Motor vehicles and parts 1959:Q1-2014:Q4 6 0 1  
106 PCED_DurHousehold Furnishings and durable household equipment 1959:Q1-2014:Q4 6 0 1  
107 PCED_Recreation Recreational goods and vehicles 1959:Q1-2014:Q4 6 0 1  
108 PCED_OthDurGds Other durable goods 1959:Q1-2014:Q4 6 0 1  
109 PCED_Food_Bev Food and beverages purchased for off-premises consumption 1959:Q1-2014:Q4 6 0 1  
110 PCED_Clothing Clothing and footwear 1959:Q1-2014:Q4 6 0 1  
111 PCED_Gas_Enrgy Gasoline and other energy goods 1959:Q1-2014:Q4 6 0 1  
112 PCED_OthNDurGds Other nondurable goods 1959:Q1-2014:Q4 6 0 1  
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113 PCED_Housing-Utilities Housing and utilities 1959:Q1-2014:Q4 6 0 1  
114 PCED_HealthCare Health care 1959:Q1-2014:Q4 6 0 1  
115 PCED_TransSvg Transportation services 1959:Q1-2014:Q4 6 0 1  
116 PCED_RecServices Recreation services 1959:Q1-2014:Q4 6 0 1  
117 PCED_FoodServ_Acc. Food services and accommodations 1959:Q1-2014:Q4 6 0 1  
118 PCED_FIRE Financial services and insurance 1959:Q1-2014:Q4 6 0 1  
119 PCED_OtherServices Other services 1959:Q1-2014:Q4 6 0 1  
120 CPI Consumer Price Index For All Urban Consumers: All Items 1959:Q1-2014:Q4 6 0 0  
121 CPI_LFE Consumer Price Index for All Urban Consumers: All Items Less Food & Energy 1959:Q1-2014:Q4 6 0 0  
122 PPI:FinGds Producer Price Index: Finished Goods 1959:Q1-2014:Q4 6 0 0  
123 PPI Producer Price Index: All Commodities 1959:Q1-2014:Q3 6 0 0  
124 PPI:FinConsGds Producer Price Index: Finished Consumer Goods 1959:Q1-2014:Q4 6 0 1  
125 PPI:FinConsGds (Food) Producer Price Index: Finished Consumer Foods 1959:Q1-2014:Q4 6 0 1  
126 PPI:IndCom Producer Price Index: Industrial Commodities 1959:Q1-2014:Q4 6 0 1  
127 PPI:IntMat Producer Price Index: Intermediate Materials: Supplies & Components 1959:Q1-2014:Q4 6 0 1  
128 Real_P:SensMat Index of Sensitive Matrerials Prices (Discontinued) Defl by PCE(LFE) Def 1959:Q1-2004:Q1 5 0 1  
129 Real_Commod: spot 

price 
Spot market price index:BLS & CRB: all commodities(1967=100) Defl by PCE(LFE) 1959:Q1-2009:Q1 5 0 0  

130 NAPM com price ISM Manufacturing: Prices Paid Index© 1959:Q1-2014:Q4 1 0 1  
131 Real_Price:NatGas PPI: Natural Gas Defl by PCE(LFE) 1967:Q1-2014:Q4 5 0 1  
 (7) Productivity and Earnings 

 
132 Real_AHE:PrivInd Average Hourly Earnings: Total Private Industries Defl by PCE(LFE) 1964:Q1-2014:Q4 5 0 0  
133 Real_AHE:Const Average Hourly Earnings: Construction Defl by PCE(LFE) 1959:Q1-2014:Q4 5 0 0  
134 Real_AHE:MFG Average Hourly Earnings: Manufacturing Defl by PCE(LFE) 1959:Q1-2014:Q4 5 0 0  
135 CPH:NFB Nonfarm Business Sector: Real Compensation Per Hour 1959:Q1-2014:Q4 5 0 1  
136 CPH:Bus Business Sector: Real Compensation Per Hour 1959:Q1-2014:Q4 5 0 1  
137 OPH:nfb Nonfarm Business Sector: Output Per Hour of All Persons 1959:Q1-2014:Q4 5 0 1  
138 OPH:Bus Business Sector: Output Per Hour of All Persons 1959:Q1-2014:Q4 5 0 0  
139 ULC:Bus Business Sector: Unit Labor Cost 1959:Q1-2014:Q4 5 0 0  
140 ULC:NFB Nonfarm Business Sector: Unit Labor Cost 1959:Q1-2014:Q4 5 0 1  
141 UNLPay:nfb Nonfarm Business Sector: Unit Nonlabor Payments 1959:Q1-2014:Q4 5 0 1  
 (8) Interest Rates 

 
142 FedFunds Effective Federal Funds Rate 1959:Q1-2014:Q4 2 0 1  
143 TB-3Mth 3-Month Treasury Bill: Secondary Market Rate 1959:Q1-2014:Q4 2 0 1  
144 TM-6MTH 6-Month Treasury Bill: Secondary Market Rate 1959:Q1-2014:Q4 2 0 0  
145 EuroDol3M 3-Month Eurodollar Deposit Rate (London) 1971:Q1-2014:Q4 2 0 0  
146 TB-1YR 1-Year Treasury Constant Maturity Rate 1959:Q1-2014:Q4 2 0 0  
147 TB-10YR 10-Year Treasury Constant Maturity Rate 1959:Q1-2014:Q4 2 0 0  
148 Mort-30Yr 30-Year Conventional Mortgage Rate 1971:Q2-2014:Q4 2 0 0  
149 AAA Bond Moody's Seasoned Aaa Corporate Bond Yield 1959:Q1-2014:Q4 2 0 0  
150 BAA Bond Moody's Seasoned Baa Corporate Bond Yield 1959:Q1-2014:Q4 2 0 0  
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151 BAA_GS10 BAA-GS10 Spread 1959:Q1-2014:Q4 1 0 1  
152 MRTG_GS10 Mortg-GS10 Spread 1971:Q2-2014:Q4 1 0 1  
153 tb6m_tb3m tb6m-tb3m 1959:Q1-2014:Q4 1 0 1  
154 GS1_tb3m GS1_Tb3m 1959:Q1-2014:Q4 1 0 1  
155 GS10_tb3m GS10_Tb3m 1959:Q1-2014:Q4 1 0 1  
156 CP_Tbill Spread CP3FM-TB3MS 1959:Q1-2014:Q4 1 0 1  
157 Ted_spr MED3-TB3MS (Version of TED Spread) 1971:Q1-2014:Q4 1 0 1  
158 gz_spread Gilchrist-Zakrajsek  Spread (Unadjusted) 1973:Q1-2012:Q4 1 0 0  
159 gz_ebp Gilchrist-Zakrajsek  Excess Bond Premium  1973:Q1-2012:Q4 1 0 1  
 (9) Money and Credit 

 
160 Real_mbase St. Louis Adjusted Monetary Base; Bil. of $; M; SA; Defl by PCE(LFE) 1959:Q1-2014:Q4 5 0 0  
161 Real_InsMMF Institutional Money Funds Defl by PCE(LFE)  1980:Q1-2014:Q4 5 0 0  
162 Real_m1 M1 Money Stock Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 0  
163 Real_m2 M2SL Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 0  
164 Real_mzm MZM Money Stock Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 0  
165 Real_C&Lloand Commercial and Industrial Loans at All Commercial Banks Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 1  
166 Real_ConsLoans Consumer (Individual) Loans at All Commercial Banks/ Outlier Code because of change in data in 

April 2010.  See FRB H8 Release Defl by PCE(LFE) 
1959:Q1-2014:Q4 5 1 1  

167 Real_NonRevCredit Total Nonrevolving Credit Outstanding Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 1  
168 Real_LoansRealEst Real Estate Loans at All Commercial Banks Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 1  
169 Real_RevolvCredit Total Revolving Credit Outstanding Defl by PCE(LFE)  1968:Q1-2014:Q4 5 1 1  
170 Real_ConsuCred Total Consumer Credit Outstanding Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 0  
171 FRBSLO_Consumers FRB Senior Loans Officer Opions. Net Percentage of Domestic Respondents Reporting Increased 

Willingness to Make Consumer Installment Loans (Fred from 1982:Q2 on Earlier is DB series) 
1970:Q1-2014:Q4 1 0 1  

 (10) International Variables 
 

172 Ex rate: major FRB Nominal Major Currencies Dollar Index (Linked to EXRUS in 1973:1)  1959:Q1-2014:Q4 5 0 1  
173 Ex rate: Euro U.S. / Euro Foreign Exchange Rate 1999:Q1-2014:Q4 5 0 1  
174 Ex rate: Switz Foreign exchange rate: Switzerland (Swiss franc per U.S.$) Fred  1971. EXRSW previous 1971:Q1-2014:Q4 5 0 1  
175 Ex rate: Japan Foreign exchange rate: Japan (yen per U.S.$)  Fred 1971- EXRJAN previous 1971:Q1-2014:Q4 5 0 1  
176 Ex rate: UK Foreign exchange rate: United Kingdom (cents per pound)  Fred 1971->  EXRUK Previous 1971:Q1-2014:Q4 5 0 1  
177 EX rate: Canada Foreign exchange rate: Canada (Canadian $ per U.S.$) Fred  1971 -> EXRCAN previous 1971:Q1-2014:Q4 5 0 1  
178 OECD GDP OECD: Gross Domestic Product by Expenditure in Constant Prices: Total Gross; Growth Rate 

(Quartely); Fred Series NAEXKP01O1Q657S 
1961:Q2-2013:Q4 1 0 1  

179 IP Europe OECD: Total Ind. Prod (excl Construction) Europe Growth Rate (Quarterly); Fred Series 
PRINTO01OEQ657S 

1960:Q2-2013:Q4 1 0 1  

180 Global Ec Activity Kilian's estimate of glaobal economic activity in industrial commodity markets (Kilian website) 1968:Q1-2014:Q4 1 0 1  
 (11) Asset Prices, Wealth, and Household Balance Sheets 

 
181 S&P 500 S&P's Common Stock Price Index: Composite (1941-43=10) 1959:Q1-2014:Q4 5 0 1  
182 Real_HHW:TA Households and nonprofit organizations; total assets (FoF) Seasonally Adjusted (RATS X11) Defl by 

PCE(LFE)  
1959:Q1-2014:Q3 5 0 0  
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183 Real_HHW:TL Households and nonprofit organizations; total liabilities Seasonally Adjusted (RATS X11) Defl by 
PCE(LFE)  

1959:Q1-2014:Q3 5 0 1  

184 liab_PDI Liabilities Relative to Person Disp Income 1959:Q1-2014:Q3 5 0 0  
185 Real_HHW:W Households and nonprofit organizations; net worth (FoF) Seasonally Adjusted (RATS X11) Defl by 

PCE(LFE) 
1959:Q1-2014:Q3 5 0 1  

186 W_PDI Networth Relative to Personal Disp Income 1959:Q1-2014:Q3 1 0 0  
187 Real_HHW:TFA Households and nonprofit organizations; total financial assets  Seasonally Adjusted (RATS X11) 

Defl by PCE(LFE) 
1959:Q1-2014:Q3 5 0 0  

188 Real_HHW:TA_RE TotalAssets minus Real Estate Assets Defl by PCE(LFE)  1959:Q1-2014:Q3 5 0 1  
189 Real_HHW:TNFA Households and nonprofit organizations; total nonfinancial assets (FoF) Seasonally Adjusted (RATS 

X11) Defl by PCE(LFE)  
1959:Q1-2014:Q3 5 0 0  

190 Real_HHW:RE Households and nonprofit organizations; real estate at market value Seasonally Adjusted (RATS 
X11) Defl by PCE(LFE)  

1959:Q1-2014:Q3 5 0 1  

191 DJIA Common Stock Prices: Dow Jones Industrial Average 1959:Q1-2014:Q4 5 0 1  
192 VXO VXO (Linked by N. Bloom) .. Average daily VIX from 2009 -> 1962:Q3-2014:Q4 1 0 1  
193 Real_Hprice:OFHEO House Price Index for the United States Defl by PCE(LFE)  1975:Q1-2014:Q4 5 0 1  
194 Real_CS_10 Case-Shiller 10 City Average Defl by PCE(LFE) 1987:Q1-2014:Q4 5 0 1  
195 Real_CS_20 Case-Shiller 20 City Average Defl by PCE(LFE)  2000:Q1-2014:Q4 5 0 1  
 (12) Other 
196 Cons. Expectations Consumer expectations NSA (Copyright  University of Michigan) 1959:Q1-2014:Q4 1 0 1  
197 PoilcyUncertainty Baker  Bloom  Davis Policy Uncertainty Index 1985:Q1-2014:Q4 2 0 1  
 (13) Oil Market Variables 

 
198 World Oil Production World Oil Production.1994:Q1 on from EIA (Crude Oil including Lease Condensate); Data prior to 

1994 from  From Baumeister and Peerlman (2013) 
1959:Q1-2014:Q3 5 0 0  

199 World Oil Production World Oil Production.1994:Q1 on from EIA (Crude Oil including Lease Condensate); Data prior to 
1994 from  From Baumeister and Peerlman (2013); Seasonally adjusted using RATS X11 (note 
seasonality before 1970) 

1959:Q1-2014:Q3 5 0 1  

200 IP: Energy Prds IP: Consumer Energy Products 1959:Q1-2014:Q4 5 0 1  
201 Petroleum Stocks U.S. Ending Stocks excluding SPR of Crude Oil and Petroleum Products (Thousand Barrels); SA 

using X11 in RATS 
1959:Q1-2014:Q4 5 0 1  

202 Real_Price:Oil PPI: Crude Petroleum Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 1  
203 Real_Crudeoil Price Crude Oil: West Texas Intermediate (WTI) - Cushing Oklahoma Defl by PCE(LFE)  1986:Q1-2014:Q4 5 0 1  
204 Real_CrudeOil Crude Oil Prices: Brent - Europe Defl by PCE(LFE) Def 1987:Q3-2014:Q4 5 0 1  
205 Real_Price Gasoline Conventional Gasoline Prices: New York Harbor  Regular Defl by PCE(LFE)  1986:Q3-2014:Q4 5 0 1  
206 Real_Refiners Acq. Cost 

(Imports) 
U.S. Crude Oil Imported Acquisition Cost by Refiners (Dollars per Barrel) Defl by PCE(LFE)  1974:Q1-2014:Q4 5 0 1  

207 Real_CPI Gasoline CPI Gasoline (NSA) BLS: CUUR0000SETB01 Defl by PCE(LFE)  1959:Q1-2014:Q4 5 0 1  
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Dealing with large datasets 
 

(1) Outliers 
 
(2) Non-stationarities and 'trends' 
 

Usual transformations  (logs, differences, spreads, etc.) 
 
Low-frequency 'demeaning' 
 

(3) Aggregates (139 vs. 207) 
 
(4) Estimate factors using standarized data ('weights' in weighted least 
squares).  [ ] 

 

min{Ft },{λi } (Xit − λi 'Ft )
2

i,t
∑
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Low-frequency 'demeaning' weights and sprectral gain 

 

 
Prescott filter, which places most of its weight on lags of!15 quarters. The biweight filter

estimates trends at multidecadal frequencies, whereas the Hodrick and Prescott trend

places considerable weight on fluctuations with periods less than a decade.

The biweight filter needs to be modified for observations near the beginning and end

of the sample. One approach would be to estimate a time series model for each series, use

forecasts from that model to pad the series at end points, and to apply the filter to this

Fig. 2 Lag weights and spectral gain of trend filters. Notes: The biweight filter uses a bandwidth
(truncation parameter) of 100 quarters. The bandpass filter is a 200-quarter low-pass filter
truncated after 100 leads and lags (Baxter and King, 1999). The moving average is equal-weighted
with 40 leads and lags. The Hodrick and Prescott (1997) filter uses 1600 as its tuning parameter.

482 Handbook of Macroeconomics
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How Many Factors? 
 

(1) Scree plot 
 
(2) Information criteria 
 
(3) Others 
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Least squares objective function for r factors: 
 
 

 

 
where Ft and li are r × 1 vectors. 
 
 
Scree plot: Marginal (trace) R2 for factor k: 
 

SSR(r) = min{Ft },{λi } (Xit − λi 'Ft )
2

i,t
∑
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Scree plot for 58 real variables 
 
 

 
 



 61 
 Fig. 1 Detrended four-quarter growth rates of US GDP, industrial production, nonfarm employment,

andmanufacturing and trade sales (solid line), and the common component (fitted value) from a single-
factor DFM (dashed line). The factor is estimated using 58 US quarterly real activity variables. Variables
all measured in percentage points.
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of the fits for all series suggests that the factors beyond the first serve mainly to explain

movements in some of the disaggregate series.

In principle, there are at least three possible reasons why there might be more than

one factor among these real activity series.

The first possible reason is that there could be a single dynamic factor that manifests as

multiple static factors; in the terminology of Section 2, perhaps q¼1, r>1, and G in (7)

has fewer rows than columns. As discussed in Section 2, it is possible to estimate the num-

ber of dynamic factors given the number of static factors, and applying the Amengual and

Watson (2007) test to the real activity dataset, with three static factors, estimates that there

is a single dynamic factor. That said, the contribution to the traceR2 of possible additional

dynamic factors remains large in an economic sense, so the estimate of a single dynamic

factor is suggestive but not conclusive.

The second possible reason is that these series move in response to multiple struc-

tural shocks, and that their responses to those shocks are sufficiently different that the

innovations to their common components span the space of more than one aggregated

shock.

The third reason, discussed in Section 2, is that structural instability could lead to spu-

riously large numbers of static factors; for example, if there is a single factor in both the

first and second subsamples but a large break in the factor loadings, then the full-sample

PC would find two factors, one estimating the first-subsample factor (and being noise in

the second subsample), the other estimating the second-subsample factor.

Fig. 4 Four-quarter GDP growth (black) and its common component based on 1, 3, and 5 static factors:
real activity dataset.

486 Handbook of Macroeconomics
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Scree plot – Full data set (139 variables) 
 

blocks of Table 3 suggest that these higher factors, both static and dynamic, capture com-

mon innovations that are important for explaining some categories of series.

The scree plot in Fig. 6A and the statistics in Tables 2 and 3 point to a relatively small

number of factors—between 4 and 8 factors—describing a large amount of the variation

in these series. This said, a substantial amount of the variation remains, and it is germane

to ask whether that remaining variation is from idiosyncratic disturbances or whether

Fig. 6 (A) Scree plot for full dataset: full sample, pre-1984, and post-1984. (B) Cumulative R2 as a
function of the number of factors, 94-variable balanced panel.

489Factor Models and Structural Vector Autoregressions



 64 

Information criteria:  Bai and Ng 
 
IC(r) = ln(SSR(r)) + rg(sample size) 
 
Sample size: n and T 
 

  

 
Note: when n = T this is BNIC(r) = ln(SSR(r)) + 2r×ln(T)/T. 
 

BNIC(r) = ln SSR(r)( )+ r n+T
nT

⎛
⎝⎜

⎞
⎠⎟
ln min(n,T )( )
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Table 2 Statistics for estimating the number of static factors
(A) Real activity dataset (N558 disaggregates used for estimating factors)

Number of static factors Trace R2 Marginal trace R2 BN-ICp2 AH-ER

1 0.385 0.385 !0.398 3.739
2 0.489 0.103 !0.493 2.338
3 0.533 0.044 20.494 1.384
4 0.565 0.032 !0.475 1.059
5 0.595 0.030 !0.458 1.082

(B) Full dataset (N5139 disaggregates used for estimating factors)

Number of static factors Trace R2 Marginal trace R2 BN-ICp2 AH-ER

1 0.215 0.215 !0.183 2.662
2 0.296 0.081 !0.233 1.313
3 0.358 0.062 !0.266 1.540
4 0.398 0.040 20.271 1.368
5 0.427 0.029 !0.262 1.127
6 0.453 0.026 !0.249 1.064
7 0.478 0.024 !0.235 1.035
8 0.501 0.024 !0.223 1.151
9 0.522 0.021 !0.205 1.123
10 0.540 0.018 !0.185 1.057

(C) Amenguel-Watson estimate of number of dynamic factors: BN-ICpi values, full dataset (N5139)

No. of
dynamic
factors

Number of static factors

1 2 3 4 5 6 7 8 9 10

1 !0.098 !0.071 !0.072 !0.068 !0.069 !0.065 !0.064 !0.064 !0.064 !0.060
2 20.085 !0.089 !0.087 !0.089 !0.084 !0.084 !0.084 !0.085 !0.080
3 20.090 20.088 20.091 20.088 20.088 20.086 20.086 20.084
4 !0.077 !0.080 !0.075 !0.075 !0.073 !0.072 !0.069
5 !0.064 !0.060 !0.062 !0.057 !0.055 !0.052
6 !0.045 !0.043 !0.040 !0.037 !0.036
7 !0.024 !0.022 !0.020 !0.018
8 !0.002 0.000 0.003
9 0.021 0.023
10 0.044

Notes: BN-ICp2 denotes the Bai and Ng (2002) ICp2 information criterion. AH-ER denotes the Ahn and Horenstein (2013) ratio of (i+1)th to ith eigenvalues. The minimal
BN-ICp2 entry in each column, and themaximal Ahn–Horenstein ratio entry in each column, is the respective estimate of the number of factors and is shown in bold. In panel
C, the BN-ICp2 values are computed using the covariancematrix of the residuals from the regression of the variables onto lagged values of the column number of static factors,
estimated by principal components.
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 'Static' and 'Dynamic' factors (again) 
 

Xt = l(L)ft + et  and f(L)ft = ht 
 

  

 

  

Xt = λ0  λ1  ! λk( )
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or  
 

Xt = L Ft + et 
Ft = FFt-1 + Ght 

 
 
Number of static factors (r) = number of elements in F 
 
Number of dynamic factors (q) = number of elements in f = number of 
elements in h = number of common shocks. 
 
Determining q:  Several ways.  Here is one: 
 

Xt = LFt + et = Lht + bFt-1 + et  (with b = LF). 
 
⇒  
 

Use BNIC on the residuals from the regression of Xt onto  . F̂t−1
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Table 2 Statistics for estimating the number of static factors
(A) Real activity dataset (N558 disaggregates used for estimating factors)

Number of static factors Trace R2 Marginal trace R2 BN-ICp2 AH-ER

1 0.385 0.385 !0.398 3.739
2 0.489 0.103 !0.493 2.338
3 0.533 0.044 20.494 1.384
4 0.565 0.032 !0.475 1.059
5 0.595 0.030 !0.458 1.082

(B) Full dataset (N5139 disaggregates used for estimating factors)

Number of static factors Trace R2 Marginal trace R2 BN-ICp2 AH-ER

1 0.215 0.215 !0.183 2.662
2 0.296 0.081 !0.233 1.313
3 0.358 0.062 !0.266 1.540
4 0.398 0.040 20.271 1.368
5 0.427 0.029 !0.262 1.127
6 0.453 0.026 !0.249 1.064
7 0.478 0.024 !0.235 1.035
8 0.501 0.024 !0.223 1.151
9 0.522 0.021 !0.205 1.123
10 0.540 0.018 !0.185 1.057

(C) Amenguel-Watson estimate of number of dynamic factors: BN-ICpi values, full dataset (N5139)

No. of
dynamic
factors

Number of static factors

1 2 3 4 5 6 7 8 9 10

1 !0.098 !0.071 !0.072 !0.068 !0.069 !0.065 !0.064 !0.064 !0.064 !0.060
2 20.085 !0.089 !0.087 !0.089 !0.084 !0.084 !0.084 !0.085 !0.080
3 20.090 20.088 20.091 20.088 20.088 20.086 20.086 20.084
4 !0.077 !0.080 !0.075 !0.075 !0.073 !0.072 !0.069
5 !0.064 !0.060 !0.062 !0.057 !0.055 !0.052
6 !0.045 !0.043 !0.040 !0.037 !0.036
7 !0.024 !0.022 !0.020 !0.018
8 !0.002 0.000 0.003
9 0.021 0.023
10 0.044

Notes: BN-ICp2 denotes the Bai and Ng (2002) ICp2 information criterion. AH-ER denotes the Ahn and Horenstein (2013) ratio of (i+1)th to ith eigenvalues. The minimal
BN-ICp2 entry in each column, and themaximal Ahn–Horenstein ratio entry in each column, is the respective estimate of the number of factors and is shown in bold. In panel
C, the BN-ICp2 values are computed using the covariancematrix of the residuals from the regression of the variables onto lagged values of the column number of static factors,
estimated by principal components.
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(Use VAR(4) and AR(4) for e's to compute forecast error variances)
there are small remaining correlations across series that could be the result of small, higher

factors. Fig. 6B shows the how the trace R2 increases with the number of principal com-

ponents, for up to 60 principal components. The key question is whether these higher fac-

tors represent common but small fluctuations or, alternatively, are simply the consequence

of estimation error, idiosyncratic disturbances, or correlated survey sampling noise because

multiple series are derived in part from the same survey instrument. There is a small amount

of work investigating the information content in the higher factors. De Mol et al. (2008)

find that Bayesian shrinkage methods applied to a large number of series closely approx-

imate principal components forecasts using a small number of factors. Similarly, Stock

and Watson (2012b) use empirical Bayes methods to incorporate information in higher

factors and find that for many series forecasts using this information do not improve on

forecasts using a small number of factors. Carrasco and Rossi (forthcoming) use shrinkage

methods to examine whether the higher factors improve forecasts. Onatski (2009, 2010)

develops theory for factor models with many weak factors. Although the vast bulk of the

literature is consistent with the interpretation that variation in macroeconomic data are

Table 3 Importance of factors for selected series for various numbers of static and dynamic factors: full
dataset DFM

Series

A. R2 of common
component

B. Fraction of four
quarters ahead forecast
error variance due to
common component

Number of static
factors r

Number of dynamic
factors q with r58 static

factors

1 4 8 1 4 8

Real GDP 0.54 0.65 0.81 0.39 0.77 0.83
Employment 0.84 0.92 0.93 0.79 0.86 0.90
Housing starts 0.00 0.52 0.67 0.49 0.51 0.75
Inflation (PCE) 0.05 0.51 0.64 0.34 0.66 0.67
Inflation (core PCE) 0.02 0.13 0.17 0.24 0.34 0.41
Labor productivity (NFB) 0.02 0.30 0.59 0.12 0.46 0.54
Real hourly labor compensation (NFB) 0.00 0.25 0.70 0.19 0.67 0.71
Federal funds rate 0.25 0.41 0.54 0.52 0.54 0.62
Ted-spread 0.26 0.59 0.61 0.18 0.33 0.59
Term spread (10 year–3 month) 0.00 0.36 0.72 0.32 0.38 0.63
Exchange rates 0.01 0.22 0.70 0.05 0.60 0.68
Stock prices (SP500) 0.06 0.49 0.73 0.14 0.29 0.79
Real money supply (MZ) 0.00 0.25 0.34 0.15 0.24 0.29
Business loans 0.11 0.49 0.51 0.13 0.16 0.23
Real oil prices 0.04 0.68 0.70 0.40 0.66 0.71
Oil production 0.09 0.10 0.12 0.01 0.04 0.12
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What about many more factors?  

(Full 138-variable dataset) 

 
 

Is there useful information in additional factors? (For forecasting, maybe)
blocks of Table 3 suggest that these higher factors, both static and dynamic, capture com-

mon innovations that are important for explaining some categories of series.

The scree plot in Fig. 6A and the statistics in Tables 2 and 3 point to a relatively small

number of factors—between 4 and 8 factors—describing a large amount of the variation

in these series. This said, a substantial amount of the variation remains, and it is germane

to ask whether that remaining variation is from idiosyncratic disturbances or whether

Fig. 6 (A) Scree plot for full dataset: full sample, pre-1984, and post-1984. (B) Cumulative R2 as a
function of the number of factors, 94-variable balanced panel.

489Factor Models and Structural Vector Autoregressions
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Instability in Factor Models (references in paper) 

 
 

Two key results: 
 
(1) Common discrete changes increase the number of factors 
 
(2) Idiosynchratic (or weakly correlated) changes have little effect on 
estimated factors. 
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Return to single factor model:  Xit = li,t ft + et 
 

Result 1: 
 

Suppose  and break is pervasive: 

 
Write  

 

  where  

 

 and f2t is defined analogously 

λi,t =
λi1  for t ≤ T1

λi2  for t > T1

⎧
⎨
⎪

⎩⎪

Xit = (λi1  λi2 )
f1t
f2t

⎛

⎝
⎜
⎜

⎞

⎠
⎟
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+ eit

f1t =
ft  for t ≤ T1

0 for t > T1

⎧
⎨
⎪
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Xit = li,t ft + et 
 
⇒  
 

 

 
 
Results 2 follows from this. 
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Odds and ends: 
 
(1) Testing for breaks in ls.  (Chow-tests, sup-Wald (QLR) tests etc.) 
 
 
 
(2) Testing for instability of second moments of common components, 
var(LFt). 
 
 
 
(3) What's changing,  li or second moments of Ft?  ( the composite, liFt 
affects Xit).  (What changed during Great Recession … Stock-Watson BPEA 2012) 
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Stability in the 207-variable macro dataset 
(some results shown already previous figures) 

 

 
 

Table 4 Stability tests for the four- and eight-factor full dataset DFMs
(A) Fraction of rejections of stability null hypothesis

Level of test Chow test (1984q4 break) QLR test

(i) Four factors

1% 0.39 0.62
5% 0.54 0.77
10% 0.63 0.83

(ii) Eight factors

1% 0.55 0.94
5% 0.65 0.98
10% 0.72 0.98

(B) Distribution of correlations between full- and split-sample common components

Percentile of distribution

5% 25% 50% 75% 5%

(i) Four factors

1959–84 0.65 0.89 0.96 0.99 1.00
1985–2014 0.45 0.83 0.95 0.97 0.99

(ii) Eight factors

1959–84 0.57 0.83 0.92 0.97 0.99
1985–2014 0.43 0.80 0.94 0.97 0.99

(C) Results by category (four factors)

Category
Number
of series

Fraction of Chow test
rejections for 5% test

Median correlation
between full- and

split-sample common
components

1959–84 1985–2014

NIPA 20 0.50 0.98 0.96
Industrial production 10 0.50 0.98 0.97
Employment and
unemployment

40 0.40 0.99 0.99

Orders, inventories, and sales 10 0.80 0.98 0.96
Housing starts and permits 8 0.75 0.96 0.91
Prices 35 0.49 0.88 0.90
Productivity and labor
earnings

10 0.80 0.92 0.67

Interest rates 12 0.33 0.98 0.94
Money and credit 9 0.89 0.93 0.89
International 3 0.00 0.97 0.97
Asset prices, wealth, and
household balance sheets

12 0.58 0.95 0.92

Other 1 1.00 0.95 0.91
Oil market variables 6 0.83 0.79 0.79

Notes: These results are based on the 176 series with data available for at least 80 quarters in both the pre- and post-84
samples. The Chow tests in (A) and (C) test for a break in 1984q4.
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