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Exercises For Wednesday Evening 
 

1. Presented by: Jeremy Zuchuat 
 
Suppose that Yt follows the AR(1) model with heteroskedastic errors:  Yt = f1Yt−1 + et, where  
et|Y0:t−1 ~ N(0, ) where   = w + a   for t = 2, …, T.  Suppose that Y0 = 0.   
 

(a) Write the explicit joint density/likelihood function for Y1:T  (conditional on Y0 = 0). 
 
(b) The file 518_EX1_5.csv contains a realization of T =100 observations for Yt.  
 

(i) Suppose f = 0.8, w = 1 and 0.0 ≤ a ≤ 0.9. Compute the MLE of a. 
 
(ii) You are Bayesian. Before looking at the data you know that f = 0.8 and w = 1, but are 
unsure about the value of a. Your prior is P(a  = 0.4) = 0.6 and P(a = 0.7) = 0.4. Use the 
data to find the posterior for a. 

 
 
2. Presented by: Juliette Cattin 
 
Consider the model used in the notes to derive the Kalman filter.  Assume that E(wtvt') = G.  (In 
the notes G = 0).  Derive the Kalman filter. 
 
 
3. Presented by: Giulia Sabbadini 
 
Consider the model yt  = st + et  where et ~ i.i.d. N(0,1) and st is a 0-1 binary random variable 
with P(st = 1| st-1 = 0) = 0.3 and P(st = 1| st-1 = 1) = 0.8.   
 
(a) Suppose that the history of information on y tells you that P(st-1 = 1 | y1:t-1) = 0.6.  You 
observe yt = 1.5. Compute P(st = 1 | y1:t). 
 
(b) Generalize your calculations and derive a recursive algorithm for computing P(st = 1 | y1:t) as 
a function of yt and P(st-1 = 1 | y1:t-1). Explain how this result can be used the compute the 
likelihood function/joint density of y1:T. 
 
 
4. Presented by: Lorenz Driussi 
 
Suppose that Yt = tt + et, where tt = tt -1 + ht and {et} and {ht} are mutually independent 
sequences of zero-mean normal random variables with standard deviations se and sh.  The initial 
value t0 ~ N(0,k2) and is independent of (et, ht) for t > 0.   
 

(a) Let tt|t = E(tt | Y1:t).  Show that E(Yt+h | Y1:t) = tt|t for all h ≥ 1. 
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(b) The spreadsheet 518_EX1_6_FRED.xlsx contains quarterly values on the GDP deflator 
(P) for the U.S. from 1990:Q1-2018:Q3.  Let Yt = 400×ln(Pt/Pt -1) denote the inflation rate (in 
percentage points at an annual rate). 

 
(i) Compute the sample variance of DYt and the sample covariance between DYt and DYt -1. 
Use these to compute estimates of (se, sh). 
 
(ii) Use the estimates of  (se, sh) from (i) and a reasonable value for k2, the variance of t0, 
to compute tt|t for 1990:Q3 ≤ t ≤ 2018:Q3. 
 
(iii) Use the results in (ii) to forecast the average level of inflation in 2019. How precise is 
the forecast likely to be  - that is, what is the mean and variance of the forecast error?  
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Some Additional Exercices 
 

 
1. Suppose  
 

  

 
where  ~ iidN(0,2) and  ~ iidN(0,3) and  and {vt}  are independent.  Suppose that you 
know , and  Find   and var(  .  
 
2. Suppose that yt follows the AR(1) model  for , with and et 
~ Niid(0, s2).  Suppose data on y50 is missing.  
 

Suppose that you know the values of  and   
 
(a) Find an expression for   
 
(b) Write down an expression that would allow you to calculate   
 
(c) How would you construct ? 

 
 
3. Suppose that  and  are scalar random variables with  
 

y1t = xt + e1t  
 

y2t  =  xt + e2t 
 
where , , and  are mutually independent i.i.d. sequences of  random variables. A 
researcher has data on  and  and would like to use these data to estimate the value of . 

He proposes the estimator  

 
(a) Compute the mean squared error of .  
 
(b) A more general estimator is , where  and  are two constants. What 
values of  and  yield the estimator with the smallest mean squared error?  

 

4. Suppose that yt = xt + et, where xt = 0.8xt-1  + et, and were .  Suppose 

you know that x0 = 2 and y1 = 6. 
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(a) Derive the minimum mean square error estimate of x1.  
 

      (b) What is the mean squared error of the estimate in (a)? 
 

Now suppose now that {et} and {et} are mutually independent iid processes with  (i) et = –2 with 
probability 0.5 and et = 2 with probability 0.5, and (ii) et = –1 with probability 0.5 and et = 1 with 
probability 0.5.  Suppose you know that x0 = 2 and y1 = 6  
 
    (c) Derive the linear minimum mean square error estimate of x1.   
 
    (e) What is the mean squared error of this estimate? 

    (f) Is the estimate in (e) the minimum mean squared estimate?  Explain. 

 
5. Suppose that yt = xt + ut, where xt = et + 0.8et−1, and  
 

.  You are told that y100 = 6. 

 
(a) Compute the best (minimum mean square error) estimate of x100. 
 
(b) Compute the best (minimum mean square error) estimate of x101. 
 

 
6. Suppose that yit = xt + eit, for i = 1, …, n,  are i.i.d. through time, and normally 
distributed with xt ~ N(0, ), eit ~ N(0, ), and eit is independent of ejt (for j ≠ i) and xt. 
 

(a) Show that xt/t = l , where , and derive an expression for l. 

(b) Show that limn→∞l = 1 
 
(c) Show that plimn→∞xt/t = xt. 
 
(d) Show that xt/t converges in mean square to xt as n → ∞. 

 
7. Yt follows the stationary AR(2) model Yt = f0 + f1Yt−1 + f2Yt−2 + et, et ~ Niid(0,s2). Write the 
explicit joint density/likelihood function for Y1:T. 
 
 
8. Yt follows the MA(1) model Yt = et − qet−1, where et ~ Niid(0,s2) for t = 1, …, T, and et= 0 for t 
≤ 0. 
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(a) Write the explicit joint density/likelihood function for Y1:T.  Discuss how you would 
compute the MLE of q and s2. 
 
(b) Does the result in (a) require that |q | < 1?  Explain. 
 
(c) Suppose et ~ Niid(0,s2) for t ≤ 0.  How would you modify your answer to (a) and (b)? 
 

 
9. Yt follows the stationary AR(1) model Yt = f1Yt−1 + et, et ~ Niid(0,s2). You have data for Y1:100 
and Y102:T (so that data are missing at time t = 101).  Write the joint density/likelihood for (Y1:100, 
Y102:T). 
 
 
10. Hamilton (1994) derives the Kalman “smoother” as a recursive algorithm for computing xt/T 
and Pt/T from (xt+1/T, Pt+1/T, xt+1/t, Pt+1/t, and Pt/t).  The recursion (as reported in Hamilton) is  
 

(1)    
 
(2)  xt/T = xt/t + Jt(xt+1/T − xt+1/t) 
 
(3)  Pt/T = Pt/t + Jt(Pt+1/T – Pt+1/t)Jtꞌ 

 
Prove the validity of this algorithm. 
 
 
11. Consider the model 
 
  yt = bst + et 
 
where et ~ iidN(0,1), and st is a binary (0-1) variable that follows a Markov process with  
p(st =1|st-1 = 0) = p0,  p(st =0| st-1 = 0) = 1–p0,  p(st =1| st-1 = 1) = p1, and p(st =0| st-1 = 1) = 1-p1. 
Let st|t = E(st | y1:t). 
 

(a) Derive a recursive algorithm that computes st|t as a function of st -1|t -1 and yt. (The filter will 
be a function of the model parameters b, p0, and p1. (Hint: recall that for a binary variable  
E(s) = p(s =1).) 
 
(b) Derive p(s0 = 1) as a function of p0 and p1. 
 
(c) In the spreadsheet EX2_1.xlsx you will find the realization y1:100 constructed from a model 
with b = 1, p0 = 0.2 and p1 = 0.7.   

 
(i)  Plot the log-likelihood function L(b) for  -1 ≤  b  ≤ 3 by computing the likelihood over a 
equally spaced grid of 100 values of b in this interval. 
 

Jt = Pt /t F 'Pt+1/t
−1
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(ii) Use calculations like those in (i) to compute the MLE of b. 
 
(iii) Suppose I have a prior that b is a draw from a truncated normal distribution with mean 1 
and variance 1, and with -1 ≤  b  ≤ 3.  

 
(iii.a) Approximate this prior by a discrete prior on the 100 grid points from b in (i).  Plot 
the prior probabilities. 
 
(iii.b) Use the approximate prior from (iii.a) to compute the posterior for b. Plot the 
posterior. 

 
12. Consider the state-space model: 
 

                yt = Hxt + wt,  xt = Fxt -1 + vt  and where   

 
and for simplicity, suppose that all variables are scalars, (H,F,R,Q) are known, and you know 
that x0 = 0. Let x1:T denote the T×1 vector (x1, x2, … xT)’, and similarly for Y1:T.  Suppose I 
observe Y1:T. Because everything is Gaussian I know x1:T | Y1:T  ~ N(µ,S) for suitable values of µ 
and S.  I want to obtain a random draw from this N(µ,S) distribution.  On was to do this is to use 
brute force to compute µ and S, and then compute the draw as x1:T = µ + S1/2z1:T, where S1/2 
satisfies S=S1/2S1/2’, and z1:T is a vector of iidN(0,1) random variables. 
 
I want you to design a recursive algorithm to obtain a draw from the  x1:T | Y1:T = y1:T distribution.  
Here’s what I have in mind: 
 
Step 1:  Run a Kalman filter and find xT|T and PT|T.  Draw xT from the N(xT|T, PT|T) distribution. 
 
Step 2: Find the distribution of xT -1 | (xT, y1:T).  It will be of the form N(mT -1,  ), where you 

need to find mT -1 and . Draw xT -1 from the N(mT -1,  ) distribution. 
 
Step 3:  Use the analogues of Step 2 to draw xT -2, … , x1. 
 
As you derive the algorithm, You will need to recursively find distributions of, say,  
xt | (xt+1, … , xT , Y1:T).  You should be able to show that these simplify, and that it suffices to 
find the distributions of xt | (xt+1, Y1:t)  Moreover, it should be possible to show that the mean and 
variances of these distributions can be computed using things already computed by the Kalman 
filter (xt|t, Pt|t, and so forth) plus a few more things that will need to be calculated. 
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