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Abstract—Pattern-recognition algorithms from the domain of machine learning play a prominent role in embedded sensing systems, in order to derive inferences from sensor data. Very often, such systems face severe energy constraints. The focus of this work is to mitigate the computational energy by exploiting a form of compression which preserves a similarity metric widely used for pattern recognition. The form of compression is random projection, and the similarity metric is inner products between source vectors. Given the prominence of random projections within compressive sensing, previous research has explored this idea for application to compressively-sensed signals. In this work, we analyze the error sources faced by such approaches and show that the compressive-sensing setting itself introduces a significant source of feature-computation error ($\sim 30\%$). We show that random projections can be exploited more generally without compressive sensing, enabling significant reduction in computational energy, and avoiding a significant source of error. The approach is referred to as compressed signal processing (CSP), and it applies to Nyquist-sampled signals. We validate the CSP approach through two case studies. The first focuses on seizure detection using spectral-energy features extracted from electroencephalograms. We show that at a $32 \times$ compression ratio, the number of multiply-accumulate (MAC) and operand-access operations required is reduced by $21.2 \times$, while achieving a sensitivity of $100\%$, latency of $4.33$ sec, and false alarm rate of $0.22/\text{hr}$; this compares to a baseline performance of $100\%$, $4.37$ sec, and $0.12/\text{hr}$, respectively. The second case study focuses on neural prosthesis based on extracting wavelet features from a set of detected spikes. We show that at a $32 \times$ compression ratio, the number of MAC and operand access computations required is reduced by $3.3 \times$, while spike sorting performance can be maintained within an average error of $4.89\%$ for spike count, $3.42\%$ for coefficient of variance, and $4.90\%$ for firing rate; this compares with a baseline average error of $4.00\%$, $2.75\%$, and $4.00\%$ for spike count, coefficient of variance, and firing rate, respectively.
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1 INTRODUCTION

Machine-learning algorithms make it possible to perform pattern recognition (e.g., classification) on data that is too complex to model analytically. Since such pattern recognition is of fundamental importance in diverse domains, these algorithms are having widespread impact. Our focus is on energy-constrained sensing applications, where the energy-intensive computations can quickly drain the battery. Taking the specific example of classification, Fig. 1(a) shows that two key steps are generally involved: (1) feature extraction and (2) classification [1]. Both steps can be energy-intensive, involving significant computation. Previous research has focused on lowering the energy consumption in these steps by compressing the input signals on which operations are applied. One such approach is to compress the incoming data and directly classify it, as shown in Fig. 1(b) [2]. The reduced dimensionality leads to fewer operations and thus lower system energy. However, this approach can only be applied to data that are directly classifiable and cannot be used for data that require feature extraction prior to classification. To overcome this, Shoaib et al. investigated direct signal processing on compressed data [3]. Taking the compressed data, the features are also extracted in compressed form and classified directly in that form, as shown in Fig. 1(c). For the applications targeted in that work, this reduces energy by one to two orders of magnitude while yielding classification performance comparable to traditional uncompressed analysis. However, the performance depends on the errors introduced as a result of the compressed form; a shortcoming of the approach in [3] is that significant ($\sim 30\%$) error can be incurred in the similarity metric used for classification compared to uncompressed signal processing. Depending on the type of classifier and the data distributions of the applications, this could have a substantial impact on classification performance.

The type of compression used in work mentioned above [2], [3] is compressive sensing [4]. Use of random projections for signal analysis is a natural fit under the compressive-sensing setting. Random projections are relatively easy and energy-efficient to implement. What is notable for the approaches above is that they preserve the inner product between two vectors, within an error bound. The inner product between two vectors serves as a similarity metric, thereby providing a basis for direct classification. However, we present analysis that shows a dominant source of inner-product error in the method presented in [3] is the compressive-sensing formulation itself.

In this paper, we focus on reducing the signal processing-energy for feature-vector extraction, once again when classifiers that rely on the inner product between vectors are used. We show that random projections can be used to achieve this, but unlike the work in Shoaib et al., our focus is not
on processing compressed data, but rather on processing uncompressed data. In addition to presenting a formulation that exploits random projection without compressive sensing, we show that a significant error affecting inner-product preservation is avoided as a result. We refer to this new approach as compressed signal processing (CSP), and illustrate it in Fig. 1(d).

The objectives of this work are as follows:

1. Compression of linear transforms corresponding to linear signal-processing operations, thereby reducing the feature-vector dimensionality and thus the feature-extraction energy.
2. Ensuring minimal degradation in inner products between feature vectors (i.e., similarity metric for classification), and thereby ensuring accuracy of classification as the compression ratio is increased.

The paper is organized as follows. In Section II, we present background material on random projections and discuss prior works on direct compressed-domain analysis. In Section III, we provide a setup for CSP. In Section IV, we analyze the error sources within the previous approaches. In Section V, we describe the CSP approach. In Section VI, we evaluate our approach through two case studies. We conclude in Section VII.

2 Background

In this section, we provide background material on random projections and review related work on incorporating random projections in machine-learning algorithms for the purpose of classification.

2.1 Random Projection

Random projection has been extensively used in algorithm design, especially in approximation algorithms [5], [6], [7], [8]. It allows us to project the original $N$-dimensional data, $\mathbf{x}$, into a $K$-dimensional ($K \ll N$) subspace, using a random matrix $\Theta$ of dimension $K \times N$:

$$\hat{\mathbf{x}} = \Theta \mathbf{x}$$

(1)

The importance of random projection can be deduced from the Johnson-Lindenstrauss lemma [9]. This lemma states that if a set of points in an $N$-dimensional space are randomly projected onto a $K$-dimensional subspace, then the distances between the points, more specifically represented by the inner products, are preserved within an error bound [10]. An easy-to-implement projection uses random matrices drawn from a normal or Bernoulli distribution [4], [11]. As an example, from a Bernoulli distribution, a matrix can be constructed in the following way ($Pr$ denotes probability):

$$\Theta = \begin{cases} 
+1 \text{ with } Pr = \frac{1}{2} \\
-1 \text{ with } Pr = \frac{1}{2} 
\end{cases}$$

(2)

Similarly, a matrix can be constructed from elements drawn from a normal distribution $\Theta \sim N(0, 1)$.

2.2 Related Work

Previous works have exploited the inner-product preservation property of random projections within inference algorithms. This property is of significance because there exists a wide range of inference algorithms that rely on the inner product as a similarity metric. In linear classifiers, for example, the output decision of an input test vector is a scalar offset of an inner product between the weight vector and the input test vector. Many nonlinear classifiers utilize the inner product as the similarity metric as well. For example, pattern recognition algorithms that rely on kernel functions for nonlinear modeling of data [12] utilize the inner products of the data.

The K-nearest neighbor algorithm also relies on the Euclidean distance between vectors, which is a form of inner product. Kleinberg [7], for example, incorporates random projections into a nearest-neighbor classifier. The projections compress the training features extracted from a database of $n$ points so that, given the features extracted from a query point, one can efficiently determine its nearest neighbors in the database.

Other researchers have also explored random projections in the context of data compression for direct classification [2], [6], [13], [14]. Unlike the approach in [7], these studies do not modify the classifiers, but rather focus on the data. However, since the compressed data is directly passed to the classifier, the intermediate feature extraction step is not considered. Thus, these approaches are only applicable to systems that do not require explicit feature extraction for high classification accuracy.

In many cases, feature extraction is required, and the signal processing this necessitates accounts for a significant fraction of the system energy. To extend the use of random projections to the whole system, Shoaib et al. [3] proposed a methodology whereby linear signal processing for feature extraction can be directly performed on the compressed data. Computational energy savings are obtained for both the feature extraction and classification stages. However, the downside of this approach is that the use of compressed data degrades the preservation of inner products. Across the various applications that may be of interest, dependence on the distribution of application data and the errors affecting the inner products can impact the generality of the approach.

3 Preliminaries

Fig. 1(a) shows a typical classification system, in which signal processing is carried out on a Nyquist-sampled signal. The input data are often segmented into epochs to perform epoch-by-epoch classification. Each epoch contains $N$ time-domain samples, forming an $N$-dimensional vector. The appropriate features, with dimensionality $M$, are extracted from the $N$-dimensional vectors, and passed to a classification kernel. Feature extraction aims to create a representation that facilitates pattern recognition. This might correspond to dimensionality reduction (e.g., via principal component analysis) or emphasis (de-emphasis) of important (unimportant) variances (e.g., via projection to an alternate basis). Thus, feature extraction generally leads to better classification performance, often making it a crucial
step in machine-learning systems. Our CSP approach primarily focuses on feature extraction based on linear signal processing, as required in a large class of applications. Our aim is to use the \( N \)-dimensional signals to compute a \( K \)-dimensional representation of the \( M \)-dimensional feature vector, where \( K \ll M \), but the information required for classification is retained [Fig. 1(d)]. Lower dimensionality leads to fewer computations and thus reduces energy.

### 3.1 Feature Extraction

In order to achieve compression in the signal processing stage, we first need to consider how signal features are extracted. Generally, linear signal processing can be represented as a multiplication of an \( N \)-dimensional vector by a matrix. As an example, consider linear time-invariant (LTI) filtering. LTI filtering requires a convolution between the filter impulse response and the signal time samples. This requires roughly \( J \times N \) multiply-accumulate (MAC) operations for a filter of order \( J \) and a signal of length \( N \). Since the computational energy scales directly with the number of MAC operations, our aim is to reduce the latter, taken as a proxy for energy. Based on measurements from custom ICs that integrate accelerators, we have found that the total energy is well approximated by the number of MAC operations in applications \[15\], \[16\], \[17\]. For simplicity of analysis, we refer to both accessing of operands (possibly from a local memory) as well as the MAC computation itself as a MAC operation. While the specific energy depends on the technology used, we provide as an example values from a 130nm CMOS IC operating at 1.2V supply voltage, where one 32-bit MAC computation requires \( 11.8pJ \) and one operand access of 32kB memory requires \( 34.6pJ \) \[15\]. Thus, for one MAC computation and operand access, the amount of energy required is \( 46.4pJ \).

Circular convolution, when written as a series of MAC
operations, can be expressed by Eq. (3). For a given order-\(J\) filter and length-\(N\) signal (\(J < N\)),

\[
y(j) = \sum_{i=0}^{N-1} h[(j - i)N]x[i], \quad j = \{0, 1, 2, \ldots, N - 1\} \tag{3}
\]

where \(h\) is the filter and \(x\) is the signal. Elements \(h[j]\), where \(J \leq j < N\), are zeros. This circular convolution ensures that the output is of size \(N\), given two input sequences. Both input sequences have length \(N\) (or less) and sequence \(h\) is shifted modulo \(N\) [18]. Specifically, \(h[(j - i)N]\) means that for negative \(j - i\) indices, each \(h[j - i]\) is shifted to become the value at \(h[N + (j - i)]\). Each \(h[N + (j - i)]\) takes the value of the \(i\)th element of the original \(h\) filter, for \(i, j = \{0, 1, 2, \ldots, N - 1\}\). This is the shifted modulo \(N\) of circular convolution, as defined by Oppenheim and Schafer [18].

In order to exploit random projection in signal processing, we first represent convolution as matrix multiplication [3]. When processing an epoch of a signal, its Nyquist samples can be represented as a vector \(x\) of size \(N\). The filter can be represented as an \(M \times N\) matrix, \(H\), such that matrix multiplication between \(H\) and \(x\) is equivalent to the circular convolution operation. The matrix is a right circulant matrix where the rows represent shifted versions of the system impulse response. Then, the filtered output samples, represented by vector \(y\), are calculated through matrix multiplication:

\[
y = Hx
\]

Thus formulated as a matrix transform, the filtering process can be compressed through random projection to decrease the dimensionality of the filtering matrix [Fig. 1(d)].

4 Error Analysis

As mentioned previously, Shoaib et al. [3] achieve low computational energy through direct processing of compressively-sensed signals. This approach compresses both dimensions of the signal-processing matrix \(H\). As we describe in the following section, our approach does not focus on processing compressively-sensed signals, and as a result compresses only one dimension of the signal-processing matrix. This might suggest that our proposed approach achieves less computational energy saving. In fact, however, compression of only one dimension results in a lower inner-product error. The reason for this is that compression in both dimensions involves use of a left pseudoinverse of the compressive random-projection matrix (\(\Phi \in \mathbb{R}^{L \times N}\)), which is rank-deficient. Specifically, given an input vector \(x\) that is compressively sensed by random-projection matrix \(\Phi \in \mathbb{R}^{L \times N}\) (\(L \ll N\), the \(\Phi\) matrix can be decomposed into \(V S U^T\), where \(V \in \mathbb{R}^{L \times L}\), \(S \in \mathbb{R}^{L \times N}\), and \(U \in \mathbb{R}^{N \times N}\), using singular value decomposition. Then, by introducing a second random-projection matrix \(\Theta \in \mathbb{R}^{K \times M}\) (\(K \ll M\), Shoaib et al. propose that the compressed signal-processing matrix \(\tilde{H}\) be written as:

\[
\tilde{H} = \Theta HUS^{-1}V^T
\]

From Moore-Penrose pseudoinverse, we know that \(US^{-1}V^T = \Phi^\dagger\). Thus we have the following:

\[
\begin{align*}
(Hx_1, Hx_2) &= \langle \tilde{H}x_1, \tilde{H}x_2 \rangle \\
&= \langle \Theta HUS^{-1}V^T \Phi x_1, \Theta HUS^{-1}V^T \Phi x_2 \rangle \\
&= \langle \Theta H \Phi^\dagger \Phi x_1, \Theta H \Phi^\dagger \Phi x_2 \rangle \\
&= \langle \Theta \Phi^\dagger \Phi x_1, \Theta \Phi^\dagger \Phi x_2 \rangle \\
\end{align*}
\]

For the above approximation to hold, \(\Phi^\dagger \Phi\) should be close to an identity matrix of size \(N \times N\). However, this is generally limited by the rank deficiency of \(\Phi\). Namely, the Moore-Penrose pseudoinverse only ensures that \(\Phi^\dagger \Phi\) preserves the characteristics that \(\Phi \Phi^\dagger \Phi = \Phi\) and \(\Phi^\dagger \Phi^\dagger = \Phi^\dagger\) [19]; it does not generally ensure that \(\Phi^\dagger\) equals the identity matrix.

In the context of classification operations, one should note that whereas Shoaib’s approach may degrade the signal-to-noise ratio (SNR) of the inner-product estimate, classification performance may in fact be minimally affected. Zhuo et al. have demonstrated systems wherein errors in feature-vector estimation are well tolerated through appropriate training of the classifier, as long as the mutual information between feature vectors and their class membership is maintained [20]. Indeed, Shoaib et al. show that for their applications, mutual information is maintained up to substantial compression ratios, thus preserving classification performance [3]. Nonetheless, our approach avoids the above source of error, thus more generally addressing feature-vector extraction. We demonstrate the advantage of our approach by comparing its performance with that of Shoaib’s in Section 6.

5 Compressed Signal Processing

When compressing the filtering matrix, our aim is to preserve the specific information required for classification, namely the inner product between vectors. As mentioned in Section 2, the inner product between vectors is preserved following random projection, within the error bound dictated by the Johnson-Lindenstrauss lemma. That is, for a feature vector \(y\) of dimensionality \(M\), a random projection \(\tilde{y}\) of dimensionality \(K (\ll M)\) can be derived using a matrix \(\Theta\), whose elements may be drawn from a Bernoulli distribution of \(\left\{ \frac{1}{\sqrt{K}}, \frac{1}{\sqrt{K}} \right\}\), or a normal distribution of \(N(0, \frac{1}{K})\):

\[
\tilde{y} = \Theta y.
\]

Then, the inner product between two vectors (from a set of \(n\) vectors), \(u, v \in \mathbb{R}^M\), is estimated by the inner product between two vectors: \(\Theta u, \Theta v \in \mathbb{R}^K\). According to the Johnson-Lindenstrauss lemma, for an \(\epsilon \in (0, 1)\) and \(K = O(\log n/\epsilon^2)\):

\[
(1 - \epsilon)\|u - v\|^2 \leq \|\Theta u - \Theta v\|^2 \leq (1 + \epsilon)\|u - v\|^2,
\]

\[
(1 - \epsilon)\|u + v\|^2 \leq \|\Theta u + \Theta v\|^2 \leq (1 + \epsilon)\|u + v\|^2,
\]

(8)
with probability $\geq 1 - 2e^{-(\epsilon^2-\epsilon^3)/2}$ for each bound [21].

We thus have the error between the estimates and the actual inner products being bounded by the following:

$$\left|\langle \Theta u, \Theta v \rangle - \langle u, v \rangle \right| \geq \frac{1}{2} \epsilon (||u||_2^2 + ||v||_2^2),$$  

\text{(9)}

with probability $\leq 4e^{-(\epsilon^2-\epsilon^3)/2}$. From Eq. (7) and the inner-product preservation property of the Johnson-Lindenstrauss lemma, we can say that for any two filtered signal vectors $y_1, y_2 \in \mathbb{R}^M$:

$$\langle y_1, y_2 \rangle \approx \langle \tilde{y}_1, \tilde{y}_2 \rangle = \langle \Theta y_1, \Theta y_2 \rangle,$$  

\text{(10)}

and given Eq. (4) and Eq. (10),

$$\langle \Theta y_1, \Theta y_2 \rangle = \langle \Theta H x_1, \Theta H x_2 \rangle$$

$$y_1^T \Theta^T \Theta y_2 \approx x_1^T H^T \Theta^T \Theta H x_2$$

$$\approx x_1^T H^T H x_2$$

$$\approx \langle H x_1, H x_2 \rangle$$  

\text{(11)}

The above approximation becomes equal if $\Theta^T \Theta$ is equal to the $M \times M$ identity matrix $I$. Thus, we can solve for $\Theta$ and construct the compressed filter matrix such that

$$\langle \Theta H, \Theta H \rangle = \langle \tilde{H}, \tilde{H} \rangle \approx \langle H, H \rangle$$  

\text{(12)}

The compressed $\tilde{H}$ contains fewer rows, as illustrated in Fig. 1(d). Thus, the filtering matrix $H$ is compressed, implying the need for fewer computations. Specifically, instead of performing $M \times N$ MAC operations, we need to perform only $K \times M$ MAC operations ($K \ll M$), corresponding to a compression ratio of $M/K$.

Note in the formulation above, a random projection $\Theta$, whose elements are drawn from a Bernoulli distribution, is employed. In general, other random projections can be chosen. As an example, simpler random projections [22], [23] may be considered; however, since the compressed signal-processing matrix $\tilde{H}$ is computed once offline for a given system, the complexity of random projection is not critical. Ultimately, random projections that lead to low feature-vector estimation error are preferred.

### 5.1 Tradeoffs

CSP introduces specific trade-offs. First, as we decrease the dimension $K$, the overall signal processing energy decreases, but the inner-product error also increases. As expressed in the probability of the error bound, the inner-product error is impacted more heavily by the final compressed dimension $K$ than the compression ratio $M/K$. Therefore, applications that involve a signal-processing matrix $H$ with a large number of rows $M$ can benefit more from this approach than applications whose signal-processing matrix has fewer rows to begin with. As an illustration, in Fig. 2, we examine the averaged SNR of the inner product estimate when compressing vectors using a random-projection matrix $\Theta$ with dimension $M = 100$, 1000, and 10000. Vectors $u, v \in \mathbb{R}^M$ are segments of electroencephalogram (EEG) signals that have been filtered by a Gaussian random matrix. The averaged SNR is defined as:

$$\text{SNR}_{\text{AVG}} = \frac{1}{n} \sum_{i,j=1}^{n} \frac{||\langle u_i, v_j \rangle||}{||\langle \Theta u_i, \Theta v_j \rangle - \langle u_i, v_j \rangle||}$$  

\text{(13)}

where $n$ is the number of vectors over which the average is taken.

As the size of compressed matrix increases (i.e. increasing dimension $K$), the average SNR increases linearly with respect to the square root of $K$ (Fig. 2). This can be understood as follows. The error in the inner product estimate [i.e., denominator of Eq. (13)] is due to $\Theta^T \Theta$ deviation from the identity matrix, according to Eq. (11). Given that, in our illustration, elements from $\Theta$ of dimension $K \times M$ are sampled from a Bernoulli distribution of $\{-\sqrt{\frac{1}{K}}, \sqrt{\frac{1}{K}}\}$ with equal probabilities, we know that $\Theta^T \Theta$ has diagonal elements equal to 1. Thus, the elements that contribute towards the error are the off-diagonal elements of $\Theta^T \Theta$, which have a mean of zero and a standard deviation of $\frac{1}{\sqrt{K}}$. This scaling of the standard deviation accounts for the observed SNR behavior.

Further, the dependence of the SNRs shown in Fig. 2 for different $M$ can be understood as follows. First, higher values of $M$ increase the likelihood of two vectors being orthogonal. This leads to near-zero values for the numerator of Eq. (13), causing lower overall SNR. Second, the SNR is also dependent on the error term in the denominator of Eq. (13). Specifically, we can see from Eq. (9), that this error term, increases with the Euclidean norm of vectors $u$ and $v$. Since the Euclidean norm increases with $M$, the SNR decreases correspondingly. If we were to normalize vectors $u$ and $v$ such that $||u||_2^2 = 1$ and $||v||_2^2 = 1$, then the averaged error over different $u$ and $v$ vectors [denominator of Eq. (13)] still shows a linear relationship with $\frac{1}{\sqrt{K}}$, but it would no longer vary with different values of $M$.

### 5.2 Feature Selection

Before moving on to discuss classification of the features derived from CSP, we briefly discuss a common feature-
reduction methodology – feature selection (FS). It refers to the selection of a subset of the original features that satisfies a predefined evaluation criterion. The evaluation criterion often depends on the relevant information within the feature set (e.g., entropy, performance accuracy, Fisher score, etc.). By selecting only a subset, the calculations for non-selected features can be ignored, thus reducing the number of calculations needed for feature extraction. Since our approach focuses on compression of the feature extraction step, it is also applicable in the context of FS. In this case, we would only apply CSP to extraction of the selected features. We evaluate this hybrid approach in Section 6.

5.3 Classification

Though the number of MAC operations can be substantially reduced for feature extraction, depending on the number of MAC operations required for classification, it is possible that the overall savings could be marginal. Thus, to evaluate the full system, our study employs applications using two practical classification algorithms. The first is an ensemble classifier based on the adaptive boosting (AdaBoost) algorithm, which utilizes a set of weighted weak classifiers. A weak classifier is defined as a classifier that incurs substantial error, typically due to an inadequate ability to fit to training data [24]. AdaBoost can be combined with any classifier and, in practice, has been used with classifiers such as neural nets and decision trees. For this paper, we have used decision trees with seven or fewer nodes as the weak classifier. The decision tree is chosen both because it has empirically been shown to perform well with AdaBoost [25] and because it requires only a modest computation to carry out classification. Specifically, each node of the decision tree requires one comparison operation, whose energy includes the energy of the comparison and the energy to access the operands used for the comparison. A comparison operation is much simpler than a MAC operation. In addition to the comparisons required within the weak classifiers, each iteration of boosting requires an additional MAC operation to apply the weight of each weak classifier and then perform voting via addition over the weak-classifier decisions. The second classifier is K-means, which derives cluster centroids during the training phase. These centroids are used for cluster assignment during the testing phase. Hence, the number of MAC operations scales with the number of clusters and the feature-vector size. In the case studies considered ahead, we show that the computations required for classification are far fewer than feature extraction. Thus, feature extraction is indeed the limiting computation. Hence, substantial system-level savings can be achieved through the proposed CSP approach.

6 Case Studies

To evaluate our methodology, we pursue two case studies. The first is seizure detection based on scalp EEG recording, and the second is spike sorting based on action-potential recordings.

The signal processing matrix is compressed by obtaining \( \tilde{H} \) through Eq. (12). Elements of the projection matrix \( \Theta \) are drawn based on Eq. (2).

6.1 Case 1: EEG-based Seizure Detection

We obtained EEG signals for three patients from the CHB-MIT database for the purpose of seizure detection [26]. For each patient, we used 18 channels of EEG signals. For each channel, we segmented continuous EEG signals into three-second signal epochs with two-second overlap between consecutive epochs. Each second of EEG data contains 256 time-domain samples, resulting in 768 samples per epoch. We processed the samples through eight band-pass filters (BPFs), each with a passband width of 3 Hz, and a center frequency in the 0-24 Hz range. However, prior to bandpass filtering, we need to first decimate the EEG data to 64 Hz. Decimation is required to reduce the computational requirement of the eight BPFs. Once the decimated signal is passed through one of the BPFs, only 128 coefficients of the filtered signal are used in order to minimize the edge effect. The features correspond to the energy of the output samples from each filter over the epoch. This requires summing the squared values of the filter output samples. Note that this does not correspond to linear signal processing to which our CSP approach directly applies. In fact, the seizure-detection system represents a special case, wherein feature extraction involves two distinct stages: (1) linear filtering, to which CSP applies, and energy savings can thus be obtained; and (2) energy accumulation, which can be computed by treating the filter output samples as a vector whose inner product is taken with itself. Thus, inner-product preservation is exploited to compute the features themselves rather than to compute the classification result. Classification then proceeds as usual on the resulting features.

Specifically, the extracted features are provided to an AdaBoost classifier based on decision-tree weak classifiers. For each epoch of data, 768 signal samples per EEG channel are processed to produce eight features (one from each BPF). Thus, a total of 144 features are extracted for every three-second epoch from data over 18 EEG channels. We evaluate detection performance of the system through the following three metrics: sensitivity, latency, and number of false alarms per hour. Sensitivity is defined as the percentage of correctly detected seizures over the entire seizure-detection period. Latency is defined as the number of seconds elapsed between the expert-identified seizure onset and the system-detected seizure onset. Number of false alarms per hour is defined as the number of falsely detected seizures averaged over the total number of hours within the EEG recording.

6.1.1 Matrix Form for Feature Extraction

To implement compression in the signal processing stage, we first represent the LPF required for decimation in matrix form. The LPF is of order 256. We then represent the required eight BPFs in matrix form. Each BPF is of order 64. To represent the LPF and each BPF computation as a matrix operation, we generate the LPF matrix, \( H_{LPF} \), and BPF matrix, \( H_{BPF} \), using Eq. (3). The first row of each filter matrix is based on the original filter and each subsequent row is a right-shifted version of the previous row, thus forming a right-circulant matrix. However, instead of using every row of \( H_{LPF} \), we only take every fourth row. Multiplication of this reduced matrix with the signal is equivalent to decimation of the signal by a factor of 4. We
Fig. 3. Seizure-detection performance with respect to compression ratio using an AdaBoost classifier based on decision trees. (a) Feature extraction and classification energy reduction represented by the reduction in the number of MAC operations achieved using the $\tilde{H}$ matrix with increasing compression ratios. Solid and dashed lines represent the number of MAC operations required by uncompressed feature extraction and classification methods, respectively. (b) Sensitivity vs. compression ratio. (c) Detection latency vs. compression ratio. (d) Number of false alarms per hour vs. compression ratio.

denote this reduced matrix as $H_D$. Eight final filter matrices can be produced by multiplying each BPF with the LPF (i.e. $H = H_{BPF}H_D$).

6.1.2 Results

Potential system energy savings are investigated first. System energy can be decomposed into feature-extraction energy and classification energy. As mentioned before, the MAC operation serves as a proxy for the energy required. The number of MAC operations required for feature extraction is dependent on the size of the eight compressed filters. The number of MAC operations decreases substantially with increasing compression ratios because not only is the number of multiplications in the filtering matrix reduced, but so is the number of multiplications required to compute the inner product for energy accumulation [Fig. 3(a)]. Classification energy, on the other hand, depends on the number of iterations required for the AdaBoost classifier to achieve convergence. For the decision tree used, the maximal amount of energy per decision tree (seven nodes) is that of seven comparisons. Both because this number is small and because comparison operations consume much lower energy relative to multiplications, we have only taken into consideration the number of MAC operations required per iteration for weighted voting over the weak classifiers. The AdaBoost classifier with no compression of features requires an average of 138 iterations (i.e., 138 MAC operations). With an increase in the compression ratio, the number of MAC operations per classification does not change substantially, increasing to just 141 at a $72 \times$ compression ratio [Fig. 3(a)]. Overall, at a $32 \times$ compression ratio, the total number of MAC operations is reduced by $21.2 \times$. This reduction is defined as the ratio of the number of MAC computations required to process and classify the signals without any compression, to the number of MAC computations required to compressively process and classify the signals with CSP.
Performance is evaluated using three criteria: sensitivity, latency, and number of false alarms per hour [Fig. 3(b), (c), (d)]. Uncompressed signal processing matrices are used to establish a baseline (sensitivity = 100%, latency = 4.37s, and false alarms per hour = 0.12). As an example, at a 32× compression ratio, a similar performance is achieved: 100% sensitivity, 4.33s latency, and 0.22 false alarms per hour.

6.1.3 Comparison to Previous Approaches

Next, we show how our system performs in comparison with the work proposed by Shoaib et al. [3]. Fig. 4 compares the sensitivity, latency, and false alarm per hour of the two approaches as the compression ratio is increased. For example, at 32× compression ratio, Shoaib’s approach achieves an average performance of 100% sensitivity, 11.14s latency, and 2.48 false alarms per hour. Thus, we see that both the latency and false alarms per hour degrade significantly compared to our approach. Note that the two approaches are not interchangeable. Specifically, we cannot simply replace the feature extraction step of Shoaib’s approach with that of our approach since Shoaib’s approach is targeted to compressed input signals whereas ours is targeted at Nyquist-domain signals.

In this application, FS can be performed regardless of CSP, since CSP is simply applied to compute all features selected (i.e., the number of features is not changed). However, in applications where our approach impacts the feature-vector dimensionality, one could employ FS within $H$ prior to CSP. This means that further dimension reduction can be achieved after feature selection is done. We demonstrate this with the next case study.

6.2 Case 2: System for Neural Prosthesis

For the second case study, we investigated a neural prosthesis application that is based on spike detection and sorting. A typical system is composed of four computational blocks: spike detection/alignment, sorting, analysis, and prosthesis control. It is preferable to perform spike detection/alignment on an implant to address transmission energy and bandwidth constraints in most modern systems [27]. Once aligned, spikes can be sorted on an external head stage or within the implant prior to analysis. Spike sorting is done using discrete wavelet transform (DWT) and clustered using the K-means algorithm [28]. Using these methods, the spikes are sorted into different groups where each group contains all the spikes produced by an individual neuron. Once the spikes are sorted, feature parameters can be extracted. These parameters include spike count (SC), neuron firing rate (FR), and coefficient of variation (CV), which can be used to drive prosthesis control [29]. We refer to these parameters as control parameters. For this case study, we focus on MAC operation reduction during the spike sorting procedure. We use the control parameters to demonstrate performance. We consider a total of 18 cases with differing recognition difficulties and noise levels.

6.2.1 The DWT Matrix

The DWT of a signal is often implemented using a filter bank. The filter bank is derived from a four-level decomposition of a Haar mother wavelet. The four-level decomposition can be obtained through a series of low-pass filters (LPFs) and high-pass filters (HPFs). The signal is first passed through an HPF and down-sampled by 2×, filtering out the lower half of the frequency
Fig. 6. Three-cluster K-means performance with an increasing compression ratio. (a) Signal processing and classification energy reduction represented by the number of MAC operations achieved using the $\tilde{H}$ matrix with increasing compression ratios. Solid and dashed lines represent the number of MAC operations required by uncompressed feature extraction and classification methods, respectively. (b) Spike count percentage error compared to ground truth vs. compression ratio. (c) Coefficient of variance percentage error compared to ground truth vs. compression ratio. (d) Firing rate percentage error compared to ground truth vs. compression ratio.

6.2.2 Results

The spike sorting system is implemented for records E1, E2, D1, and D2, from simulated neurological data [28]. All signals are first processed for detection and alignment of the spikes using a thresholding algorithm, as described by Quiroga et al. [28]. This processing produces 64 data samples per detected spike. We compare experimental results for uncompressed signal processing and CSP on the spike data. All spikes from each record are clustered into three clusters. The accuracy of each cluster, defined as the percentage of correctly clustered spikes compared to the ground truth, is analyzed for various compression ratios. With no compression, the spike-sorting system correctly clusters, on an average, 87.84% of the neurons. With increasing compression ratio, the clustering accuracies decrease to 81.72%, 76.16%, and 71.51% at $10 \times$, $32 \times$, and $64 \times$ compression ratios, respectively (Fig. 5).

Next, we analyze the control parameters (SC, CV, and FR) over all records for each compression ratio (Fig. 6). We first consider the system energy savings with increasing compression ratios [Fig. 6(a)]. The number of MAC operations decreases with decreasing feature-extraction matrix size ($K \times N$). Thus, as the compression ratio is increased, the MAC-operation ratio decreases. In this system, the classification energy is also affected by the reducing feature-extraction matrix size. As mentioned earlier, an increase in the compression ratio implies a smaller feature-vector size, and the energy of K-means classification scales with the feature-vector size (in addition to the number of cluster
Therefore, classification energy is also reduced with an increase in the compression ratio. Overall, at a 32× compression ratio, the total number of MAC operations is reduced by 3.3×. The number of MAC operations is not as aggressively reduced as the compression ratio due to the sparsity of the DWT matrix. For a more dense filtering matrix, we would observe computational savings comparable to the compression ratio.

To evaluate the performance, we first compute the control parameters for ground-truth clusters, which we call ground-truth control parameters. The extracted control parameters for all compression ratios are compared to the ground-truth control parameters. Since the clustering algorithm is not perfect, there are errors in the control parameters even in the case of no compression. With no compression, the extracted control parameters correspond to overall errors of 4.00% for SC, 2.75% for CV, and 4.00% for FR, compared to ground-truth control parameters. As shown in Fig. 6, the overall control parameter errors are within 5% for all counts at a 32× compression ratio, and within 10% at a 64× compression ratio.

6.2.3 Comparison to Previous Approaches

Next, we evaluate CSP relative to the approach presented by Shoaib et al. [3]. Fig. 7 shows the comparisons. Both approaches achieve near-baseline performance for up to 32× compression ratio. Even at 64× compression ratio, both approaches maintain average FR, SC, and CV errors under 15%. Thus, for this case study, the two approaches are comparable.

Next, we demonstrate how FS can be used in conjunction with CSP. For FS, we used Lilliefors modification of the Kolmogorov-Smirnov (KS) test for normality, as proposed by Quiroga et al. [28]. The test compares the cumulative distribution function of the data with that of a Gaussian distribution with the same mean and variance. Coefficients with the largest deviation from normality are used. This test is employed because coefficients should have a multimodal distribution and thus ones that are furthest from a normal distribution would best separate the different spike classes.

Using the above-mentioned feature selection method, we compare CSP, FS, and a hybrid approach (FS + CSP). For FS and the hybrid approach, we have two levels of FS in terms of the number of feature selected. For one level, we select half of the features (32 features) out of the original feature vector (i.e., our feature-extraction matrix after FS has only half the feature dimension relative to the original feature-extraction matrix). For the second level, we select a third of the features (21 features) out of the original feature vector. For the hybrid approach, we apply our approach on top of the two levels of FS and analyze the performance over different number of features. The number of features decreases as we increase the compression ratio. Fig. 8 shows the spike sorting performance using the hybrid approach compared to CSP with no FS. We see that the performance of CSP alone and the hybrid approaches for 32 features is comparable. However, FS of 21 features produces much higher error than either CSP alone or the hybrid approach. Interestingly, CSP seems to correct, to a certain degree, the error caused by FS.

7 Conclusions

In this paper, we presented the CSP approach in which random projections are used to significantly reduce the amount of computations involved in feature extraction, while incurring minimal performance loss. We demonstrated that CSP is able to overcome feature extraction errors that are inherent in a previous approach employing random projections. This leads to significant reductions in overall system energy. We evaluated the proposed methodology through two case studies. Both studies demonstrated acceptable performance even at 32× compression ratios. The CSP approach focuses on the feature-extraction stage of the classification system. The energy saving (if any) in the classification stage depends on the type of classifier used. We also demonstrate the compatibility between FS and CSP.
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