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Abstract—In-memory computing is an emerging approach for overcoming memory-accessing bottlenecks, by eliminating the costs of explicitly moving data from point of storage to point of computation outside the array. However, computation increases the dynamic range of signals, such that performing it via the existing structure of dense memory substantially squeezes the signal-to-noise ratio (SNR). In this paper, we explore how computations can be scaled up, to jointly optimize energy/latency/bandwidth gains with SNR requirements. We employ algorithmic techniques to decompose computations so that they can be mapped to multiple parallel memory banks operating at chosen optimal points. Specifically focusing on in-memory classification, we consider a custom IC in 130nm CMOS IC [1], and demonstrate an algorithm combining error-adaptive classifier boosting (EACB) and multi-armed bandits (MABs), to enable segmentation of a feature vector into multiple subsets. The measured performance of 10-way MNIST digit classification, using images downsampled to 16 x 16 pixels (mapped across four separate banks), is 91%, close to that simulated using full unsegmented feature vectors. The energy per classification is 879.7 pJ, 14.3 x lower than that of a system based on separated memory and digital accelerator.
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I. INTRODUCTION

While hardware accelerators substantially enhance energy efficiency and performance of logic, the gains do not transfer to memory operations [2]. This is especially problematic in emerging data-centric applications, such as machine-learning workloads, where the data-driven models involved for inference typically do not have compact parametric representations and thus require large amounts of memory and memory operations, which thus dominate in such systems. To address this, recently architectures have emerged integrating computation in memory [1], [3], [4]. As opposed to standard memory operations, where raw data is accessed one row at a time, the general principle behind in-memory computing is to access a computation result over many rows of data at once, thus amortizing the energy and latency.

As described below, this enables in-memory computing to achieve significant gains in energy/latency/bandwidth. However, computation over a large amount of data also increases the required dynamic range. Accommodating this within the existing hardware of a standard memory, such as SRAM, leads to reduced signal-to-noise ratio (SNR) within the mixed-signal approaches typically required. With different applications having different SNR requirements, the focus of this paper is on scaling up the computations under such SNR requirements.

Previously, [3] introduced a circuit-level knob for addressing application SNR requirements, up to the allowable swing on one set of bit lines. Instead, we take an algorithmic approach for scaling up computations by mapping them across multiple in-memory-computing banks, to exploit the allowable swing across multiple sets of bit lines. In this way, each bank can operate at a design point where the mixed-signal energy/latency/bandwidth and SNR tradeoffs are optimized.

While different in-memory architectures have emerged [1], [3], [4], making use of different compute models and different memory technologies, the tradeoffs concerning energy/latency/bandwidth and SNR generally exist. To concretize these, we focus on a specific SRAM-based architecture for in-memory classification [1], which applies the tradeoffs aggressively by processing feature vectors of up to 128 dimensions in a fully row-parallel operation. We consider the problem of mapping higher-dimensionality feature vectors, noting that increasing feature-vector dimensionality is a common trend in machine learning. Specifically, while [1] demonstrated 81-dimensional feature vectors in one bank, achieving 10-way classification accuracy for MNIST images [5] of 90%, we demonstrate 256-dimensional feature vectors, partitioned into subsets and mapped across four banks (on separate ICs), achieving an accuracy of 91%.

In addition to increasing the dimensionality of feature vectors, composing features vectors (e.g., via layers within deep learning) leads to enhanced performance. Indeed, deep neural networks (NNs) can be readily mapped to in-memory architectures such as [1], since such layering simply requires cascading in-memory-computing banks, unconstrained by the underlying hardware tradeoffs. For instance, high classification accuracy has been demonstrated on MNIST images (e.g., 95% [6]). While such layering provides another algorithmic approach for increasing accuracy [7] and can be readily exploited by in-memory computing, scaling the dimensionality of operations (e.g., neuron synapses) remains an important direction, as it is directly impacted by the energy/latency/bandwidth and SNR tradeoffs underlying in-memory computing.

We propose an algorithm based on error-adaptive classifier boosting (EACB) [8] and multi-armed bandits (MABs) [9], to enable iterative training of linear classifiers. The algorithm is capable of both substantially overcoming analog non-idealities and optimally combining computations over the four feature subsets. We also analyze practical hardware requirements to support such an algorithm. Though demonstrated on [1], the algorithmic approach is applicable to a range of in-memory...
architectures, given the underlying hardware tradeoffs.

II. IN-MEMORY CLASSIFIER BACKGROUND

A. Hardware Architecture

The architecture of the in-memory classifier [1] is shown in Fig. 1. It consists of a standard 6T SRAM array with 128 × 128 bit cells and standard periphery for SRAM Mode, but also specialized periphery for Classify Mode. After bit-line pair (BL/BLB) precharging, the periphery for Classify Mode drives feature-vector elements as amplitude-modulated signals on the word lines (WLs) at all once. This is done via 5-b WL digital-to-analog converters (WLDCs), with 5 b chosen based on detailed simulations for the MNIST application [1]. The WL amplitudes set the bit-cell currents $I_{BC(i,j)}$, but whether these discharge BL/BLB is determined by the data stored in the cells. Treating each BL/BLB pair as a differential voltage signal, the feature values can be viewed as multiplying with ±1 data stored in the cells, to give discharge currents, which sum together on BL/BLB to generate a voltage. This multiplication-summation operation amounts to an inner product between a feature vector of 5-b elements, and a weight vector of 1-b elements. A comparator at the base of the column provides sign thresholding, as needed in a linear classifier.

In this way, a weak classifier is implemented in each column. In fact, while a linear classifier itself is weak, the use of 1-b weights and the sensitivity of the multiplication-summation operation to analog non-idealities (nonlinearity, variations) further weakens the classifier. To form a strong classifier, a specialized training algorithm is employed. While a range of algorithmic approaches can be considered for different machine learning models (e.g., non-ideal hardware can be used to derive forward-pass error in NNs training), the training algorithm employed critically incorporates two techniques for linear classifiers. First, to train each column-based weak classifier, an algorithm referred to as constrained resolution regression (CRR) [1] is adopted. In CRR, a constraint, included during training to restrict weights to 1 b, is formulated as a convex mixed-integer program. Second, to overcome analog non-idealities, the EACB algorithm [8] is adopted, which performs iterative training of weak classifiers, and biases the training to overcome the errors from the previous iterations. In this way, optimal fitting to the training set is achieved over the entire ensemble, even in the presence of non-idealities. This enables performance at the level of an ideal classifier based on separated SRAM and digital accelerator, as demonstrated on the MNIST dataset [5], but with 13× lower energy and 175× lower energy-delay product (EDP) [1].

B. Hardware Tradeoffs

While substantial energy and throughput gains are demonstrated, to scale up computations, it is important to recognize the new scaling tradeoffs such an architecture raises. Fig. 2(a) shows the scaling tradeoffs for a traditional architecture (i.e., where computation and memory are separated) and the in-memory architecture [1], assuming all $D$ bits of data, arranged in a $D^{1/2} \times D^{1/2}$ array, are to be accessed for computation (order scaling is shown, to illustrate the general trends). As shown, the usual metrics of interest, energy, latency, and bandwidth, all improve compared to the traditional architecture, since accessing all $D$ bits of data requires only one BL/BLB discharge cycle in the in-memory architecture.

However, SNR gets worse. This is because the traditional architecture assumes a constant BL/BLB discharge, set by the sense-amplifier input requirement. On the other hand, in the in-memory architecture, the worst-case SNR occurs when half of the bit cells in a column discharge BL, half of them discharge BLB, and one additional bit cell discharges either BL or BLB. In this case, the differential voltage is set by the one bit cell’s current integrating on a capacitance that scales with the number of rows as $D^{1/2}$. While reduced SNR, limited in practice by analog non-idealities, is handled by the EACB training algorithm, excessive SNR degradation will lead to an excessive increase in the number of iterations for performance convergence. For instance, for the 128×128 design in [1], Fig. 2(b) shows that the in-memory architecture requires 18 iterations for convergence, compared to 5 iterations for the traditional architecture. Though the simultaneous accessing of 128 rows still leads to substantial energy benefit, this will degrade with reducing SNR.

III. ALGORITHM FOR SCALING-UP

To scale up computations in terms of feature-vector dimensionality, our approach is to decompose the feature vector into several feature subsets. These subsets can then be mapped to separate banks, whose number of rows is set by the SNR requirements. Such decomposition necessitates a specialized algorithm for the in-memory architecture.

A. Extending EACB to AdaBoost.MH

Our algorithm for managing SNR degradation is integrated with EACB and CRR training techniques employed in the in-memory classifier [1]. Since the original EACB algorithm was derived from adaptive boosting (AdaBoost) [10], we present

<table>
<thead>
<tr>
<th>Metric</th>
<th>Traditional Architecture</th>
<th>In-Memory Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>$D^{3/2}$</td>
<td>$D$</td>
</tr>
<tr>
<td>Latency</td>
<td>$D$</td>
<td>1</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$1/D^{1/2}$</td>
<td>1</td>
</tr>
<tr>
<td>SNR</td>
<td>$1$</td>
<td>$1/D^{1/2}$</td>
</tr>
</tbody>
</table>

Fig. 2. (a) Scaling tradeoffs between traditional and in-memory architectures. (b) Need for increased boosting iterations, due to reduced SNR, in the in-memory classifier [1].
Algorithm 1 AdaBoost.MH

Input: X, Y, D(1), T, η, WeakLearner
1: for t in 1 to T do
2: h(t) ← WeakLearner(X, Y, D(t))
3: Compute γ(t) and α(t)
4: Update to D(t+1): dj(i) ← exp(−α(t) ¯γj(i)yi,j) dj(i)
5: Normalize D(t+1) to make it a distribution
6: return f(T) = ∑T t=1 α(t)h(t)

Algorithm 2 EACB.MABs

Input: {X1, · · · , XM}, Y, D(1), T, η, NonIdealLearner
1: Initialize p(1) uniformly
2: for t in 1 to T do
3: j(t) ← Random(p(1), · · · , p(M))
4: h(t) ← NonIdealLearner(X, Y, D(t))
5: Compute α(t) and γ(t)
6: Update to D(t+1) and normalize it
7: Compute reward r(t) for the selected arm j(t)
8: Update to p(t+1) based on r(t)
9: return f(T) = ∑T t=1 α(t)h(t)

Our extension of EACB by starting with AdaBoost. AdaBoost is an ensemble-learning algorithm, based on training simple (weak) classifiers at each iteration and using weighted voting over these classifiers to construct a final strong classifier. To support multi-class classification (as in the case of 10-way versus-one problems, and we set the initial distribution over these classifiers to construct a final strong classifier. To each iteration in the in-memory classifier is a linear classifier with 1-b weights, trained using CRR. At each iteration in the in-memory classifier, we would like to restrict the subset selection procedure to make it a distribution efficiently mapping to a small number of in-memory-computing arms.

In AdaBoost.MH, such updates are based solely on fitting errors, while in EACB they are based on all error sources of potentially non-ideal weak-classifier implementations.

The K-class problem is converted to N(K−1)/2 binary one-versus-one problems, and we set the initial distribution D(1) = [d(1)] uniformly to 1/(KN). As mentioned in Section II, the WeakLearner in the in-memory classifier is a linear classifier with 1-b weights, trained using CRR. At each iteration t, in total KN(K−1)/2 WeakLearners are combined to build a vector-valued classifier h(t), which maps the original instance space to {+1, −1}K. The final strong classifier f(T) after T boosting iterations is the weighted sum of all h(t). The weight α(t) associated with h(t) is set to η ln[1 + γ(t)]/(1 − γ(t)]. Here, η, originally set fixed to 0.5 [11], is left as a parameter, which can be set appropriately for the 1-b weight constraint within the column-based linear classifier. γ(t) is a metric of the classification performance of h(t), computed as:

γ(t) = ∑i,j d(i)jyi,j, (1)

where y(i)j is the label predicted by h(i), which in the case of EACB is taken directly from the in-memory classifier to enable adaptation to analog non-idealities. We thus refer to the WeakLearner as NonIdealLearner in the EACB framing.

B. Combining EACB with MABs

As mentioned, to manage the SNR constraints in the in-memory classifier, we would like to restrict the NonIdealLearners to utilize a specific fixed subset of the features from the feature vector, instead of the full feature set. Several previous works have explored subset-based ensemble-learning algorithms, with an overview provided in [12]. However, for the in-memory classifier, there are two critical considerations. First, few of the previous algorithms are compatible with boosting, making them difficult to incorporate with EACB, which is required for overcoming analog non-idealities. Second, the algorithms that are based on boosting, use different, randomly-constructed subsets, making them unsuitable for efficient mapping to a small number of in-memory-computing banks, where the feature subset of each bank should be fixed.

In our algorithm, summarized in Algorithm 2, we generate a small number of fixed, mutually-exclusive feature subsets by randomly partitioning the original feature vector. At each iteration, all KN(K−1)/2 NonIdealLearners choose one subset for evaluation. This subset selection procedure can be modeled as a sequential decision problem, which poses high combinatorial complexity to optimize, especially in our case where the impacts of analog non-idealities in the NonIdealLearners are not known a priori. To manage this, we employ the construct of MABs [9]. Our algorithm builds on previous works integrating AdaBoost with MABs [13], [14]. The key difference is that these works apply MABs to reduce the search space of tree-based classifiers to speed up AdaBoost. Instead, we exploit MABs for choosing the optimal subset at each iteration, in the presence of analog non-idealities in the NonIdealLearners.

In the MAB setting, each arm represents a feature subset from the original feature vector. Assume there are in total M arms, and the M corresponding 2N × N training-data matrices of feature subsets are denoted as {X1, · · · , XM}. At each boosting iteration t, selecting an arm j(t) (i.e., the feature subset Xj) results in a reward r(j(t)), and the goal is to maximize the total reward received after T iterations, thus improving the performance of the final strong classifier f(T). This sets up an exploration-vs.-exploitation tradeoff, where exploration refers to using arms that have been scarcely used, and exploitation refers to using arms that have yielded large reward in the past. The specific MABs algorithm we use is referred to as Exp3.P [9], which maintains a probability-distribution vector p(t) over all arms. p(t) is initialized uniformly and iteratively updated after receiving a reward for the selected arm. The next arm is then chosen randomly according to this distribution. As suggested by [14], the arm reward is computed as:

r(j(t)) = min(1, − log 1 − (γ(j(t)))) 2, (2)

where γ(j(t)) is computed using (1) based on the chosen feature subset Xj, again using predictions taken from the in-memory
classifier to overcome analog non-idealities. In this way, the MABs algorithm gradually learns the utility of all feature subsets by evaluating their empirical performance during the boosting iterations, and helps boost the performance close to that based on the full unsegmented feature set. We refer to the proposed algorithm combining EACB and MABs as EACB.MABs. To initialize $\tilde{p}_j^{(t)}$ and update $\tilde{p}_j^{(t)}$ based on $q_j^{(t)}$, a weighting vector $\tilde{w}^{(t)}$ is also maintained over all arms during iterations. The relationship between $\tilde{p}_j^{(t)}$ and $\tilde{w}^{(t)}$ is:

$$p_j^{(t)} = (1 - \lambda) \sum_{j'=1}^{M} w_{j'}^{(t)} + \lambda \frac{p_j^{(t)}}{M},$$

where $p_j^{(t)}$ and $w_j^{(t)}$ are the $j$th element of $\tilde{p}_j^{(t)}$ and $\tilde{w}^{(t)}$, respectively. $\lambda \in (0, 1]$ is a smoothing parameter: a larger $\lambda$ leads to a more uniform $\tilde{p}_j^{(t)}$, $\tilde{w}^{(t)}$ is initialized uniformly to $\exp(\frac{\beta}{3M})$, where $\beta > 0$ is another smoothing parameter. Based on our experiments, we set $\beta = 0.3$ and $\lambda = 0.2$. After receiving the reward $r_j^{(t)}$, $\tilde{w}^{(t)}$ is updated as follows:

$$w_j^{(t+1)} = w_j^{(t)} \exp \left( \frac{\lambda}{3M} \left( q_j^{(t)} + \beta \frac{p_j^{(t)}}{p_j^{(t)} \sqrt{MT}} \right) \right),$$

where the arm-reward vector $q_j^{(t)}$ is given as follows (having only one non-zero element at the index $j^{(t)}$, corresponding to the selected arm):

$$q_j^{(t)} = \begin{cases} r_j^{(t)}/p_j^{(t)} & \text{if } j = j^{(t)}, \\ 0 & \text{otherwise}. \end{cases}$$

IV. SIMULATIONS AND HARDWARE EXPERIMENTS

A. Simulation Results

The MNIST dataset [5] is used to evaluate our algorithm, with features corresponding to the raw pixel values. All images are downsampled from $28 \times 28$ pixels to $16 \times 16$ pixels (required for mapping feature subsets to four in-memory-computing ICs [1]). Simulations correspond to ideal MATLAB implementation of linear classifiers with 1-b weights. 5-fold cross-validation of training and testing is performed to evaluate the classification performance. Also, as the classification accuracy based on feature subsets depends on how we decompose the full feature set, 20 different segmentations are considered in each experiment, and we report the averaged performance results among all segmentations.

We first explore how the total number of feature subsets affects the classification accuracy in the EACB.MABs algorithm. For each experiment, all subsets are mutually exclusive and have roughly the same number of features. The results in Fig. 3(a) show a baseline accuracy of 92% using the full feature vector (i.e., all 256 pixel values), which can also be achieved by using up to 4 subsets. The accuracy using 12 subsets shows 4.5% lower performance. In general, fewer subsets are expected to result in higher accuracy and require fewer iterations, since more features are available at each iteration. However, we note that the higher dimensionality due to fewer subsets results in more computations per iteration, in addition to lower SNR. Thus, Fig. 3(b) shows the computational cost, normalized to one iteration with 256 features, also exposing a tradeoff between computational complexity and accuracy.

Fig. 3. (a) Accuracy comparison using different numbers of feature subsets. (b) Tradeoff between computational complexity and accuracy. (c) Accuracy comparison using different feature-subset selection approaches at each boosting iteration during training.

Next, we fix to four feature subsets, to compare the performance of EACB.MABs with two other approaches: 1) Random, which randomly selects a subset for boosting at each iteration; and 2) Greedy, which assesses all subsets at each iteration, and selects the arm that maximizes the reward at that iteration. The results are shown in Fig. 3(c). As seen, EACB.MABs performs the best, restoring accuracy to 92%, close to baseline using the full feature vector. While Random has the lowest accuracy, Greedy achieves performance close to EACB.MABs. However, it requires evaluating all four subsets during training, resulting in 4x more computational cost and energy when mapping subsets to separate ICs.

B. Chip Measurement

To demonstrate our algorithm for adapting to analog non-idealities in the in-memory classifier, we implement a new system combining four banks from separate ICs, as shown in Fig. 4. The in-memory classifiers compute the inner product between a feature vector and a weight vector, which dominates for classification computations. Other pre-processing and post-processing steps necessary for the algorithm (e.g., feature-vector normalization, weighted voting) are performed off-chip via a PC. Communication between the PC and ICs is via a data acquisition (DAQ) system. TheDAQ also triggers a 50 MHz clock for in-memory classifiers to operate in Classify Mode. Computation mapping to row/column hardware is as follows. Using four feature subsets, 64 features are mapped to the rows of each bank, and 32 rows are used for offset compensation [1] (the remaining 32 rows are disabled). For boosting, a weak classifier (i.e., NonIdeal Learner) selected at each iteration is mapped to a column of the corresponding bank, and if more than 128 columns are required, weak-classifier computations are performed serially on the bank hardware.

Compared with simulations, there is one additional pre-processing step we need to perform for chip measurement. In the in-memory classifier, the dynamic-range constraint set by the full-swing range of BL/BLB must be considered. As shown in Fig. 5(a), if the common-mode discharge currents on BL/BLB are too small, the voltage difference between BL and BLB is reduced and more prone to comparator error. On the other hand, if the discharge currents on BL/BLB are too large, both BL and BLB can saturate before the comparator is triggered, again leading to comparator error. Thus, normalization of the input data is beneficial for addressing the BL/BLB dynamic-range constraint (note that BL/BLB discharge does not cause bit-cell upsets, due to the low WL voltages employed in Classify Mode [1]). Specifically, in our implementation, each MNIST image is normalized so that the sum of all
Pixel values is roughly the same (about 1250 LSB after 5b quantization, resulting in 600 mV voltage drop on BL/BLB on average) for all images. Fig. 5(b) shows the distributions of pixel-value sum per image before and after normalization. Normalization makes the distribution more concentrated, which maximizes the comparator sensing margin.

Fig. 6(a) shows the measured accuracy for the three approaches. As seen, EACB-MABs achieve the highest accuracy of 91%, close to the ideal expected accuracy from simulations (Random achieves 86%, and Greedy achieves 89%). 25 EACB boosting iterations are required for performance convergence, resulting in the energy of 879.7 pJ per 10-way classification. This is 14.3× lower than the energy estimated for an ideal system separating memory and computations, which requires 10 iterations for convergence from Fig. 3(c) (assuming memory-accessing energy of 14.7 pJ/cycle measured from SRAM Mode of the in-memory classifier [1]). Further, measurement across several runs shows that the utilization of the four subsets is nearly uniform, as seen from Fig. 6(b). This is because the algorithm based on MABs explicitly introduces an exploration-vs.-exploitation consideration during feature subset selection at each iteration, thus making less frequently used subsets more likely to be selected. The chip measurement results are summarized in Fig. 6(c).

Though the comparison of the demonstrated 4-bank classifier is hard to make with the original 1-bank classifier [1], we point out that the 25 EACB iterations required for convergence, correspond to 64-element feature subsets. This achieves higher accuracy (91%) than that with the 81-element feature vector (90%), which required 18 iterations for convergence. Thus, the accuracy gain by mapping a feature vector of 3× higher dimensionality across four banks is achieved at a modest additional computational cost (<10%).

V. CONCLUSION

While in-memory-computing classifiers present gains in energy/latency/bandwidth by accessing multiple rows at once, they degrade the SNR. To enable design-point optimization, while enabling computations to be scaled up, we present an algorithm based on EACB and MABs to partition features into smaller subsets, which can be mapped to separate banks. Using a four-chip system, performance at the level of an ideal system (separating memory and computation) is achieved for MNIST image classification, yet at 14.3× lower energy.
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