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Abstract— Large-scale matrix-vector multiplications, which
dominate in deep neural networks (DNNs), are limited by data
movement in modern VLSI technologies. This paper addresses
data movement via an in-memory-computing accelerator that
employs charged-domain mixed-signal operation for enhancing
compute SNR and, thus, scalability. The architecture supports
analog/binary input activation (IA)/weight first layer (FL) and
binary/binary IA/weight hidden layers (HLs), with batch nor-
malization and input–output (IO) (buffering) circuitry to enable
cascading, if desired, for realizing different DNN layers. The
architecture is arranged as 8 × 8 = 64 in-memory-computing
neuron tiles, supporting up to 512, 3×3×512-input HL neurons
and 64, 3 × 3 × 3-input FL neurons, configurable via tile-level
clock gating. In-memory computing is achieved using an 8T bit
cell with overlaying metal-oxide-metal (MOM) capacitor, yielding
a structure having 1.8× the area of a standard 6T bit cell. Imple-
mented in 65-nm CMOS, the design achieves HLs/FL energy effi-
ciency of 866/1.25 TOPS/W and throughput of 18876/43.2 GOPS
(1498/3.43 GOPS/mm2), when implementing convolution layers;
and 658/0.95 TOPS/W, 9438/10.47 GOPS (749/0.83 GOPS/mm2),
when implementing convolution followed by batch normalization
layers. Several large-scale neural networks are demonstrated,
showing performance on standard benchmarks (MNIST, CIFAR-
10, and SVHN) equivalent to ideal digital computing.

Index Terms— Charge-domain compute, deep learning, hard-
ware accelerators, in-memory computing, neural networks.

I. INTRODUCTION

DEEP neural networks (DNNs) have achieved state-of-
the-art performance in numerous inference applications,

including image classification/detection, speech recognition,
language translation, and so on. Although these have involved
a range of different kinds of neural networks [multilayer per-
ceptron (MLP), convolutional neural network (CNN), recurrent
neural network (RNN), long short-term memory (LSTM)],
the core computation in all cases is matrix-vector multiplica-
tion (MVM). We demonstrate MVM via a binarized [1] CNN
accelerator, motivated by the widespread use of CNNs due to
their high performance and their dominance of computations,
arising from the trend of increasing network depths.
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Fig. 1. Compute operations involved in each layer of a CNN.

As illustrated in Fig. 1, the primary operation in a CNN
is convolution between input activation (IA) pixels IAx,y,z

arranged in a 3-D array and N 3-D filters W n
i, j,k (with n

from 1 to N), whose weights are learned from training. This
essentially amounts to inner product operations, yielding a pre-
activation PAx,y,n for each filter, which is then followed by a
nonlinear activation function ρ, to yield an output activation
O Ax,y,n for each filter. The filters are then strided over all the
IAs, generating a 3-D array of output activations, which makes
up a feature map. State-of-the-art neural networks employ
a large number of filters in each hidden layer (HL) (e.g.,
64–512 in [2]) to capture a diversity of information in the
feature map.

Recent demonstrations of CNN accelerators have shown that
energy and delay are dominated by the data movement of
bringing together a large number of IAs with weights and then
redistributing a large number of output activations [3]–[18].
For instance, large-scale CNNs typically bring the data struc-
tures from off-chip memory and store them in embedded
memory to exploit many opportunities for data reuse. How-
ever, even with embedded memory, we find that data-accessing
energy typically exceeds compute energy by orders of magni-
tude [19]. Although spatial(systolic)-array architectures miti-
gate this by employing small buffers localized in processing
elements, the buffers can consume significant energy and area,
increasing the distance data must ultimately move across the
array [3]–[5], [20].

To mitigate the fundamental costs of data movement,
recently the concept of in-memory computing has been
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proposed [12], [15]–[17], [21]–[41]. Rather than accessing
raw data row by row in each column, as done in con-
ventional memory, the objective is to access a compu-
tational result in each column over many rows of data,
thereby amortizing the bit-line discharge energy and delay
[16], [17], [22], [25]–[27], [31], [42]. Although this holds

the potential for factors of energy and delay reduction up
to the number of memory rows, this comes at the cost
of computational SNR. As described in [22], computation
over multiple inputs generally increases the required dynamic
range, which must be fit within the constrained bit-line swing,
thereby correspondingly degrading the computational SNR.
In-memory-computing architectures typically employ mixed-
signal operation to integrate compute in the constrained mem-
ory circuits by going beyond digital switch-based abstraction
of bit-cell transistors. Thus, computational SNR is limited by
non-ideal analog behaviors (non-linearities and variations).

To overcome this and substantially enhance the computa-
tional scalability of in-memory computing, we demonstrate
an architecture achieving high computational SNR. This is
achieved by using charge-domain computation based on highly
linear and stable metal–oxide–metal (MOM) finger capaci-
tors rather than current-domain computation, relying on bit-
cell transistor transfer functions. Although MOM capacitors,
enabled by excellent temperature/process stability/matching
(shown to improve with technology scaling), address com-
putational SNR, they can also be laid out above the bit-
cell transistors, requiring no additional area. This paper is an
extended version of [43], providing detailed explanation and
analysis of the design and CNN demonstrations, especially
analyzing sources of analog non-idealities and their impact on
the architecture.

The remainder of this paper is organized as follows. Sec-
tion II describes the overall system and how it forms DNNs.
Section III describes the detailed architecture and circuit
design. Section IV quantitatively demonstrates the benefits
of charge-domain in-memory computation in 65-nm CMOS
technology. Section V describes the prototype, basic mea-
surements, and demonstrations of various neural networks
for typical image-classification data sets. Finally, Section VI
concludes this paper.

II. SYSTEM OVERVIEW

Fig. 2 shows a deep binarized CNN, consisting of one first
layer (FL) and potentially many HLs, all possibly separated
by batch normalization layers. The demonstrated architecture
supports all of these, especially emphasizing HLs due to the
trend of increasing DNN depth. HLs receive binary IAs and
multiply them with binary filter weights. On the other hand,
FL receives high dynamic range IAs and multiplies them with
binary filter weights. As described in Section III-B, our mixed-
signal implementation has the ability to sample analog inputs.
Thus, an architecture is explored where the FL can take analog
IAs directly from an imager or sensor, potentially eliminating
the need for explicit ADCs. Although multiple HLs can be
implemented within one chip, by changing the filter weights
and cycling input–output (IO) activations, the architecture

Fig. 2. Structure of a typical deep binarized CNN, with chip implementing
convolutional FL and HLs. Chip supports up to 64, 3 × 3 × 3 FL filters, and
up to 512, 3 × 3 × 512 HL filters.

also supports cascading chips into a high-throughput pipeline,
enabled by circuitry for line buffering. In this case, it is pre-
sumed that IAs are provided row by row to conform to the data
streaming of an input active-matrix imager, and the output fea-
ture maps are presumed to have dimensionality up to 32×32×
d , where d is a configurable depth up to 512/64 for HLs/FL.

Furthermore, the architecture supports scalability and mod-
ularity, based on emerging trends in neural networks. Specif-
ically, the filters are designed to have a convolutional stride
of 1 and dimensionality of 3 × 3 × d . This dimensionality
is motivated because other filter sizes (e.g., 5 × 5, 7 × 7,
etc.) can be readily realized by cascading 3 × 3 filters [44].
Although recent DNNs [2], [45]–[48] have reduced the use
of pooling layers, max-pooling in a binarized CNN can be
readily implemented via simple OR-logic, integrated into the
proposed architecture within existing line buffers (described
in Section III).

III. ARCHITECTURE AND CIRCUIT DESIGN

This section describes the detailed operation and implemen-
tation of the architecture. The operation starts with loading the
configuration bits as well as the pre-trained weights onto the
chip. Weight loading is simply performed via static random
access memory (SRAM) read/write circuitry. This includes
read/write scan chains, sense amplifiers, address decoder, and
bit-line and word-line drivers. We start with operation when
configured as binary-input HLs and then move to the operation
when configured as analog-input FL.

A. Hidden-Layer Circuit Design

1) Overall Architecture: Fig. 3 shows the architectural
block diagram of the HL configuration. The overall dataflow
is as follows.

1) Presuming that one row (up to 32 pixels) of IAs is
available at a time, first a pixel (of depth d up to 512)
is streamed into an input shift register. This is included
in the architecture to ease the testing interfaces; in an
eventual cascade, it can be omitted, allowing for parallel
loading.

2) The incoming pixel is then loaded in parallel into an IA
SRAM. The IA SRAM serves as a line buffer, consisting
of 4 sets of 512 columns, interleaved as shown, and
having depth of 32. This allows pixels of corresponding
depth to be loaded in one column for an incoming row,
while pixels for the three other rows are being processed
for 3 × 3 filtering.
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Fig. 3. Architecture of the chip, implementing one binary-input HL of a
deep CNN.

3) Next, the IAs to be processed are shifted from the
IA SRAM into an IA buffer (IA BUF). The IA BUF
consists of 3-b shift registers with round-robin input
interface, selecting three out of the four IA SRAM
columns for processing (in circular manner to implement
convolutional striding by one step).

4) Then, the 3 × 3 × d IAs to be filtered are broadcast in
parallel over the neuron array. The neuron array consists
of 8 × 8 neuron tiles, which provide clock gating for
scalability of both the filter size and number of filters.
Each neuron tile implements neuron filter segments, with
3 × 3 × 64 inputs vertically, and 64 different filters
horizontally. Thus, clock gating neuron tiles vertically
scales the filter size, and clock gating horizontally scales
the number of filters, to reduce the activity factor. In this
way, up to 512 pre-activations can be computed in
parallel, corresponding to one pixel, with depth up to
512.

5) The computed pre-activations are then fed to a bina-
rizing batch normalization (Bin. Batch Norm.) block
to compute the binary output activations for the pixel.
Computed output activations are then streamed out,
potentially directly feeding the next layer in a pipelined
manner.

2) Neuron Tile: The dominating computation is performed
in the neuron array, particularly in the neuron tile, using an in-
memory-computing architecture. The structure of a neuron tile
is shown in Fig. 4. Each neuron tile consists of 64×64 neuron
patches, each of which processes 3 × 3 binary IAs. 64 neuron
patches in one column belong to a single logical neuron filter,
while 64 different columns correspond to different neuron
filters. Within a neuron patch, each IA is then processed
by a multiplying bit cell (M-BC). The M-BC multiplies the
corresponding 1-b IA with a stored 1-b filter weight and stores
the result as charge on a local capacitor. Then, all capacitors
in one neuron filter are shorted together to perform charge
accumulation, yielding the pre-activation via a multiplication-
accumulation inner product operation.

3) Multiplying Bit-Cell: A key aspect of the architecture
is to perform weight storage and multiplication in as dense
an M-BC structure as possible. The M-BC circuit is shown
in Fig. 5, where the binary values of −1 and +1 are repre-
sented by GND and VDD, respectively. Although storage is

Fig. 4. Block diagram of a neuron tile. Each neuron tile includes 64 × 64
neuron patches, each containing 3 × 3 M-BCs.

Fig. 5. Structure of an eight transistor M-BCs, implementing XNOR between
an IA (IAx,y,z /IAbx,y,z ) and a filter element (Wn

i, j,k /Wbn
i, j,k ). Compared to

a standard 6T bit cell, M-BC has two additional pMOS devices and an extra
metal-finger MOM capacitor (shown in blue).

achieved using a standard 6T SRAM bit cell, two additional
pMOS transistors, driven by the IA signal (IAx,y,z/IAbx,y,z),
are added to implement XNOR. Then, the result is sampled
as charge on a 1.2-fF (nominal value) MOM finger capacitor.
The MOM capacitor is laid out above the bit cell, thus taking
no additional area. Furthermore, the very good matching,
temperature, and process coefficients for MOM capacitors
enable highly linear and stable compute operation. Fig. 6
shows details of how the inner product operation is performed
for three M-BCs, which are laid out together to enhance
density.

1) Reset Phase: First, all capacitors are unconditionally
discharged to GND by activating the tile-level short-
ing switches (via TSHORT/TSHORTb) and a discharge
nMOS (via PRE) on the pre-activation node. This is
done by keeping the IA signals (IAx,y,z&IAbx,y,z) high
to deactivate the M-BC pMOS devices, thereby decou-
pling the bit-cell storage nodes.

2) Binary-Multiply Phase: Next, the IAs (IAx,y,z/IAbx,y,z)
are driven differentially, activating only one pMOS in
each M-BC, and causing the capacitor to charge
up to VDD XNOR conditionally, dependent on
the IA (IAx,y,z/IAbx,y,z) and stored weight value
(W n

i, j,k /Wbn
i, j,k ).
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Fig. 6. XNOR computation by M-BCs, involving three signaling phases.

3) Accumulate Phase: Finally, the capacitors in one neuron
filter are shorted together to generate the analog pre-
activation value (PAx,y,n). Given the binary-value map-
ping of −1/ + 1 to GND/VDD, PAx,y,n takes one of
nominally (3 × 3 × d) + 1 levels between GND and
VDD, centered at mid-rail. Note, the routing required
across distributed capacitors introduces parasitics in the
range of ∼10%, but these have a linear effect that is
easily addressed through self-calibration (described in
Section IV-C).

In order to maximize the potential of in-memory computing,
the M-BCs must be made as dense as possible. Fig. 7 shows
the layout of the 8T M-BC next to that of a standard 6T
SRAM cell. Area of the M-BC is 1.8 μm2, roughly 80%
larger than the standard 6T cell, both laid out using logic
rules (area of a 65 nm high-density 6T cell using foundry
push-rules is 0.5 μm2). pMOS transistors are chosen for the
XNOR computation because this leads to a dense layout by
matching the number of nMOS/pMOS devices. The gate-poly
layout and pitch have been chosen with regularity in mind.
Furthermore, the M-BC employs an MOM capacitor above
the transistors, thus taking no additional area. Finally, the tile-
level shorting switches are laid out together for three M-BCs,
as shown in Fig. 8. This is because these share several nodes,
enabling their dense layout together outside the M-BC.

An important consideration is the M-BC stability during
neuron filtering operations. Starting by unconditionally dis-
charging the local MOM capacitor means that the bit-cell

Fig. 7. Layout of M-BC compared to the layout of the standard 6T SRAM
bit cell.

Fig. 8. Layout details of three M-BCs, sharing shorting switches.

Fig. 9. Transient-stability analysis for XNOR operation of M-BC (MC sims).

storage nodes are exposed to a pull-down condition. However,
Monte Carlo (MC) simulation shown in Fig. 9 confirms that
this will not disrupt stored data, which is held high by the pull-
up pMOS transistors in the 6T portion of the bit cell, for two
reasons. First, the pull-down path is weak, since it involves
a pMOS transistor for XNOR computation. Second, the small
MOM capacitance of ∼1.2 fF does not invoke a static pull-
down condition. Thus, the transient 100 k-point MC simulation
shows that the disruption to a high storage node is small, for
the minimum-sized pMOS transistors used.

4) Binarizing Batch Normalization: After computing the
pre-activation values via up to 512 parallel neuron filters,
batch normalization and a binarizing activation function are
applied, in one step. Equation 1 shows the operation required
for batch normalization [49] and application of the activation
function ρ. For the special case of a binarizing activation
function, the scaling parameter γn can be ignored since it
does not change the sign, leaving only the offset-causing
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Fig. 10. Details of the Bin. Batch Norm. circuit (512 such circuits
implemented within Bin. Batch Norm. block).

parameters, which can be combined into the single parameter
αn , as shown in 2. Therefore, applying batch normalization and
the activation function reduces to sign comparison between the
pre-activation and an analog reference, derived from training

OAx,y,n = ρ

(
γn

PAx,y,n − μn

σ 2
n

+ βn

)
(1)

OAx,y,n = sign(PAx,y,n − αn). (2)

Fig. 10 shows the circuit used for each of the 512 filters
to implement this. It consists of a 6-b digital to analog
converter (DAC) for converting αn from a digital code into
an analog reference, where the precision requirement of 6
bits was determined from simulations. This reference, as well
as the computed pre-activation, then feeds two comparators.
The reason for two comparators, one with nMOS inputs and
one with pMOS inputs, is that both the pre-activation and the
analog αn can range from GND to VDD. Hence, to ensure
fast and robust regeneration, the MSB of the digital αn code
is used to select the comparator which is ensured to have a
high input overdrive. The binarized output activation is then
streamed out using an output shift register.

Fig. 11 shows the circuit used to implement the 6-b DAC.
Given the need to fit 512 DACs, each in the pitch of 3 M-BCs,
area was a primary consideration, motivating a serial charge-
redistribution structure, described in [50]. Here, the LSB of the
input code is applied first, to charge or discharge a transfer
capacitor, which then transfers its charge to an equal-sized
accumulation capacitor. Thus, the LSB charge is attenuated
with binary weighting through each charging and shorting
cycle. For instance, considering a code of αn[5 : 0] =
6’b100011: αn[0] = 1 charges the transfer capacitor to VDD,
causing Vout to go to (1/2) × VDD (after charge-sharing);
αn[1] = 1 charges the transfer capacitor to VDD, causing Vout
to then go to (3/4) × VDD; αn[2] = 0 charges the transfer
capacitor to GND, causing Vout to then go to (3/8) × VDD;
and so on.

Fig. 12 shows the nMOS/pMOS-input comparators used
for comparing a computed pre-activation (PAx,y,n) with an
αn analog reference voltage (αn,analog). Although a range
of comparator circuits can be considered to enable rail-to-
rail inputs, two standard nMOS/pMOS-input StrongARM-
latch comparators are used [51]. These are selected for their
power and area efficiency, as well as robust regeneration. The
clocked comparators start by resetting to a common voltage
(GND/VDD) for all nodes in the regenerative differential

Fig. 11. Circuit implementation of each 6-b DAC.

Fig. 12. Circuit implementation of the nMOS/pMOS-input comparators.

branches. Then, the comparator selected via the MSB of αn is
enabled, turning off the reset transistors and turning on the tail
transistor for the differential pair. Furthermore, the differential
current biasing the regenerative branches is dependent on the
differential input, which, in turn, generates differential rail-to-
rail output voltages set by the polarity of PAx,y,n − αn,analog.

5) Summary of Data Movement: As discussed in Section I,
CNN-accelerator energy is typically dominated by data move-
ment of IAs, weights, and output activations. Having explained
the chip architecture, here, we summarize how each of these
sources is eliminated or minimized.

1) Regarding IAs, these must be broadcast over all the neu-
ron filter hardware. This distance is minimized, thanks to
the high-density M-BCs, which form the parallel filters.

2) Regarding weights, their movement is eliminated as
they are stationary within the M-BCs. Furthermore,
a significant number of weights can be stored on-chip
in the filtering hardware (2.4 Mb in this architecture),
again thanks to the high-density M-BCs.

3) Regarding output activations, these are computed in
a distributed way via passive charge redistribution in
the M-BC capacitors. Thus, they are available at the
output of the architecture at the cost of toggling a 1-b
switch-control signal. Note that the output activations
are, in fact, very high dynamic range signals; a digital
implementation would require communicating a signal
of over 12 bits [i.e., log2(3 × 3 × 512) > 12] in
this design. Therefore, communication via the single-
bit switch control signal is substantially more energy
efficient.

B. First Layer Circuit Operation

Having described the operation of the binary-input HLs,
in this section, we describe how the same architecture can
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Fig. 13. Block diagram of FL, based on positive/negative samplers for each
filter and each analog IA.

be configured to implement the analog-input FL. With analog
inputs, the XNOR-logic compute model of multiplication in
the M-BC cannot be exploited. Furthermore, fidelity of a
high dynamic range input signal must be ensured. To do
this, the architecture is configured, as depicted in Fig. 13,
into filters having large positive and negative sampling struc-
tures. Specifically, by deactivating the binary IA signals of
the M-BC and activating the tile-level shorting switches
(TSHORT/TSHORTb), all the capacitors of each filter segment
within one neuron tile get configured as a single logical
sampling capacitor, of approximately 690 fF. Now, given
that the filter weights are still binarized, filter segments are
designated as positive and negative samplers, i.e., each analog
IA is sampled on its positive sampler if the corresponding
weight is +1, and on the negative sampler if the weight is
−1, while holding the alternate sampler at GND. Furthermore,
the input-layer filters are of size 3×3×3 (presuming red-green-
blue (RGB) imager pixels), amounting to 27 analog inputs.
This means 27 positive samplers and 27 negative samplers
are needed to implement each FL filter. In the architecture’s
8×8 array of neuron tiles, there exist eight filter segments per
column. Thus, four columns for the positive sampler and four
columns for the negative sampler are designated for each FL
filter. Filtering then simply requires adding the charge from all
the positive samplers of each filter and subtracting the charge
from all negative samplers of each filter.

Charge addition and subtraction are performed by the signed
analog accumulator (SAA) block, as shown in Fig. 14. The
SAA operates in two phases. In the sample phase, the charge
from four columns of positive samplers is shared to the top
plate of one capacitor, and the charge from four columns of
negative samplers is shared to the bottom plate of another,
equal-valued capacitor. Then, in the compare phase, signed
summation of the charge is achieved by switching the capac-
itors into the configuration shown. This adds the positive
charge, subtracts the negative charge, and simultaneously
offsets the output voltage such that zero net charge yields mid-
scale. Then, comparison with an αn analog reference value
from training is performed as before, via the Bin. Batch Norm.
block.

IV. PRECISION ANALYSIS OF CHARGE-DOMAIN

IN-MEMORY COMPUTING

Virtually all in-memory-computing architectures reported
thus far, based on both SRAM and emerging nonvolatile

Fig. 14. Details of SAA block.

technologies, have employed current-domain computation,
relying on the current transfer function of bit-cell
MOSFETs, followed by accumulation on the bit
lines [16], [17], [22], [25]–[27], [31], [42]. Although this
enables amortization of bit-cell data into a computational
result, thereby yielding in-memory-computing gains, it suffers
from substantial computational noise. As previously
mentioned, computation over a large amount of data
stored in the bit cells generally increases the dynamic range
required. However, compute based on MOSFET current
transfer functions is highly susceptible to variation and non-
linearity, thus degrading the SNR, and substantially limiting
the computational scale (level of amortization) achievable.

Here, we analyze the computational noise arising in charge-
domain in-memory computing due to analog non-idealities.
We show that very low computational noise can be achieved,
both due to the excellent inherent matching characteris-
tics of MOM capacitors and due to readily implemented
self-calibration techniques. Thus, together, these substantially
enhance the accuracy and scale of computation that can be
achieved. We proceed by analyzing: 1) the effect of MOM-
capacitor mismatch on the computed PAx,y,n; 2) the effect of
thermal noise on the computed PAx,y,n; and 3) the effect of
switch-induced charge-injection errors on PAx,y,n.

A. Effect of Mismatch

Our analysis here primarily focuses on uncorrelated capac-
itor mismatch. Although in general correlated mismatch (e.g.,
gradients) may also be present, we examine that via proto-
type measurements, due to limited foundry-provided mod-
els for such effects. With regards to uncorrelated capacitor
mismatch, arising from lithography and oxide film-thickness
variations, very good matching characteristics are generally
observed [52], [53]. For instance, relying on previously pub-
lished data, in 32-nm CMOS, single-layer 1.2-fF capacitors
show a standard deviation of 0.8% [52], and in 180-nm
CMOS, 0.5-/1.0-/2.0-fF capacitors show a standard deviation
of 0.3%/0.2%/0.12% [53]. Similar estimates can be derived for
the target 65-nm CMOS process employed, by extrapolating
from data for larger capacitors.

To evaluate the impact of mismatch on PAx,y,n, we model
each M-BC MOM capacitor’s value as a Gaussian random
variable with mean 1.2 fF and standard deviation σc. Further-
more, we assume that the result of XNOR computation yields
an output with Bernoulli distribution with parameter p (p is
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Fig. 15. (a) Impact of the Bernoulli distribution’s parameter p on σPAx,y,n .
(b) Impact of σc on σPAx,y,n (100 k-point MC sampling).

the probability that the result is 1). Thus, for a filter of size
3 × 3 × 512, PAx,y,n can be calculated as follows:

PAx,y,n = VDD

∑3×3×512
i=1 civi∑3×3×512

i=1 ci
ci ∼ N (1.2, σc), vi ∼ B(p).

For instance, assuming σc = 1%, Fig. 15(a) shows the nor-
malized standard deviation of PAx,y,n (i.e., (σPAx,y,n /VDD)) as
a function of p, using 100 k-point MC sampling. As expected,
the worst case occurs at p = 0.5. Thus, assuming p = 0.5,
Fig. 15(b) shows (σPAx,y,n /VDD) for different values of σc,
relevant for the expected level of mismatch. We can now
compare this to the targeted PAx,y,n’s dynamic range, which
is (3 × 3 × 512 + 1) for the size of neuron filters employed in
the architecture. Thus, we see that MOM-capacitor mismatch
is well below the required level, even for the relatively large-
scale in-memory computing demonstrated. In fact, as an exam-
ple, for σc = 0.5%, the compute error due to MOM-capacitor
mismatch is at the level of dynamic range corresponding to
accumulation over 160 k M-BC XNOR outputs.

B. Effect of Thermal Noise

The thermal noise of an RC circuit, corresponding to charge
sharing among the M-BCs in one neuron filter, is determined
by the kT/C limit. With a nominal value of 1.2 fF for
each MOM capacitor, this amounts to ∼ 3.4 × 10−6 V2

(at room temp.). Assuming thermal noise on the M-BC
capacitors that are independent random variables, the impact
of noise on PAx,y,n (σPAx,y,n ) can be calculated according
to ((K T /C)/(3 × 3 × 512))(1/2) ∼ 2.7 × 10−5, almost an
order of magnitude lower than the compute resolution for the
targeted dynamic range of PAx,y,n. Thus, the impact of thermal
noise on the architecture is also negligible. In fact, the compute
error due to thermal noise is at the level of dynamic range cor-
responding to accumulation over 420 k M-BC XNOR outputs.

C. Effect of Charge-Injection Error

The M-BC operation described in Section III-A3 has
some susceptibility to charge-injection error. Charge-injection-
insensitive switching schemes were considered (similar to
those used for standard SAR ADCs and also recently used
for analog computing [18]). However, after determining
that the error can be made small, the switching scheme
employed was selected to minimize the number of M-BC

transistors, as M-BC density is an important considera-
tion for effective in-memory computing. Specifically, error
arises during the reset and binary-multiply phases primarily
due to the TSHORT/TSHORTb switches and M-BC pMOS
(M7/M8) switches shown in Fig. 5. However, during these
phases, the switches are deterministically biased at either
GND or VDD, thus their charge-injection error does not
cause non-linearity. Error arises during the accumulate phase
due to the TSHORT/TSHORTb switching, and biasing here
varies with the pre-activation value, thus causing non-linearity.
Although this is found to be small for the 6-b Bin. Batch
Norm. resolution targeted, it can be further addressed by self-
calibration. Self-calibration is readily performed via the Bin.
Batch Norm. block itself, by adjusting the DAC codes. Since
the DAC sets the comparator switching threshold, the switch-
ing thresholds can be selected to be linearly spaced with
respect to the pre-activation values. The required DAC codes
are determined as follows. All +1s are loaded in the M-BCs,
and the number of IAs set to +1 (versus −1) is swept,
to nominally give a pre-activation ramp (although PAx,y,n is
actually affected by non-linearity). At the desired nominal pre-
activation values, the DAC code is determined which causes
the comparator output to switch, thus linearizing the pre-
activation value with respect to the switching thresholds. Such
calibration also corrects non-linearity arising due to input-
dependent comparator offset within the Bin. Batch Norm.
block, as well as linearity error arising, for instance, due to
fixed routing parasitics. Such self-calibration, not requiring
any external reference, could in general be invoked via a
periodic calibration routine if desired (though the presented
measurements are for calibration performed once only).

V. SYSTEM PROTOTYPE AND DEMONSTRATION

Fig. 16 shows a die photograph of the custom IC in 65-nm
CMOS implementing the architecture, along with a summary
of the measured performance for both HL and FL modes. The
8 × 8 array of neuron tiles corresponds to a total of 2.4 Mb
of on-chip weight storage. The master clock frequency is
100 MHz and the nominal supply voltage is 1.2 V, although
voltage reduction is also characterized, affecting energy effi-
ciency and throughput.

Fig. 17 shows a block diagram of the measurement and
demonstration setup used. A host PC provides a Python inter-
face for sending instructions to and from a field-programmable
gate array (FPGA) board (Xilinx Virtex-7). The FPGA has an
embedded microcontroller for receiving data and instructions
via Ethernet, and for triggering register transfer level (RTL)
state machines, which generate digital waveforms to the pro-
totype for performing different operations (such as loading
configuration scan chains, writing weight data, performing
neuron filtering, etc.). The following sections describe how
this is used to perform detailed circuit-level characterization
and neural-network application demonstrations.

A. Detailed IC Characterization

This section describes the detailed testing and characteriza-
tion of the prototype.
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Fig. 16. Prototype die photo in 65-nm CMOS (top) and the measurement
summary (bottom).

Fig. 17. Block diagram of the demonstration setup.

1) Computation: Fig. 18(a) shows the transfer function
of the binary-input HLs (after self-calibration). The x-axis
corresponds to the nominal value of the pre-activation, which
is known from the values of the digital weights and IAs. The
y-axis corresponds to the value of the digital αn code, which
causes the output activation to transition from −1 to +1. The
transfer function is obtained by applying different (random)
capacitor combinations, demonstrating that the transfer func-
tion is highly linear and stable. The error bars show the tight
standard deviation across the 512 neuron filters. Similarly,
Fig. 18(b) shows the transfer function of the analog-input FL.
Similarly, the computation is highly linear and stable, with
error bars showing tight standard deviation over 64 first-layer
filters.

2) Energy Efficiency: Fig. 19 shows the energy breakdown
of the HL, performing continuous filtering operations at the
nominal voltage of 1.2 V. Batch Norm. corresponds to the
energy of the Bin. Batch Norm. block (dominated by the 6-b
DACs), M-BC corresponds to the energy of XNOR-conditional

Fig. 18. Transfer function of (a) HL and (b) FL configurations.

Fig. 19. Energy breakdown of the chip performing continuous filtering
operation at the nominal voltage of 1.2 V.

charging of the M-BC MOM capacitors, IA BUF Broadcast
corresponds to the energy of broadcasting IAs over the neu-
ron array, and switch control corresponds to the energy of
driving the tile- and neuron-level capacitor-shorting switches
for charge accumulation. Switch-control and IA BUF Broad-
cast are data-movement components, while Batch Norm. and
M-BC are computation components. As seen, data movement
dominates, but only slightly, given the architectural approaches
taken to address communication energy. Furthermore, Fig. 20
shows the energy breakdown when the architecture operates
at its energy-optimal voltage. The optimal voltage is found
to be 0.68 V for the IA BUF Broadcast and switch control
and 0.94 V for M-BC and the Bin. Batch Norm. block.
As seen, at the energy-optimal voltage, the communication
energy is lower than the computation energy. Furthermore,
in HL mode, a filtering operation of size 3 × 3 × 512 is
found to consume 10.6 pJ without the Bin. Batch Norm.
and 14.0 pJ with the Bin. Batch Norm. block. This corre-
sponds to (2 × 3 × 3 × 512/10.64 × 10−12) = 866TOPS/W
and (2 × 3 × 3 × 512/14.0 × 10−12) = 658TOPS/W, respec-
tively. Similarly, in FL, a filtering operation of size 3 ×
3 × 3 consumes 43 pJ without the Bin. Batch Norm. and
56.6 pJ with the Bin. Batch Norm. block. This corre-
sponds to (2 × 3 × 3 × 3/43 × 10−12) = 1.25TOPS/W and
(2 × 3 × 3 × 3/56.6 × 10−12) = 0.95TOPS/W.

3) Throughput: In HL mode, we assigned 25 clock cycles
for a filtering operation (10 for Reset, 10 for Binary-multiply,
5 for Accumulate) and 25 clock cycles for the batch nor-
malization operation, although we point out that pipelining of
some operations is possible. However, assuming no pipelining,
with the 10-ns clock period, filtering operations are performed
with a throughput of (512 × 2 × 3 × 3 × 512/25 × 10−8) =
18876GOPS, while filter and batch normalization is performed
with a throughput of (512 × 2 × 3 × 3 × 512/50 × 10−8) =



VALAVI et al.: 64-TILE 2.4-Mb IN-MEMORY-COMPUTING CNN ACCELERATOR EMPLOYING CHARGE-DOMAIN COMPUTE 1797

Fig. 20. Energy breakdown of the chip when blocks operate at their energy-
optimal voltage levels.

TABLE I

COMPARISON TABLE

9438GOPS. Similarly, in the FL mode, we assign 8 clock
cycles for a filtering operation. This amounts to the through-
put of (64 × 2 × 3 × 3 × 3/8 × 10−8) = 43.2GOPS (fil-
tering operation) and (64 × 2 × 3 × 3 × 3/33 × 10−8) =
10.47GOPS (filter and batch normalization), respectively.

4) Comparison With Prior Work: Table I shows a compar-
ison table of recently presented neural network accelerators.
As seen, this paper achieves the highest energy efficiency and
throughput. It should be noted, however, that the architecture
performs binary operations, while some other accelerators
support higher precision. The energy efficiency and throughput
are summarized in the scatter plot shown in Fig. 21.

B. Neural Network Demonstrations

For demonstration, we have mapped several DNNs to the
architecture, where the layers are mapped one at a time to
the chip. Table II summarizes the performance of different
networks on three standard data sets, where the HLs are
mapped to the IC. The different network configurations used
are shown at the bottom of the table. As seen, visual geometry
group (VGG)-style networks [44] of practical complexity are
used. The testing and validation performance are shown at
the top, both for the architecture and for an ideal software
implementation. It can be seen that the chip and an ideal
pure-digital software (SW) implementation achieve essentially
equivalent performance. The energy numbers are measured
(via power supply current) from the chip. The throughput
numbers are estimated from the filter and Bin. Batch Norm.
characterization, as actual demonstration throughput is limited
by the FPGA-based testing setup (Fig. 17), where, for each

TABLE II

ACCURACY COMPARISON FOR DATA SETS & DNNS

Fig. 21. Scatter plot, comparing the chip with other recently presented neural
network accelerators. All chips are fabricated in 65-nm CMOS, except Google
TPU [57], Bankman et al. [18], and Moons et al. [54] that are fabricated in
28-nm CMOS, and Bang et al. [55] implemented in 40-nm CMOS. Further-
more, Bankman et al. [18], Ando et al. [12], Biswas and Chandrakasan [15],
Jiang et al. [42], and this work are designed for binarized neural networks,
Gonugondla et al. [17] implements the support vector machine (SVM), and
the rest implement multi-bit neural networks.

layer, IAs are provided by the FPGA via an input shift register
and output activations are captured by the FPGA via an output
shift register, one pixel at a time (as described in Section III-
A1); the shift registers are required to reduce the chip’s IO, but
for layer-by-layer computation, they limit the demonstration
throughput. We note that in an eventual system, the throughput
will also depend on the utilization of in-memory-computing
cores, which strongly depends on the overall architecture.
Recent work has begun to explore one approach to such a
complete architecture, providing utilization analysis [56].

VI. CONCLUSION

The energy and delay in large-scale neural-network accel-
erators, dominated by high-dimensional MVMs, are limited
by data movement in modern VLSI technologies. This has
motivated the concept of in-memory computing, where com-
putation is performed in-place within bit cells where matrix
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elements are stored, and where input vector elements need be
transmitted minimal distance, across the high-density bit-cell
arrays. However, the challenge with in-memory computing is
accuracy and scalability, due to the need for analog oper-
ation, to integrate compute in constrained bit-cell circuits,
and the need for increased dynamic range, over many bit-
cell outputs. This paper demonstrates an in-memory com-
puting architecture that achieves high SNR for mixed-signal
compute, by exploiting charge-domain computation using
bit-cell-integrated MOM capacitors. A 64-bank, 2.4-Mb in-
memory-computing accelerator is achieved, mapping binarized
convolutional neural-networks of practical size with perfor-
mance equivalent to ideal software implementation, yet with
energy efficiency of 866 binary TOPS/W and throughput
of 19TOPS.
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