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CHAPTER 1

Summary and Issues for Congress

Introduction

Research provides extraordinary benefits to society through the creation of new knowledge and the training of scientists and engineers. The research and higher education system in the United States is the envy of the world, and has a long history of advancing the state of scientific knowledge. This is known as “scientific progress”: “. . . not the mere accumulation of data and information, but rather the advancement of our codified understanding of the natural universe and of human behavior, social and individual.” These advances have addressed such goals as enhancing the Nation’s public health, military security, prestige, educational achievement, work force, technological development, environmental quality, and economic competitiveness.

To say only that research contributes to national goals, however, simplifies and understates a complex system. Research is no longer a remote, scientist- or engineer-defined activity resulting in new knowledge for society. Perhaps it never was. “Deeply held political values of democratic accountability and public scrutiny have naturally and inevitably impinged on science policy. Demands for observable benefits from public investment in science increase. Such demands have led to claims that scientific research has a significant and direct impact on the economy, and that an investment in knowledge is a downpayment on the products and processes that fuel U.S. economic growth and productivity. Economists admit, however, that the difficulties in measuring the benefits of research . . . are hard to exaggerate.” The Nation now expects that in addition to knowledge, science and engineering will contribute to U.S. prestige and competitiveness abroad, create new centers of research excellence on a broad geographic basis, continue to provide unparalleled opportunities for education and training, and nurture a more diverse research work force.

Thus, the Federal Government funds research to achieve more than specific national goals. By doing so, it invests in knowledge—and the people who produce it—not only for its intrinsic worth (which can be considerable), but also for the value knowledge acquires as it is applied.

Scientific research is typically split into two categories, “basic” and “applied.” Basic research pursues fundamental concepts and knowledge (theories, methods, and findings), while applied research focuses on the problems in utilizing these concepts and forms of knowledge. OTA does not generally

1Harvey Brooks, “Knowledge and Action: The Dilemma of Science Policy in the 70s,” Daedalus, vol. 102, spring 1973, p. 125. Unless otherwise stated, ‘science’ in this report includes the social and behavioral sciences as well as the natural sciences and engineering. “Research” refers to a creative activity ongoing in all of these fields.


distinguish between these categories in this report, because policymakers, especially Congress, make very few decisions in which the two are separate. In particular, research agency program managers rarely allocate monies on the basis of a project’s basic or applied classification, and divisions of research funding into these categories are often unreliable.5

This Report and Its Origins

In December 1989, the House Committee on Science, Space, and Technology requested that OTA assist it in understanding the state of the federally funded research system—its goals, research choices, policies, and outcomes—and the challenges that it will face in the 1990s. By requesting a study of the state of the Nation’s research system and of alternative approaches the Federal Government could take in funding research, the Committee sought information on the nature and distribution of research funding and decisionmaking. Direct congressional involvement in research decisionmaking is growing, and annual agency appropriations seem more closely tied to specific goals and tough choices among them than ever before. As one member put it:

... the payoffs for the Nation are so great that increased investments in science and technology are only prudent. However, even if we could double the science budget tomorrow, we would not escape the need to establish priorities...7

The Federal Government has sustained an illustrious history of support for research. Underlying this relationship between government and the scientific community was a social contract or ‘trusteeship,’ developed after the scientific breakthroughs spurred by World War II, that delegated much judgment on Federal research choices to scientific experts. Perhaps the epitome of the trusteeship was the research grant, which created a new relationship between the Federal Government and the research performer, especially the principal investigator in universities.9 This social contract implied that in return for the privilege of receiving Federal support, the researcher was obligated to produce and share knowledge freely to benefit—in mostly unspecified and long-term ways—the public good.10

Since the 1960s, Federal funding for research (both basic and applied) has increased from roughly $8 billion in 1960 (1990 dollars) to over $21 billion in 1990 (see figure 1-1). Funding increased quickly in the early 1960s during the “golden years” for research, after the launch of the Sputnik satellite, the escalation of the Cold War, and the Presidential commitment to land men on the Moon. Once these challenges had been met, research funding decreased

---

5A quarter-century ago it was noted that: “The precise partitioning of all basic research into components is, of course, largely arbitrary. Basic research can be classified in terms of its motivation as culture, as an adjunct to education, as a means to accomplish nonscientific goals of the society; of its sources of support—whether mission-oriented agency or science-oriented agency; of its performers—whether university, government laboratory, or private industry; or of its character—whether ‘little science’ or ‘big science.’ Any one of these classifications, if applied consistently, covers all basic science, but none is wholly satisfactory...” See National Academy of Sciences, Committee on Science and Public Policy, Basic Research and National Goals: A Report to the Committee on Science and Astronautics, U.S. House of Representatives (Washington DC: March 1965), p. 9, italics added. This was independently confirmed by extensive OTA interviews with research agency personnel, spring-summer 1990. Today, research is also sometimes labeled ‘strategic,’ ‘targeted,’ or ‘precompetitive,’ for example. For an update and discussion see Harvey Averch, ‘The Political Economy of R&D Taxonomies,’ Research Policy, forthcoming 1991.


7Doug Walgren, Chairman of the House Subcommittee on Science, Research, and Technology, in House Committee on Science, Space, and Technology, op. cit., footnote 6, pp. 1-2.

8Research as a planned activity of the Federal Government can be traced to two landmark volumes: Vannevar Bush’s 1945 *A Report to the President on a Program for Postwar Scientific Research* (subsequently known as *Science; The Endless Frontier*), which instigated the creation of an agency—the National Science Foundation—whose dual mission was the promotion of research and science education, and *Science and Public Policy*, or the 1947 Steelman Report, which championed a crosscutting policy role for managing federally funded research. For interpretations, see Merton, England, *A Patron for Pure Science: The National Science Foundation’s Formative Years, 1945-57* (Washington DC: National Science Foundation, 1982); and Deborah Shapley and Rustum Roy, *Lost at the Frontier* (Philadelphia, PA: IS1 Press, 1985).


slightly and leveled off from the late 1960s until the mid-1970s. From 1975 onward, however, Federal research funding again increased, due in large part to the expansion in health and life sciences research.\(^1\)

Along with this increase in research funding, the number of academic researchers grew steadily, perhaps by as much as 60 percent from 1977 to 1987 (see figure 1-2).\(^2\) More generally, from 1980 to 1988, scientists and engineers in the work force grew by an average of 7.8 percent per year, four times the annual rate for total employment.\(^3\) Not surprisingly, the competition for research funds among these scientists and engineers also intensified. By the late

---


\(^2\)Note, however, that there was a change in the wording of the National Science Foundation survey questionnaire of academic Ph.D.s in 1987: respondents were asked to identify whether “research” was their primary or secondary work activity. This change may have resulted in an artificially large increase from 1985 to 1987 in “academic researchers.” Prior to 1987, Ph.D.s in academia were only asked to identify their primary work activity. See National Science Board, *Science & Engineering Indicators-1989*, NSB 89-1 (Washington, DC: U.S. Government Printing Office, 1989), appendix table 5-17 and p. 115.

\(^3\)Ibid., p. 67.
1980s, researchers supported by the Federal Government had become increasingly restive over funding. Today, many say that their lives as researchers have become more stressful and laden with the paperwork of proposal applications and accountability for awarded finds, inhibiting the creativity and joy of the research process. They cite the declining fraction of meritorious proposals that are funded, new investigators lacking the support to set up independent research groups, and the fear that U.S. students will turn their careers away from academic science and engineering.

Additional funding for science and engineering research would certainly be a good investment of Federal resources. There is much that could be done, and many willing and able people and institutions to do it. The focus of this report, however, is not on the level of investment, but on the "Federal research system." As the sum of the research programs and efforts that involve the support of the Federal Government, the "system" is best characterized as the conglomeration of many separate systems, each with constituencies inside and outside of science. How these participants compete, cooperate, and interact in processes of Federal decisionmaking determines which research is funded by the agencies and performed by scientists and engineers.

Today, because the scientific community has the capability to undertake far more research than the Federal Government supports, policymakers and sponsors of research must continuously choose between competing "goods." (The tensions underlying these choices are summarized in table 1-I.) Controversies over the support of younger scientists and established researchers, "have" and "have-not" institutions, and tradeoffs among fields are all manifestations of the consequences of choices perceived by various segments of the "scientific community." Scientific community, as used here, refers to apolitical entity. Like other sectors, science contributes to national goals and competes for Federal resources. At a more practical level, the scientific community invoked by Congress and the Presidential Science Advisor refers to a heterogeneity of professional associations, lobby activities, and actual research performers. (These disciplinary or subject-specific divisions and interest groups more accurately correspond to what OTA calls "research communities.

Additional funding for science and engineering research would certainly be a good investment of Federal resources. There is much that could be done, and many willing and able people and institutions to do it. The focus of this report, however, is not on the level of investment, but on the "Federal research system." As the sum of the research programs and efforts that involve the support of the Federal Government, the "system" is best characterized as the conglomeration of many separate systems, each with constituencies inside and outside of science. How these participants compete, cooperate, and interact in processes of Federal decisionmaking determines which research is funded by the agencies and performed by scientists and engineers.

Today, because the scientific community has the capability to undertake far more research than the Federal Government supports, policymakers and sponsors of research must continuously choose between competing "goods." (The tensions underlying these choices are summarized in table 1-I.) Controversies over the support of younger scientists and established researchers, "have" and "have-not" institutions, and tradeoffs among fields are all manifestations of the consequences of choices perceived by various segments of the "scientific community." Scientific community, as used here, refers to apolitical entity. Like other sectors, science contributes to national goals and competes for Federal resources. At a more practical level, the scientific community invoked by Congress and the Presidential Science Advisor refers to a heterogeneity of professional associations, lobby activities, and actual research performers. (These disciplinary or subject-specific divisions and interest groups more accurately correspond to what OTA calls "research communities.


15These were the prominent issues, for example, at the National Academy of Sciences/Institute of Medicine, "Forum on Supporting Biomedical Research: Near-Term Problems and Options for Action," Washington DC, June 27, 1990. Recent discussion has paradoxically focused on the broad field of the life sciences where Federal funding increases have been most generous for the last 15 years. In its initial effort to document change and stress in the Federal research system created by an abundance of research applications, OTA found that an increasing proportion could not be funded by various research agencies due to budget limitations, rather than to deficiencies of quality. U.S. Congress, Office of Technology Assessment, "Proposal Pressure in the 1980s: An Indicator of Stress on the Federal Research System," staff paper of the Science, Education, and Transportation Program, April 1990.


17As one political scientist writes: "... because the Federal R&D system is comprised of so many independent actors, each of whom tend to view science and engineering from a relatively narrow perspective, the Federal R&D system proceeds virtually without planning and coordination. If it moves ... it does so ... oozing slowly and incrementally in several directions at once, with constantly changing boundaries and shape." Joseph G. Morone, "Federal R&D Structure: The Need for Change," The Bridge, vol. 19, fall 1989, p. 6.

than can be funded, more researchers competing than can be sustained, and more institutions seeking to expand than the prime sponsor—the Federal Government—can fund. The objective, then, is to ensure that the best research continues to be funded, that a full portfolio of research is maintained, and that there is a sufficient research work force of the highest caliber to do the job. This report is designed to support Congress in achieving these goals.

**Trends in Federal Research Funding**

The research system has shown itself to be remarkably robust over at least the last 30 years, and it has done well with the resources it has received. To develop multiple perspectives on the system, Federal funding can be examined by agency, broad field, and category of recipient.

Figure 1-3 displays Federal funding trends for the six largest research agencies. Since 1973, the Department of Health and Human Services (HHS, largely through the National Institutes of Health—NIH) has supported more research than any other Federal research agency. In fiscal year 1989, HHS supplied nearly twice the research funds of the next largest research agency, the Department of Defense (DOD). HHS and DOD were followed by the National Aeronautics and Space Administration (NASA), the Department of Energy (DOE), the National Science Foundation (NSF), and the Department of Agriculture (USDA).

Reflecting the division of research funds by agency and broad field, a 20-year time series is shown in figure 1-4. Life sciences continues its steady growth relative to other broad fields. In fiscal year 1990, life sciences dominated Federal funding at $8.9 billion (in 1990 dollars). Engineering was funded at slightly less than one-half the level of support given to the life sciences ($4.4 billion), as were the physical sciences (roughly $4 billion). Environmental and mathematics/computer sciences were funded at $2.1 and $0.7 billion respectively, and the social sciences together gathered $0.6 billion.

Turning to research performance, universities and colleges in the aggregate are the largest recipients of federally funded research (basic and applied, see

---

**Note that the order of these agencies would be changed if research and development or basic research were used to rank them. The remaining agencies, not included in the top six, together fund less than 5 percent of the research supported by the Federal Government.**
From 1969 to 1990, Federal funding for research at universities and colleges grew from over $4 billion to nearly $8 billion (in constant 1990 dollars). In 1990, performance of research by industry (at over $3 billion) and the Federal laboratories (at over $6 billion) are funded at lower levels. For basic research alone (not shown), universities and colleges are even more clearly the dominant research performer at over $5 billion when compared with Federal laboratories, the next largest basic research performer, at slightly over $2 billion.

The distribution of Federal research and development (R&D) funds has long been a contentious issue—both in Congress and in the scientific community. As shown in figure 1-6, if these funds are aggregated by the State of the recipient institution or laboratory, then five States received 53 percent of the R&D funds in fiscal year 1990 (California,
Maryland, Massachusetts, New York, and Virginia. These figures are presented for research and development because figures for research alone are not available. Based on 1984 data, the General Accounting Office found various patterns of concentration among performers: researchers in 10 States submitted over one-half of the proposals to the National Science Foundation and the National Institutes of Health, supplied almost 60 percent of the proposal reviewers, and won over 60 percent of the awards. See U.S. General Accounting Office, University Funding: Patterns of Distribution of Federal Research Funds to Universities (Washington, DC: February 1987), p. 43. These figures, however, ignore other relevant factors in judging the "fair" distribution of Federal research funds, such as the total population of a State and the number of scientists and engineers living in it. No matter how fair the competitive process, the outcomes may still be seen as "unfair." Also see William C. Boesman and Christine Matthews Rose, "Equity, Excellence, and the Distribution of Federal Research and Development Funds," CRS Report for Congress (Washington, DC: Congressional Research Service, Apr. 25, 1989).
Federally Funded Research in the 1990s

Snapshots of federally funded research, comparing fiscal years 1980 and 1991, are provided in table 1-2. Research is a small portion of the total Federal budget. Although the distribution of research funds by agency sponsor, category of performer, and stratum of academic institution has hardly changed during this period, the activity has never been in greater demand.

However, questions such as “Does the Nation need more science?” and “How much research should the Federal Government support?” have no ready answers. Measures of distress and conflicts over resource allocation within the scientific community do not address whether the Nation needs more science. Other problems in the Federal research system do not derive from, but are exacerbated by, such stress. They include sparse participation by women and ethnic minorities in science, indications that other nations are better able to capitalize on the results of U.S. research than American industry, and management problems that have plagued many Federal research agencies. Only some of these problems can be addressed solely by the Federal Government, and long-term solutions may not be found in adjusting Federal funding levels. Rather, they reflect problems in the organization and management of research and competing values within the scientific community.

“How much is enough” depends on the goals of the research system (see box 1-A). The system by definition takes on new goals, each of which can be evaluated. But in the aggregate how these goals are assimilated-by add-on or substitution—is not easily predicted. The challenge is not to determine what fraction of the Federal budget would constitute appropriate funding for scientific research. Rather, OTA finds that under almost any plausible scenario for the level of research funding in the 1990s, there are issues of planning, management, and progress toward national goals to address.

Because the reach of science is now great, decisions about the funding of research are intertwined with many Federal activities. Congress and the executive branch, which make these decisions in our form of government, will continue to wrestle with scientific and other national priorities, especially those that help prepare for tomorrow’s science—renewing human resources throughout the educational pipeline and building regional and institutional capacity. History cautions against the expectation that the scientific community will set priorities across fields and research areas. Congress must instead weigh the arguments made within each area against desired national outcomes.

In the 1990s, the Federal research system will face many challenges. OTA has organized them here under four interrelated issues: 1) setting priorities for the support of research; 2) understanding research expenditures; 3) adapting education and human resources to meet the changing needs of the research work force; and 4) refining data collection, analysis, and interpretation to improve Federal decisionmaking. (For a summary of issues and possible congressional responses, see table 1-3.) To craft public policies for guiding the system, each issue is outlined in the following discussion.

Institutions, like the faculty researchers employed by them, accumulate “tivmmge.” Among the many factors that influence Federal research funding, institutional reputation is part of a cycle of credibility that gives investigators an edge in competition for scarce resources—the very resources that strengthen the institution as a productive research performer, which builds more credibility, and so on. See Robert K. Merton, “The Matthew Effect in Science, II: Cumulative Advantage and the Symbolism of Intellectual Property,” Isis, vol. 79, No. 299, 1988, pp. 606-623.

See Joshua Lederberg, “Does Scientific Progress Come From Projects or People?” Current Contents, vol. 29, Nov. 27,1989, pp. 4-12. In this report, OTA concentrates on Federal, especially agency, perspectives on research. Performer (researcher and institutional) responses to changes in Federal policies and programs were included to broaden understanding of the Federal role in academic research, since universities are the primary site for research performance and most data are collected on universities. However, national laboratories and industry play targeted roles and figure prominently in research funding decisions.
Table 1-2—Federally Funded Research in the 1980s and 1990s (in percent)

<table>
<thead>
<tr>
<th></th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1991 (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>R&amp;D as percent of total Federal budget</strong></td>
<td>5.0</td>
<td>4.7</td>
</tr>
<tr>
<td><strong>Total research as percent of Federal R&amp;D</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Basic researches percent of Federal R&amp;D</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Basic researches percent of total Federal budget</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agency</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1991 (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHS/NIH</td>
<td>29/24(38/35)</td>
<td>34/29(40/37)</td>
</tr>
<tr>
<td>DOD</td>
<td>20(12)</td>
<td>15(8)</td>
</tr>
<tr>
<td>NASA</td>
<td>14(12)</td>
<td>16(15)</td>
</tr>
<tr>
<td>DOE</td>
<td>11(11)</td>
<td>12(14)</td>
</tr>
<tr>
<td>NSF</td>
<td>8(17)</td>
<td>9(15)</td>
</tr>
<tr>
<td>USDA</td>
<td>6(6)</td>
<td>5(5)</td>
</tr>
<tr>
<td>Other</td>
<td>7(4)</td>
<td>10(4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performer</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1991 (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universities</td>
<td>32 (50)</td>
<td>36 (47)</td>
</tr>
<tr>
<td>Federal</td>
<td>32 (25)</td>
<td>30 (23)</td>
</tr>
<tr>
<td>Industry</td>
<td>18 (7)</td>
<td>15 (9)</td>
</tr>
<tr>
<td>Nonprofits</td>
<td>6 (6)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>FFRDCs</td>
<td>11 (11)</td>
<td>11 (12)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1988</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 10</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Top 20</td>
<td>40</td>
<td>39</td>
</tr>
<tr>
<td>Top 50</td>
<td>68</td>
<td>65</td>
</tr>
<tr>
<td>Top 100</td>
<td>84</td>
<td>85</td>
</tr>
</tbody>
</table>

**KEY:** DOD=U.S. Department of Defense; DOE=U.S. Department of Energy; FFRDCs=Federally Funded Research and Development Center; USDA=U.S. Department of Agriculture; NSF=National Science Foundation; HHS/NIH=U.S. Department of Health and Human Services/National Institutes of Health; NASA=National Aeronautics and Space Administration

The category of FFRDCs includes all Federally Funded Research and Development Centers that are not administered by the Federal Government.

**NOTE:** R&D data are based on Federal obligations; calculations involving the total Federal budget are based on outlays. Columns may not sum to 100 percent due to rounding.


---

**Issues and Options for Congress**

**ISSUE 1: Setting Priorities in the Support of Research**

**Summary**

Priorities are set throughout the Federal Government at many levels. At the highest level, research priorities are compared to conscience and nonengineering needs. At the next level, priorities are set across research fields, such as biomedicine and mathematics. Within fields, agency programs reflect research opportunities in subfields and relevance to national needs. Finally, research projects are compared, ranked, and awarded Federal funds.

Although priority setting occurs throughout the Federal Government, it falls short in three ways. First, criteria used in selecting various areas of research and megaprojects are not made explicit and vary widely from area to area. This is particularly true, and particularly a problem, at the highest levels of priority setting, e.g., in the President’s budget and the congressional decision process. Second, there is currently no mechanism for evaluating the total research portfolio of the Federal Government in terms of progress toward many national objectives, although recent efforts by the Office of Science and Technology Policy have lead to some cross-agency planning, budgeting, and evaluation. Third, the principal criteria for selection, scientific merit and mission relevance, are in practice coarse filters. Con-
Box I-A—How Much is Enough?

“How much is enough money for research?” is a question that can only be asked if it is clear what scientific and engineering research in the United States is attempting to accomplish: research for what?

1. Is the primary goal of the Federal research system to fund the projects of all deserving investigators of natural and social phenomena?
   If so, then there will always be a call for more money, because research opportunities will always outstrip the capacity to pursue them.

2. Is it to educate the research work force, or the larger science and engineering work force, needed to supply the U.S. economy with skilled labor?
   If so, then support levels can be gauged by the need for more technically skilled workers. Preparing students throughout the educational pipeline will assure an adequate supply and diversity of talent.

3. Is it to promote economic activity and build research capacity throughout the United States economy by supplying new ideas for industry and other entrepreneurial interests?
   If so, then the support should be targeted in line with our efforts to pursue applied research, development, and technology transfer.

4. Is it all of the above and other goals besides?
   If so, then some combination of these needs must be considered in allocating Federal support.

Indicators of stress and competition in the research system do not address the question of whether science needs more funding to do more science. Rather, they speak to the organization and processes of science and to the competitive foundation on which the system is built and that sustains its vigor.

Education, economic activity, and other national goals have long been confronted by Congress and the executive branch. Although the relative importance of these needs varies over time with new developments and crises, their absolute importance has not been set. Thus, allocating resources to these needs has always been a tradeoff, within a limited budget, against other national goals and the programs that embody them.

Because of its intrinsic merit and importance to the Nation, research has consistently been awarded funding increases. But these do not compare to what some claim would be an appropriate level of funding for research to pursue a full agenda of opportunities. Deciding if the Nation is pursuing enough research opportunities or if the Nation needs more science is thus a complicated question, which requires that other decisions about the nature of the research system and its goals be settled first. Table 1A-1 reports the costs of some potential science initiatives as estimated in the late 1980s.

Table 1A-1—Sample Requests From the Research Community for Increased Funding

<table>
<thead>
<tr>
<th>Field or agency</th>
<th>Report or initiative</th>
<th>Additional funds requested</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSF</td>
<td>Initiative to double the NSF budget</td>
<td>$2.1 billion</td>
</tr>
<tr>
<td>NASA space science</td>
<td>Towards a New Era in Space: Realigning U.S. Policies to New Realities*</td>
<td>Over $1 billion</td>
</tr>
<tr>
<td>Neuroscience</td>
<td>1990s Decade of the Brain Initiative</td>
<td>Over $1 billion</td>
</tr>
<tr>
<td>USDA research grants</td>
<td>Investing in Research</td>
<td>$0.5 billion</td>
</tr>
<tr>
<td>Behavioral and social sciences</td>
<td>The Behavioral and Social Sciences: Achievements and Opportunities*</td>
<td>$0.26 billion</td>
</tr>
<tr>
<td>Mathematical sciences</td>
<td>Renewing U.S. Mathematics</td>
<td>$0.12 billion</td>
</tr>
<tr>
<td>All academic research</td>
<td>Science: The End of the Frontier?</td>
<td>Over $10 billion</td>
</tr>
</tbody>
</table>

KEY: NSF—National Science Foundation; NASA—National Aeronautics and Space Administration; USDA—U.S. Department of Agriculture

*Adjusted to 1990 dollars using the 1982 GNP Implicit Price Deflator.


Science: The End of the Frontier? a report from Leon M. Lederman, President-Elect to the Board of Directors of the American Association for the Advancement of Science (Washington, DC: American Association for the Advancement of Science, Jan. 31, 1989).

Table 1-3--Summary of Issues and Possible Congressional Responses

<table>
<thead>
<tr>
<th>Issue</th>
<th>Possible congressional responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting priorities for research</td>
<td>Hearings on crosscutting priorities and congressional designation of a body of the Federal Government to evaluate priority setting. Application of criteria to: a) promote education and human resources, b) build regional and institutional capacity in merit-based research decisionmaking, and c) balance little science and megaproject initiatives. Oversight of agency research programs that focuses on strategies to fulfill the above criteria, and on responses to priority setting.</td>
</tr>
<tr>
<td>Coping with changing expenditures for research</td>
<td>Encouragement of greater rest-accountability by the research agencies and research performers (especially for indirect costs, megaprojects, and other multiyear initiatives). Allowance for the agencies to pursue direct cost containment measures for specific items of research budgets and to evaluate the effectiveness of each measure.</td>
</tr>
<tr>
<td>Adapting education and human resources to meet future needs</td>
<td>Programs that focus investment on the educational pipeline at the K-12 and undergraduate levels. Attention to diversity in the human resource base for research, especially to the contributions of underparticipating groups. Incentives for adapting agency programs and proposal requirements to a changing model of research (where teams are larger, more specialized, and share research equipment and facilities).</td>
</tr>
<tr>
<td>Refining data collection and analysis to improve research decision making</td>
<td>Funding to: a) augment within-agency data collection and analysis on the Federal research system, and b) increase use of research program evacuation at the research agencies. Encouragement of data presentation and interpretation for use in policymaking, e.g., employing indicators and other techniques that measure outcomes and progress toward stated objectives.</td>
</tr>
</tbody>
</table>


cerns for developing human resources and building regional and institutional capacity must also be considered; these criteria strengthen future research capability. While not every project or agency will factor these criteria equally, the total Federal research portfolio must address these concerns.

Priority-setting mechanisms that cut across research fields and agencies, and that make selection criteria more transparent, must be strengthened in both Congress and the executive branch. Congressional oversight must evaluate the total Federal research portfolio based on national objectives, research goals, and agency missions. In the executive branch, Congress should insist, at a minimum, on iterative planning that results in: a) setting priorities among research goals, and b) applying (after scientific merit and program relevance) other criteria to research decisionmaking that reflect planning for the future. In addition, since megaproject costs affect the ability of other disciplines to start new, large projects, megaprojects are candidates for crosscutting priority setting.

**Discussion**

Priority setting can help to allocate Federal resources both when they are plentiful, as they were in the 1960s, and when they are scarce, as expected through the early 1990s. Governance requires that choices be made to increase the benefits and decrease the risks to the Nation. Priority setting occurs throughout the Federal Government at many levels. At the highest level, research priorities are compared to conscience and nonengineering needs. At the next level, priorities are set across research fields, such as biomedicine and mathematics. Within fields, agency research programs reflect research opportunities in subfields and relevance to national needs. Finally, research projects are compared, ranked, and awarded Federal funds.

Toward More Explicit Priority Setting

There are three problems with priority setting as it is currently practiced in the Federal Government. First, criteria used in selecting various areas of research and megaprojects are not made explicit, and vary widely from area to area. This is particularly true, and particularly a problem, at the highest levels of priority setting, e.g., in the President’s budget and the congressional decision process. The best developed priority-setting mechanisms are within the research agencies and at the agency program level.

Second, there is currently no mechanism for evaluating the total research portfolio of the Federal Government in terms of progress toward many national objectives. Research priorities must be considered across the Federal research system, and in particular, across the Federal agencies. What the Federal Government values more or less in research can be inferred in part from the Federal budget, but there is no “research budget.” Federal support is distributed across many executive agencies and falls under the jurisdiction of a number of congressional committees and subcommittees (see table 1-4). Therefore, once allocations have been made to agencies (by the Office of Management and Budget-OMB) or to appropriations subcommittees (by full appropriations committees), decisions are made independently within narrow components of what is after-the-fact called the research budget. This hampers the implementation of crosscutting comparisons by Congress.

During the 1980s, OMB was a surrogate for a crosscutting agent, with Congress adding its own priorities through budget negotiations. Recent efforts by the Office of Science and Technology Policy (OSTP) have lead to cross-agency planning, budgeting, and evaluation in certain research and education areas. President Bush has invested more power in OSTP to participate with OMB in deliberations over research spending, especially in targeted

### Table 1-4: Congressional Authorization Committees and Appropriations

#### Subcommittees With Significant Legislative Authority Over R&D

<table>
<thead>
<tr>
<th>Jurisdictions of authorization committees:</th>
<th>Agency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>House:</strong></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>USDA</td>
</tr>
<tr>
<td>Armed Services</td>
<td>DOD, DOE</td>
</tr>
<tr>
<td>Energy and Commerce</td>
<td>DOE, ADAMHA, NIH, CDC, DOT</td>
</tr>
<tr>
<td>Interior and Insular Affairs</td>
<td>DOI</td>
</tr>
<tr>
<td>Science, Space, and Technology</td>
<td>NASA, NSF, DOE, EPA, NOAA, DOT, NIST, DOI</td>
</tr>
<tr>
<td>Public Works and Transportation</td>
<td>NOAA, DOT</td>
</tr>
<tr>
<td>Merchant Marine and Fisheries</td>
<td>USDA, NOAA, DOT</td>
</tr>
<tr>
<td>Veterans’ Affairs</td>
<td>VA</td>
</tr>
<tr>
<td>Foreign Affairs</td>
<td>AID</td>
</tr>
<tr>
<td><strong>Senate:</strong></td>
<td></td>
</tr>
<tr>
<td>Agriculture, Nutrition, and Forestry</td>
<td>USDA</td>
</tr>
<tr>
<td>Armed Services</td>
<td>DOD, DOE</td>
</tr>
<tr>
<td>Commerce, Science, and Transportation</td>
<td>NSF, NASA, DOT, NOAA, NIST</td>
</tr>
<tr>
<td>Energy and Natural Resources</td>
<td>DOE, DOI</td>
</tr>
<tr>
<td>Labor and Human Resources</td>
<td>NIH, ADAMHA, CDC, NSF</td>
</tr>
<tr>
<td>Environment and Public Works</td>
<td>EPA</td>
</tr>
<tr>
<td>Veterans’ Affairs</td>
<td>VA</td>
</tr>
<tr>
<td>Foreign Relations</td>
<td>AID</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jurisdictions of appropriations committees:</th>
<th>Agency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Labor, Health and Human Services, Education and Related Agencies</strong></td>
<td>NIH, ADAMHA, CDC</td>
</tr>
<tr>
<td>HUD and Independent Agencies</td>
<td>NASA, NSF, EPA, VA</td>
</tr>
<tr>
<td>Energy and Water Development</td>
<td>DOE</td>
</tr>
<tr>
<td>Interior and Related Agencies</td>
<td>DOE, USDA, DOI</td>
</tr>
<tr>
<td>Agriculture, Rural Development, and Related Agencies</td>
<td>USDA</td>
</tr>
<tr>
<td>Commerce, Justice, State, the Judiciary, and Related Agencies</td>
<td>NOAA, NIST</td>
</tr>
<tr>
<td>Transportation and Related Agencies</td>
<td>DOT</td>
</tr>
<tr>
<td>Foreign Operations</td>
<td>AID</td>
</tr>
<tr>
<td>Defense</td>
<td>DOD</td>
</tr>
</tbody>
</table>

**KEY: ADAMHA = Alcohol, Drug Abuse, and Mental Health Administration; AID = Agency for International Development; CDC = Centers for Disease Control; DOD = U.S. Department of Defense; DOE = U.S. Department of Energy; DOI = U.S. Department of the Interior; DOT = U.S. Department of Transportation; EPA = U.S. Environmental Protection Agency; HUD = U.S. Department of Housing and Urban Development; NASA = National Aeronautics and Space Administration; NIH = National Institutes of Health; NIST = National Institute of Standards and Technology; NOAA = National Oceanic and Atmospheric Administration; NSF = National Science Foundation; VA = U.S. Department of Veterans Affairs.**

*The jurisdictions of the authorizing committees are not exclusive. For this table, repeated authorization of a number of R&D-related programs was required to establish jurisdiction.*

*The corresponding subcommittees of the Senate and House Committees on Appropriations have the same name with one exception: the Senate Subcommittee on Agriculture, Rural Development, and Related Agencies and the House Subcommittee on Rural Development, Agriculture, and Related Agencies.*


Presidential priority areas such as high-performance computing, global environmental change, and mathematics and science education. Since the Administration is moving in the direction of more centralized and coordinated priority setting, it is all the more important for Congress to consider priority-setting mechanisms as well.

Third, although scientific merit and mission relevance must always be the chief criteria used to judge a research area or agency program’s potential worth, they cannot always be the sole criteria. In particular, the application of criteria that augment scientific merit—which represent *today’s* judgments of quality—would help meet tomorrow’s...
Box 1-B-Criteria for Research Decisionmaking in Agency Programs

Within agency research programs, research proposals have traditionally been selected for support on the basis of expert peer or program manager judgments of scientific merit and program relevance. Many Federal agencies are now finding that the introduction of other explicit criteria is important for research decisionmaking.

For example, the National Science Board (NSB) established the following criteria for the selection of research projects by the National Science Foundation (NSF): 1) research performer competence, 2) intrinsic merit of the research, and 3) utility or relevance of the research. In addition, NSF included 4) the "... effect of the research on the infrastructure of science and engineering. This criterion relates to the potential of the proposed research to contribute to better understanding or improvement of the quality, distribution, or effectiveness of the Nation’s scientific and engineering research, education, and manpower base.”

Under this fourth criterion, NSF includes:

... questions relating to scientific, engineering, and education personnel, including participation of women, minorities, and disabled individuals; the distribution of resources with respect to institutions and geographical area; stimulation of high quality activities in important but underdeveloped fields; support of research initiation for investigators without previous Federal research support as a Principal Investigator or Co-Principal Investigator and interdisciplinary approaches to research or education in appropriate areas.

In short, this criterion defines the bases for using other criteria in addition to scientific merit in mainstream allocations of research funds, and within set-aside programs, Set-aside programs, at NSF and elsewhere, underscore the continuing need for "sheltered competitions' for researchers who do not fare well in mainstream disciplinary programs."

As acknowledged by NSB, although scientific merit and program relevance must always be the primary criteria used to judge a research program or project’s potential worth, they cannot always be the only criteria. For most of today’s research programs, there are many more scientifically meritorious projects than can be funded. Proposal

objectives of research investment. Broadly stated, there are two such criteria: strengthening education and human resources at all stages of study (e.g., increasing the diversity and versatility of participants); and building regional and institutional capacity (including economic development by matching Federal research support with funds from State, corporate, and nonprofit sources).

Education and human resources criteria would weigh research initiatives on their ‘‘production’’ of new researchers or technically skilled students. Contributions to human resources include increasing participation in the educational pipeline (through degree completion), the research work force, and the larger science and engineering work force. Regional and institutional capacity criteria would weigh research initiatives on their contribution to under-participating regions and institutions. Regional and institutional capacity are important concerns in all Federal finding, and encouraging new institutional participants and development of research centers strengthens the future capacity and diversity of the research system. Some agency programs already incorporate these criteria in project selection (see box 1-B).

Can Congress look to the scientific community for guidance on setting priorities? The short answer is ‘‘no.’’ Congress wishes—perhaps now more than ever—that the scientific community could offer priorities at a macro level for Federal funding. Science Advisor Bromley and former Science Advisor Press have stated criteria and categories of

\footnotesize{OTA interviews, Spring-summer 1990.}
\footnotesize{ OTA finds that in some programs at the National Science Foundation (NSF), the fourth criterion is not strongly heeded relative to the other three criteria in the merit review process (OTA interviews, spring-summer, 1990). NSF faces the impossible task of being all things to all people. The organic act entrusts it with the support of the Nation’s basic research and science education. In the academic institutions that form NSF’s core clientele these activities are not pursued in the same way or with the same vigor. Every research program at NSF now impacts on human resources for science and engineering. This should remain foremost in mind when weighing policies for research programs.}
\footnotesize{Ibid., p. 9.}
review could thus be an iterative process. First, a pool of proposals could be identified based on scientific merit and program relevance, and those with exceptional human resources and/or research infrastructure potential so indicated. The program manager, with or without the advice of expert peers, can then pick a balanced subset from the pool. Any of several subsets might be equally meritorious. This is where selection criteria and judgment enter the process. The result is a program research portfolio that can be reshaped in succeeding years.

OTA suggests that two broad criteria could be applied to research project selection: strengthening education and human resources, and building regional and institutional capacity. How might these two additional criteria be rated in research proposals?

- Education and human resources criteria would weigh proposals on their future production of new researchers or technically skilled students. Outcome measures would relate to undergraduate education, graduate training, and characteristics of new Ph.D.s—the number and quality of those entering graduate study and the research workforce, respectively. Contributions to human resources include increasing participation in the educational pipeline (through degree completion), the research workforce, and the larger science and engineering workforce. With the changing character of the student population, tapping the diversity of traditionally underrepresented groups in science and engineering (e.g., women and U.S. minorities) is vital for the long-term health of the research workforce.

- Regional and institutional capacity criteria would weigh proposals on their contribution to underparticipating regions and institutions. Outcome measures would include the enhanced research competitiveness of funded institutions; State, local, and private participation in the support of the research infrastructure; and an enlarged role in training and employment in targeted sectors, industries, and fields. Regional and institutional capacity are important concerns in all Federal finding, reflecting the interests of taxpayers. While the major research universities are exemplary in their production of research, untapped resources could be developed in other types of educational institutions throughout the United States.5

Funding research to achieve all of these objectives will remain a prerogative of Congress. But decisions that add tomorrow criteria to May’s, especially in the review of project proposals at the research agencies, will expand the capability of the Federal research system.

“...if the Federal Government wishes to augment the economic health of a particular region, supporting research in that area is one means of achieving it. "Spin-offs" from research centers have traditionally improved local economies by encouraging development of technical industries and local research infrastructures. They also often contribute to local educational efforts and directly provide technical jobs for residents...”


One effect of these rank-orders is the seeming creation of separate accounts, i.e., that choices could be made within each category and then across categories. Of course, such choices are being made by various participants in the research system simultaneously. 

priority that they consider essential for science. Each emphasizes the separation of large projects requiring new infrastructure from “small science.” Press further distinguishes human resources from national crises and extraordinary scientific breakthroughs, whereas Bromley places national needs and international security concerns above all else.2

While the Press and Bromley formulations appear to provide frameworks for priority setting, they do not address the problem that there are few mechanisms for, and no tradition of, ranking research topics across fields and subfields of inquiry. In addition, priority setting is often resisted by the recipients of Federal funding because it orders the importance of research investments, which means that some programs do not get funded and some groups within the scientific community complain of lack of support. Consequently, Congress and the executive branch have found that the scientific community cannot make crosscutting priority decisions in science. In particular, the traditional mechanism of peer review is clearly not suited to making judgments across scientific fields. Some research communities do set priorities within specific research areas. However, the practice is not universal.
or widespread. Therefore, while recognizing the preferences of researchers, the Federal Government must set priorities at two levels: among scientifically meritorious research areas and megaprojects, and among agency programs.

**Megaprojects and the Science Base**

Key to the consideration of allocating public funds for science and engineering research is the simultaneous support of little and big science. Little science is the backbone of the scientific enterprise, and a diversity of research programs abounds. Not surprisingly, many investigators and their small teams shudder at the thought of organizing Federal science funding around a principle other than scientific merit—an approach that, in fact, is advocated by no one. They fear that setting priorities would change the criteria by which research funds are awarded. In particular, they seem to hear calls for priority setting as calls to direct all of research along specified lines, not as a means to assure that balance is achieved. For example, one goal would certainly be the maintenance of funding for a diverse science research base, while other goals would include training for scientists and engineers, and supplying state-of-the-art equipment.

The Federal Government also seeks to achieve goals at many levels. These goals are likely to differ between programs that pursue specific objectives and those that seek primarily to bolster the science base. For instance, the allocation of additional monies to NIH for AIDS (acquired immunodeficiency syndrome) research, beginning in the late 1980s and continuing today, has been a clear designation of an objective as a priority research area. In addition, to enhance the science base in specific research areas, such as environmental science and high-temperature superconductivity, the Bush Administration has increased funding in certain fields. These increases, however, seem to be dwarfed by the cost of a very few, but visible, megaprojects.

Megaprojects are large, “lumpy,” and uncertain in outcomes and cost. Lumpy refers to the discrete nature of a project. Unlike little science projects, there can be almost no information yield from a megaproject until some large-scale investment has occurred. Presumably, a successful science megaproject provides knowledge that is important and unattainable by any other means. Because of the large expenditures and long timeframes, many science megaprojects are supported by large political constituencies extending beyond the science community. Future decisions may center on ranking science megaprojects, since not all of them may be supportable without eroding funding of the science base (see figure 1-7).

There are few rules for selecting and funding science megaprojects; the process is largely ad hoc. From a national perspective, megaprojects stand alone in the Federal budget and cannot be subject to priority setting within a single agency. Nor can megaprojects be readily compared. For example, the Superconducting Super Collider (SSC) and the Human Genome Project (HGP) are not big science in the same sense. One involves construction of one large instrument, while the other is a collection of smaller projects.

An issue raised about some megaprojects is their contribution to science. For instance, the Space Station has little justification on scientific grounds, especially when compared with the SSC, the HGP, or the Earth Observing System, which have explicit scientific rationales. On purely scientific grounds, the benefits that will derive from investing in one project are often incommensurable with those that would be derived from investing in some other.


30This priority has been prominent since the Federal support of research began. See House Committee on Science and Technology, op. cit., footnote 9.


32The research supported by the Human Genome Project—HGP—may have some scientific benefits before the project is complete. Thus, HGP may not be big science in the strict sense of the definition outlined above. See Tom Shroo, “Biology’s Moon Shot,” *Government Executive*, February 1991, pp. 10-11, 13, 16-17.


Figure 1-7—Cost Scenarios for the Science Base and Select Megaprojects: Fiscal Years 1990-2005

Current cost estimates for megaprojects

3 percent growth for science base (megaproject funding added on)

Constant dollars


3 percent growth for total research funding (megaproject funding included)

Constant dollars


Doubled current cost estimates for megaprojects

3 percent growth for science base (megaproject funding added on)

Constant dollars


3 percent growth for total research funding (megaproject funding included)

Constant dollars


KEY: SSC=Superconducting Super Collider; EOS=Earth Observing System.

NOTE: These figures are schematic representations of projected costs for science projects. In the figures on the left, the science base is projected to grow at an annual rate of 3 percent above inflation. In the figures on the right, total federal research funding is projected to grow 3 percent above inflation. The cost estimates for the megaprojects are based on data from "The Outlook in Congress for 7 Major Big Science Projects," The Chronicle of Higher Education, Sept. 12, 1990, p. A26, and Genevieve J. Knafo, Congressional Research Service, Science Policy Research Division, Megaprojects: Status and Funding, February 1991," unpublished document, Feb. 21, 1991.

However, because the problem of selecting among science megaprojects has most in common with the selection of complex capital projects, timeliness (why do it now rather than later?) and scientific and social merit must all be considered, as well as economic and labor benefits. At present, for example, the Space Station has considerable momentum as an economic and social project.

Other measures to evaluate and, if necessary, compare megaprojects include the number and diversity of researchers that can be supported, the scientific and technological value of information likely to be derived (i.e., the impact of the megaproject on the research community), and the ultimate utility of the new equipment and/or facility. For instance, if one project will support only a few researchers, while a second of similar cost and scientific merit will support a larger number of researchers, then perhaps the second should be favored. One might also expect preference for megaprojects that can be cost-shared internationally over those that cannot be. (Issues of costs in megaprojects are discussed below.)

Once the context for priority setting is examined, choices take on another dimension. What do U.S. society and the Federal Government expect for their research investment? What does the scientific community promise to deliver? The answers differ among participants and over time. As Robert White, President of the National Academy of Engineering, states: “It may be time that we think about whether our concern for the support of the science and
technology enterprise has diverted us from attention to how we can best serve national needs. “3

Congressional Priority Setting

Since progress begets more opportunities for research than can be supported, setting research priorities may be imperative for shaping a successful Federal research portfolio in the 1990s.” To improve priority setting at a macro level, Congress should hold biennial hearings specifically on the state of the research system, including cross-field priorities in science and engineering, and the criteria used for decisionmaking within the cognizant research agencies.

For “objective-oriented” science and engineering that may or may not cross agencies, such as high-temperature superconductivity research, Congress should allocate resources based on plans to attain specific goals. In programs that seek primarily to fortify the science base, such as those sustained by NSF, Congress could judge progress toward goals that reflect the research capacity of the scientific community. While objective-oriented programs will contribute to these goals, the burden falls largely on science base programs to meet the goal of maintaining the research community. Congressional oversight of the research agencies could include questions of how their total research activities and specific programs, such as multiyear, capital-intensive megaprojects, contribute to expanding education and human resources, as well as to building regional and institutional capacity.

If Congress determines that more thorough and informed priority setting is required, the executive branch must disclose the criteria on which its priorities were set. OSTP is a candidate for this task. Building on the Federal Coordinating Council for Science, Engineering and Technology (FCCSET) mechanism, which presently considers only certain cross-agency research topics, OSTP could also initiate broader priority setting. In the executive branch, Congress should insist, at a minimum, on iterative planning that results in: a) making tradeoffs among research goals; and b) applying (after scientific merit and program relevance) other criteria to research decisionmaking that reflects planning for the future. In addition, since megaproject costs affect the ability of other disciplines to start new, large projects, megaprojects are candidates for crosscutting priority setting.”

Structural improvements to current priority setting, especially those that facilitate the budget process and research planning within and across the agencies, would also make the tradeoffs more explicit and less ad hoc, and the process more transparent. At a minimum, agency crosscutting budgetary analysis and a separate congressional cycle of priority-setting hearings (e.g., biennially) could reduce uncertainty and reveal the relationships among new and continuing projects, the support of new investigators by each agency, and the changing cost and duration estimates that currently bedevil all participants in the Federal research system.

Congress could also initiate specific changes in the executive agencies that would increase their ability to respond to changing priorities. They would include measures that encourage: 1) flexibility, so that programs can be more easily initiated, reoriented, or terminated; 2) risk-taking, so that a balanced portfolio of mainstream and “long-shot” research can be maintained; 3) strategic planning, so that agency initiatives can be implemented as long-term goals; 4) coordination, so that crosscutting priorities can be pursued simultaneously in many agencies; and 5) experimentation with finding allocation methods, so that new criteria can be introduced into project selection and evaluated to ascertain the value added to decisionmaking.

It is symbolic that across the Federal research system, national policymakers, sponsors, and performers alike have acknowledged that the funding process would benefit from careful consideration of

36Brooks writes, “Today many of the same negative signals that existed in 1971 are again evident. Will science recover to experience anew era of prosperity as it did beginning in the late seventies, or has the day of reckoning that so many predicted finally arrived?” Harvey Brooks, “Can Science Survive in the Modern Age? A Revisit After Twenty Years,” National Forum, vol. 71, No. 4, fall 1990, p. 33.
38This was a principal recommendation proposed in National Academy of Sciences, op. cit., footnote 6.
research priorities, especially at the macro level. Whether their exhortations lead to clearer research agendas (including the suspension or postponement of some activities) remains to be seen, and whether these investments are balanced, well-managed, and yield the desired consequences is hard to judge in real time. But surely the policy process is enriched by drawing a map of the choices, the benefits, and the costs to be incurred by the scientific community and the Nation.

ISSUE 2: Understanding Research Expenditures

Summary

Many in the scientific community claim that the “costs of doing research” are rising quickly, especially that the costs of equipment and facilities outpace increases in Federal research funding. The most reliable data are available from research agencies, and can be analyzed at two levels: 1) total Federal expenditures for research, and 2) individual components of research project budgets. OTA finds that Federal expenditures for research have risen faster than inflation, and more researchers are supported by the Federal Government than ever before. Salaries and indirect costs account for the largest and fastest growing share of these expenditures. However, these findings do not truly address the claims expressed above, because of the numerous and sometimes inconsistent meanings of the costs of doing research.

Most research activities become cheaper to complete with time, as long as the scope of the problem and the standards of measurement do not change. However, advances in technology and knowledge are “enabling” they allow deeper probing of more complex scientific problems. Experiments are also carried out in an environment driven by competition. While competition is part of the dynamic of a healthy research system, competition drives up demand for tiding, because success in the research environment often correlates highly with the financial resources of research groups.

Direct cost containment by the research agencies may not be an appropriate Federal role, although Congress might direct the agencies to pursue specific measures at their discretion and to evaluate their effectiveness. Instead, greater cost-accountability could be encouraged by the executive branch and Congress. In particular, the Federal Government should seek to eliminate the confusion around allowable indirect costs, and develop better estimates of future expenditures, especially for megaprojects where costs often escalate rapidly.

Discussion

Many researchers state as an overriding problem that the “costs of doing research” have risen much faster than inflation in the Gross National Product (GNP), and Federal expenditures for research have not kept pace with these rising costs. Included in the costs of research are salaries, benefits, equipment, facilities, indirect costs, and other components of research budgets. Equipment and facilities are typically named as most responsible for increased costs.

However, addressing these claims is difficult, because it is hard to define what is meant by the costs of doing research. Research activities become cheaper to complete with time, as long as the scope of the problem and the standards of measurement do not change. But this is not the way progress is made. Advances in technology and knowledge are “enabling” they allow deeper probing of more complex problems. This is an intrinsic challenge of research.

There is an extrinsic challenge as well. Experiments are carried out in an environment that is driven by competition. Competition is part of the dynamic of a healthy research system. One sign of a

---


healthy research system is that it can expand to produce more research. “Needs” in the research environment are thus open-ended.

Although competition exists in the research community, it does not necessarily drive down costs, as would be expected in typical “markets.” In an earlier era, the chief cost of research was the annual salary of the principal investigator (PI). Today, the PI is often the head of a team with many players and access to the latest research technologies. In the face of inherent uncertainty about the eventual outcomes of research, sponsors must apply various criteria in predicting the likelihood of eventual project success, such as access to sophisticated equipment or the availability of appropriately trained personnel. These criteria are often associated with higher rather than lower costs. Success, therefore, often comes to those who spend the most (especially if research teams are relatively evenly matched). In fact, competitive proposals are often the most expensive and low bids can actually decrease a proposer’s chance of winning a grant. Because additional personnel and sophisticated equipment are seen by sponsors as being instrumental in the conduct of research, costs are ultimately limited by what sponsors are willing to spend.

Products, or ‘outputs,’ of scientific research have also traditionally defied measurement. Consequently, the price of research measured in economic terms—the cost per-unit output—is extremely difficult to estimate. Analysis using crude measures of scientific “productivity” suggests that the cost of producing a published paper or performing a given scientific measurement has decreased: with less than double the investment per year since 1965, more than double the number of papers are published today in academia, and more than double the number of Ph.D. scientists are employed in the academic sector. By these measures, science has grown more productive (and consequently the cost per-unit output of research has decreased). However, there is no metric to compare a “unit” of today’s research with one in the past.

Thus, ‘Are the costs of research going up?’ is not a useful question for policy purposes. Research expenditures by the Federal Government are awarded and accounted for on an annual basis. What gets included in these expenditures can be modified by adjusting the scale and pace of scientific research. Especially for basic research, these factors are variable, though the competition for personal and institutional recognition pushes PIs toward larger teams and more sophisticated instrumentation. In mission-oriented science, the rate of research maybe dictated by pressing concerns (e.g., curbing the AIDS epidemic is desired as quickly as possible).

For policy purposes, research costs equal expenditures: if the Federal Government provides more finds, ‘costs’ will go up accordingly. A more useful policy question might be: “Is Federal spending on individual components of research project budgets reasonable?” The Federal Government will tend to have a different point of view on this question from the research performer. OTA has explored both perspectives.

Incomplete and murky data on research expenditures complicate questions on the costs of research. Analysis of Federal expenditures for the conduct of research must factor what Federal agencies are willing to spend for personnel, facilities, and instrumentation, while analysis of expenditures by research performers is confounded by the expenditure accounting schemes that vary from research institu-

---

41See, for example, Richard Nelson, “The Allocation of Research and Development Resources: Some Problems of Public Policy,” Economics Of Research and Development, Richard Tybout (ed.) (Columbus, OH: Ohio State University Press, 1965), pp. 288-308. Nelson points out that “… research and development has economic value because the information permits people to do things better, and sometimes to do things that they did not know how to do before. … [b]ut there is no simple way to evaluate the benefits society can expect from the knowledge created by different kinds of R&D.” (pp. 293-294). Also see Mansfield, op. cit., footnote 3.

42Published papers and patents have been used as proxies, but they cannot be standardized. See Susan E. Cozzens, “‘Literature-Based Data in Research Evaluation: A Manager’s Guide to Bibliometrics.”’ final report to the National Science Foundation Sept. 18, 1989.


44However, even if one accepts these definitions of research output, the productivity of research relative to other economic activities might still be stagnant. Economist William Baumol explains that research, due to the price of labor rather than increases in its productivity, has an “… inherent tendency to rise in cost and price, persistently and cumulatively, relative to the costs and prices of the economy’s other outputs.” He warns that “… the consequence may be an impediment to adequate funding of R&D activity, that is, to a level of funding consistent with the requirements of economic efficiency and the general economic welfare.” See W.J. Baumol et al., Productivity and American Leadership: The Long View (Cambridge, MA: MIT Press, 1989), ch. 6, quotes from pp. 116, 124.
Figure 1-8-Estimated Cost Components of U.S. Academic R&D Budgets: 1958-88 (In billions of 1988 dollars)

Trends in Components of Total Federal Research Expenditures

Analyzing Federal expenditures for specific line items of research budgets reveals interesting trends (again see figure 1-8). First, reimbursements for indirect costs are the fastest growing portion of Federal research expenditures. Indirect costs is a term that stands for expenses that research institutions can claim from the Federal Government for costs that cannot be directly attributed to a single research project, i.e., they are distributed over many investigators who share research infrastructure and administrative support. Federal support for indirect costs has increased since the 1960s, with the largest increases in the late 1960s and the 1980s. In 1958, indirect cost billings comprised 10 to 15 percent of Federal academic R&D funding. By 1988, that share had risen to roughly 25 percent. In addition, some agencies allow more than other agencies in indirect costs. For example, in 1988, the indirect cost as a percent of the total R&D expenditures allowed at


NIH was 30 percent, whereas it was less than 24 percent for NSF (a proportion unchanged since the mid-1980s).47

Second, increasing numbers of investigators and rising salaries (and the benefits that go with them) have driven up the price of the personnel component of direct costs. University personnel speak of the increased competition for faculty with other sectors of the economy, and note that faculty salaries have been rising significantly over inflation during the last decade. The average total compensation (salaries and benefits) for academic Ph.D.s in the natural sciences and engineering increased from $59,000 (1988 dollars) in 1981 to more than $70,000 in 1988. In the same period, the number of full-time equivalent scientists and engineers employed in academic settings rose steadily from about 275,000 to almost 340,000.4

Third, Federal support for academic research equipment alone increased from $0.5 billion in 1968 (1988 dollars) to $0.9 billion in 1988. Despite pronounced increases and improvements in equipment stocks in the 1980s, 36 percent of department heads still describe their equipment as inadequate (to conduct state-of-the-art research). This is in part due to the reduction in the obsolescence time of equipment and instrumentation use since the late 1970s.49

Finally, the Federal share of all capital expenditures for academic facilities (which include both research and teaching facilities) has never topped one-third. Now it is less than 10 percent.50 For university research facilities alone, the Federal Government provided an estimated 11 and 16 percent, respectively, of private and public university capital expenditures in 1988-89. The government also supports research facilities through depreciation, operation, and maintenance charges accounted for in the indirect cost rate. In 1988, the Federal Government supplied nearly $1 billion to support university infrastructure. Almost 20 percent was for facilities depreciation, while the rest was recovered for operation and maintenance costs.51

Academic administrators claim that with growing frequency, aging laboratories and classroom buildings falter and break down,52 and many claim that facility reinvestment has not kept pace with growing needs. However, the picture is not clear. For example, when asked by NSF, a majority of the research administrators and deans at the top 50

50For public universities, 50% of the facilities funds come from the States, and 30% from bond issues. For private universities, roughly one-third comes from the Federal Government, while another one-third is from donations. See Michael Davey, Bricks and Mortar: A Summary and Analysis of Proposals to Meet Research Facilities Needs on College Campuses (Washington, DC: Congressional Research Service, 1987).
51Over the period 1982 to 1988, the Federal support of university infrastructure grew by over 70 percent in real terms. These figures are presented in "Enhancing Research and Expanding the Human Frontier," op. cit., footnote 26, pp. 61-62. The document further states that: "Each academic institution must provide a certification that its research facilities are adequate (to perform the research proposed as the condition of accepting research funds." The $12 billion of needed, but unfunded capital projects... reported in the National Science Foundation surveys of universities... has not had an apparent effect on the ability of universities to accept Federal research funds."
research universities replied that their facilities were “good to excellent,” whereas a majority of the research administrators and deans in the schools below the top 50 estimated that their facilities were “fair to poor.”

The crux of the facilities problem is that research and academic centers can always use new or renovated buildings, but how much is enough? Even though “need” may not be quantified in the different sectors of the research enterprise, a demand certainly exists. For example, when NSF solicited proposals for a $20 million program in 1989 to address facilities needs, it received over 400 proposals totaling $300 million in requests. Congress could pursue permanent grant-reducing measures to slow or limit increases in research expenditures on individual research grants. However, it may not be an appropriate Federal role to dictate specific allowable costs in research projects. In general, allowing market forces to determine costs has been a tradition in Federal policy.

Instead, greater cost-accountability could be encouraged. One benefit of cost-accountability could be incentives for performers to spend less than what was targeted in project budgets, and greater flexibility in expenditures for performers (e.g., researchers could be encouraged to use the money saved one year in the next year, a so-called no-cost extension). Within such cost-accountability measures, Congress might also direct the agencies to experiment with cost-containment schemes and to evaluate their effectiveness.

Greater cost-accountability is especially important in the calculation of indirect cost rates. At present, the guidelines for calculating costs are detailed in conjunction with OMB Circular A-21 and have been in force since 1979. Every major research university has an indirect rate established for the current fiscal year for recovery of costs associated with sponsored research. These rates have evolved over many years as a result of direct interaction and negotiation with the cognizant Federal agency. There is a wide range of indirect costs rates among universities, with most noticeable differences between public and private institutions (rates tend to be higher at private institutions). Rates vary because of: 1) significant differences in facilities-related expenditures, 2) underrecovery by some universities, 3) imposition of limits by some government agencies in the negotiation process, and 4) diversity in assigning component expenditures as direct or indirect.

However, confusion around what is contained in the indirect cost rate is getting worse, not better. This reflects, in part, the difficulty of separating expenditures along lines of research, instruction, and other functions. Recent investigations by the Office of Naval Research and the House Committee on Energy and Commerce have also uncovered significant variation in the accounting of indirect costs by the cognizant Federal agencies and research universities. These differences should be sorted out, and more explicit and understandable guidelines devised.


It is also important to stress accuracy in developing estimates of costs for megaprojects. When the Federal Government "buys" a megaproject, the initial investment seems to represent a point of no return. Once the go, no-go decision has been made at the national level, the commitment is expected to be honored. However, criteria for consideration in the funding of a science megaproject could conceivably include: startup and maintenance costs, cost of unanticipated delay, cost of users’ experiments, and likely changes in the overall cost of the project from initial estimate to completion. Some estimates for science megaprojects double before the construction is even begun, and costs of operating a big science facility once it is completed are sometimes not considered. 59

Megaprojects will always be selected through a political process because of their scale, lumpiness, and incommensurability. Since their costs, especially in following years, affect other disciplines’ abilities to start new, large projects, megaprojects could well be considered as candidates for crosscutting, priority-setting analysis before the practical point of no return. As the National Academy of Sciences’ report on budget priorities reminds: . . . it is necessary to specify the institutions, individuals, and organizations that will be served; [and] the costs . . . of the program. 60 The cost of investment for the Federal Government is an important criterion to apply to all scientific research, including megaprojects.

**Performer Expectations**

Not all problems in research costs can be addressed by the Federal Government. Many researchers point to higher expectations, which require more spending, and competition in the university environment. In the academic environment, researchers are asked today to publish more papers, shepherd more graduate students, and bring in more Federal funding than their predecessors. 61 If they do not meet these expectations, some report a sense of failure. 62 This is true even if they have succeeded, but not by as much or as quickly as they had hoped.

To boost research productivity and to compete with other research teams, faculty attempt to leverage their time with the help of postdoctoral fellows, nontenure track researchers, and graduate students who are paid lesser salaries. Due to the shortage of faculty positions for the numbers of graduate students produced, young Ph.D.s have been willing to take these positions in order to remain active researchers. This availability of "cheap labor" is seen by many senior researchers and their institutions as the only way they can make ends meet in competing for grants. 63 This is a trend toward an "industrial model," where project teams are larger and responsibilities are more distinct within the group. While the expenditures charged to an individual grant may be less (since more grants may be required to support the diverse work of the group), the overall cost of supporting a PI and the larger group are greater. 64

Some experiments have been attempted on U.S. campuses to temper the drive for more research publications (as a measure of productivity). For example, at Harvard Medical School, faculty are allowed to list only five publications for consideration in tenure reviews, with similar numbers set for

---


60 National Academy of Sciences, op. cit., footnote 6, p. 11.

61 This is especially true in entrepreneurial research areas such as biotechnology. See Henry Etzkowitz, "Entrepreneurial Scientists and Entrepreneurial Universities in American Academic Science," *Minerva*, vol. 21, summer-autumn 1983, pp. 198-233.


63 Labor economist Alan F. R., Executive Director, Office of Scientific and Engineering Personnel, National Research Council, writes: "... personnel costs constitute roughly 45 percent of total costs and . . . this percentage has remained reasonably stable over time. Given that salaries of faculty (i.e., principal investigators) have been rising during the 1980s, this suggests that the staffing pattern of research projects has been changing, with the input of PIs decreasing relative to . . . other, less expensive resources. There is some evidence to support this hypothesis in the report of GIIRR Government-University-Industry Research Roundtable . . . [that] finds in academia an increasing ratio of nonfaculty to faculty," personal communication, Nov. 15, 1990. See Government-University-Industry Research Roundtable, op. cit., footnote 48.

64 Elsewhere this has been called the "industrialization of science," Or "... a new collectivized form in which characteristics of both the academic and industrialized modes are intermingled." See John Ziman, *An Introduction to Science Studies* (Cambridge, England: Cambridge University Press, 1984), p. 132 (elaborated below).

other promotions. However, strong incentives militate against reducing research volume. Most overhead is brought into the university by a small number of research professors. (At Stanford, 5 percent of the faculty bring in over one-half of the indirect cost dollars.) Any measure that would reduce grant awards and publications produced by these investigators would deprive the university of revenues. In fact, many universities in tight financial straits try to maximize the level of research volume.

The Federal Government must seek to understand better the trends in expenditures in the research environment—specially variations across institutional settings—and craft government policies to allocate resources effectively. Reliable analyses of research expenditures at all of the Federal agencies are not available. Future studies of expenditures should look not only at the economic forces that increase (and decrease) research expenditures, but also at the sociology of research organizations, including the demography of research teams and institutional policies for sponsored projects.

Federal agencies clearly must understand increasing demands to fund research, as research universities and laboratories are an invaluable resource for the United States. Devising mechanisms for coping with research expenditures is one of the central challenges to the Federal system for funding research in the 1990s.

ISSUE 3: Adapting Education and Human Resources To Meet Changing Needs

Summary

Three issues are central to education and human resources for the research work force:

1. Recent projections of shortages of Ph.D. researchers in the mid-1990s have spurred urgent calls to augment Ph.D. production in the United States. OTA believes that the likelihood of these projections being realized is overstated, and that these projections alone are poor grounds on which to base public policy. For instance, they assume continued growth in demand in both academic and industrial sectors, independent of the level of Federal funding. In both this and previous OTA work, however, OTA has indicated the value to the Nation—regardless of employment opportunities in the research sector—of expanding the number and diversity of students in the educational pipeline (IS-12 and undergraduate) for science and engineering, preparing graduate students for career paths in or outside of research, and, if necessary, providing retraining grants for researchers to move more easily between research fields.

2. Total participation in science and engineering can be increased if the opportunities and motivation of presently underparticipating groups (e.g., women, minorities, and researchers in some geographic locations) are addressed. Federal legislation has historically played an important role in recruiting and retaining these groups. Also, “set-aside” programs (which offer competitive research grants to targeted groups) and mainstream disciplinary programs are tools that can enlarge, sustain, and manage the diversity of people and institutions in the research system.

3. Research in many fields of science and engineering is moving toward a larger, more “industrial” model, with specialized responsibilities and the sharing of infrastructure. In response, the Federal Government may wish to acknowledge changes in the composition of research groups and to enhance the opportunities and rewards for postdoctorates, nontenure track researchers, and others.

The National Science Foundation also now limits the number of publications it will consider, as evidence of an applicant’s track record in reviewing grant proposals. See David P. Hamilton, “Publishing By—and For?—the Numbers,” Science, vol. 250, Dec. 7, 1990, pp. 1331-1332.


OTA interviews at Stanford University, Aug. 2-3, 1990.

Discussion

The graduate science and engineering (s/e) education system in the United States, especially at the doctoral level, is the envy of the world. Foreign nationals continue to seek graduate degrees from U.S. institutions at an ever-growing rate. From 1977 to 1988, the number of Ph.D.s awarded in s/e by U.S. universities increased by nearly 50 percent (for a breakdown by field and decade, see figure 1-9). This exemplary production of Ph.D.s continues a noble tradition abetted by Federal research and education legislation.

With passage of the National Defense Education Act of 1958 (Public Law 85-864) in the wake of the Sputnik launch, the Federal Government became a pivotal supporter of pre- and postdoctoral science, engineering, and indeed, non-s/e students. Additional programs were soon established by NSF, NASA, NIH, and other Federal agencies. This period of growth in Federal programs offering fellowships (portable grants awarded directly to students for graduate study) and traineeships (grants awarded to institutions to build training capacity) was followed by decreases in the 1970s. In s/e, this decline was offset by the rise in the number of research assistantships (RAs) for students awarded on Federal research grants to their mentors.

During the 1980s, RAs became the principal mechanism of graduate s/e student support, increasing at 5 percent per annum since 1980, except in agricultural sciences where RAs have actually declined. (A comparison of the types of graduate student Federal support, 1969 and 1988, is presented in figure 1-10.) This trend is consistent with the growing “research intensiveness” of the Nation’s universities: more faculty report research as their primary or secondary work activity, an estimated total in 1987 of 155,000 in academic settings.

Thus, the Federal Government has historically played both a direct and indirect role in the production and employment of s/e Ph.D.s. Both as the primary supporter of graduate student stipends and tuition, and as a patron, mainly through research grants, the Federal Government has effectively intervened in the doctorate labor market and helped shape the research work force.

Supplying the Research Work Force

The U.S. graduate research and education system trains new researchers and skilled personnel for all sectors of the Nation’s work force (and arguably for some countries abroad). Since 1980, NSF estimates that the total s/e work force (all degrees) has grown at 7.8 percent per year, which is four times the annual rate of growth in total employment. Scientists and engineers represented 2.4 percent of the U.S. work force in 1976 and 4.1 percent in 1988.

While new s/e Ph.D.s have traditionally been prepared for faculty positions in academia—almost 80 percent were employed in this sector in 1987—in broad fields such as engineering and disciplines such as computer science the demand for technical labor outside of academia is great. Other fields, like chemistry, benefit from having a large set of potential academic and industrial employment opportunities. This diversity makes any labor market

---

70See National Science Board, op. cit., footnote 12, p. 55; and National Research Council, Foreign and Foreign-Born Engineers in the United States (Washington, DC: National Academy Press, 1988). Although OTA uses the shorthand “scientists and engineers,” it recognizes the range of fields represented by the term. They are encompassed by the degree-granting categories in the National Science Foundation’s Science Resources Studies reports: engineering, physical sciences, environmental sciences, mathematical sciences, computer/information sciences, life/biological/agricultural sciences, psychology, and social sciences.


74If plotted by gender, this figure would look quite different. Traditionally, women have not received as many fellowships and traineeships as men or foreign students on temporary visas, are more dependent on personal or family resources during graduate study, and suffer higher attrition before completing the Ph.D. See U.S. Congress, Office of Technology Assessment, Educating Scientists and Engineers: Grade School to Grad School, OTA-SET-377 (Washington, DC: U.S. Government Printing Office, June 1988), pp. 79-80; and National Science Foundation, Women and Minorities in Science and Engineering, NSF 90-301 (Washington, DC: January 1990), pp. 23-24.

75National Science Board, op. cit., footnote 12, pp. 46-57. These 155,000 represented 37 percent of the doctorate scientists and engineers employed in the United States in 1987.

76Ibid., p. 67. Among Ph.D.s, the ratio of employed scientists to engineers is 5 to 1.

77Ibid., app. table 5-19.
fluid and its forecasting difficult, but the major components can be analyzed.\textsuperscript{78}

Based on changing demographics and historical trends in baccalaureate degrees, some studies have projected that the scientific community will face a severe shortage in its Ph.D. research work force during the 1990s.\textsuperscript{79} However, there are pitfalls in the methodologies employed in these projections of Ph.D. employment demand.\textsuperscript{80} Predicting the demand for academic researchers must also account for enrollment and immigration trends, anticipated career shifts and retirements, and the intentions of new entrants, as well as shifting Federal priorities and available research funding. All of these are subject to change, and may vary by institution, field, and region of the country.\textsuperscript{81} In addition, OTA questions

---


\textsuperscript{80} Indeed, shortages may not be the biggest concern. Changes in demographic composition and quality of graduates may be more problematic. For a discussion, see Howard P. Tucker, "Supply, Human Capital, and the Average Quality Level of the Science and Engineering Labor Force," Economics of Education Review, vol. 7, No. 4, 1988, pp. 405-421.

the ability of statistical analyses to predict future demand for s/e Ph.D.s, especially as responses to market signals and other societal influences are known to adjust both interest and opportunities. Even without the prospect of a slackening economy in the 1990s, such projections would be unreliable. Given the track record of these forecasting tools, they are poor grounds alone on which to base public policy. 82

Noting the uncertainty of projections, OTA finds that concentration on the preparedness of the pipeline to produce Ph.D.s (i.e., increasing the number of undergraduates earning baccalaureates in s/e) by introducing flexibility into the system is the most robust policy. If shortages begin to occur in a particular field, not only should graduate students be encouraged to complete their degrees (i.e., reducing attrition), but prepared undergraduates should be induced, through various proven Federal support mechanisms, to pursue a Ph.D. 83 Those scientists who would have otherwise left the field might stay longer, those who had already left might return, and graduate students in nearby fields could migrate to the field experiencing a shortage. If shortages do not materialize, then the Nation’s work force would be enhanced by the availability of additional highly skilled workers.

OTA believes there are initiatives that maintain the readiness of the educational pipeline to respond to changing demands for researchers and that enhance the diversity of career opportunities—sectors and roles—for graduates with s/e Ph.D.s. 84 Congress could urge NSF and the other research agencies to intensify their efforts to maintain a robust educational pipeline for scientific researchers (and to let the labor market adjust Ph.D. employment). Funding could be provided for undergraduate recruitment and retention programs, for grants to induce dedicated faculty to teach undergraduates, and for the provision of faculty retraining grants. 85

Expanding Diversity and Research Capacity

Trends in the award of s/e degrees attest to 20 years of steady growth in human resources (see figure 1-11). These data are a sustained record of scientific education at the Ph.D. level. However, the benefits of this education do not accrue equally to all groups, and therefore to the Nation. Women and U.S. racial and ethnic minorities, despite gains in Ph.D. awards through the 1970s and 1980s, lag the participation of white males. Relative to their numbers in both the general and the undergraduate populations, women and minorities (and the physically disabled) are underparticipating in the research work force. 86 Meanwhile, foreign nationals on temporary visas are a growing proportion of s/e Ph.D. recipients (and about one-half are estimated to remain in the United States). 87

82OTA reached this conclusion after examining the performance of various models of academic and industrial labor markets. See Office of Technology Assessment, op. cit., footnote 72, especially chs. 3 and 4. Recent independent confirmation of this conclusion appears in Alan Fechter, “Engineering Shortages and Shortfalls: Myths and Realities,” The Bridge, fall 1990, vol. 20, pp. 16-20.

83See Office of Technology Assessment, op. Cit., footnote 74.


85The National Science Foundation, as prescribed in their enabling legislation, is equally responsible for science education and the support of the Nation’s basic research. It has gradually expanded its programs, long focused on the graduate end of the pipeline, to address issues in undergraduate and K-12 education. For example, see National Science Foundation Research on Key Issues in Science and Engineering Education: Targeted Program Solicitation, NSF 90-149 (Washington, DC: 1990). Perhaps faculty retraining programs, both to highlight changes in educational strategies and developments in research, should be considered. Retraining has been acknowledged as important for maintaining the engineering work force, and retraining grants have been provided in some programs within the Department of Defense and other agencies. Additional research retraining grants could certainly be financed by the research agencies and perhaps administered through the Federal laboratories. Retraining for teaching would fall primarily to universities that wish to improve the classroom (i.e., undergraduate) teaching of its faculty. See National Research Council, op. cit., footnote 78; and Neal Lane, ‘Educational Challenges and Opportunities: Human Resources in Science and Technology: Improving U.S. Competitiveness, Proceedings of a Policy Symposium for Government, Academia, and Industry, Mar. 15-16, 1990, Washington, DC, Betty Vetter and Eleanor Babco (eds.) (Washington, DC: Commission on Professional in Science and Technology, July 1990), pp. 92-99.

86Degrees alone tell an incomplete story of future supply of scientists and engineers. For example, college attendance rates declined to 21-year-olds vary by gender and race. Since 1972, 35 to 40 percent of whites of both sexes in the cohort have attended college with Black rates in the 25 to 30 percent range. By 1988, female attendance exceeded that of males and was rising, whereas male attendance of both races peaked in 1986-87 and declined thereafter. See National Science Board, op. cit., footnote 12, p. 50, figure 2-2.

Increasing the participation at all educational levels in s/e by traditionally underrepresented groups is a challenge to the human resources goals of the Federal research system. Enhancing the participation of targeted groups at the Ph.D. level will be particularly difficult, as the research work force adjusts to changing fiscal conditions and funding of research. As OTA found in an earlier study, "... equal opportunity for participation in higher education and in research for all groups is a long-term social goal that will be achieved only with steady national commitment and investments.  

88 Congress could amend the Higher Education Act (reauthorization is scheduled for the 102d Congress) and the Science and Engineering Equal Opportunities Act to add provisions that address diversity in research and science education funding, and emphasize undergraduate teaching opportunities at certain categories of institutions such as historically Black colleges and universities (HBCUs).  

89 Programs targeted to U.S. minorities, women, and the physically disabled could help to expand the pool of potential scientists and engineers. It is clear that in

---


this particular realm of human resources, market forces alone will not increase the participation of these groups. Policy intervention is required and Congress is empowered to intervene.

The capacity of the research system could also be augmented by encouraging “have-not” institutions to concentrate excellence in select research programs (departments and centers) and build from there. Attempting to enter the top ranks of federally funded research-intensive universities through across-the-board enhancement of all research programs may lead to each program being unable to garner enough support to improve research capability. Various programs that address geographical diversity, such as the NSF Experimental Program to Stimulate Competitive Research (EPSCoR), or greater consideration of geography in funding allocation within the portfolios of mainstream scientific merit-based programs, could build research capacity that benefits States and regions as well as the Nation as a whole.

Research and Education in Flux

Calls for the reform of higher education in the 21st century are now emanating from many presidents of research universities. These calls center on improved undergraduate education and a better balance between research and teaching. Many see a need to change the reward system of the university, since asking universities to augment the teaching of undergraduates may be misplaced if faculty continue to view this as a drain on time that would be better spent doing research.

The tension between research and teaching is perpetuated by the provision of funds meant to improve both the institution’s research performance and teaching capability. A common perception during the 1960s was that Federal dollars that supported research also benefited undergraduate teaching because these top researchers would communicate their excitement about developments “at the laboratory bench” to undergraduate and graduate students alike. In the 1980s, with the separation between research and undergraduate education becoming more pronounced, the connection between research progress and the cultivation of human resources grew more tenuous. These calls for increased undergraduate teaching by faculty seek to alter an academic research and teaching model in the United States that is already under strain.

The predominant mode of academic research in the natural sciences and engineering begins with a research group that includes a PI (most often a faculty member), a number of graduate students, one or several postdoctoral scientists, technicians, and perhaps an additional nonfaculty Ph.D. researcher. While this group may be working on a single problem funded by one or two grants, subsets of the group may work on different but related problems funded simultaneously by multiple project grants. (In the social sciences, the groups tend to be smaller, often numbering only the faculty member and one to two graduate students.)

In addition, the dominant model to launch a career as a young scientist is movement from one research university to another with an assistant professorship, the attainment of a first Federal research grant, and the re-creation of the mentor’s professional lifestyle (e.g., independent laboratory, graduate students, postdoctorates). For an institution to subscribe to this model tends to shift much of the actual responsibility for awarding tenure from the department faculty to the Federal Government. While university officials say there is “... no fried time in which researchers are expected to become self-sufficient through outside grants ... researchers who have failed to win such grants are less likely to

---


92See Anthony B. Maddox and Renee P. Smith-Maddox, “Developing Graduate School Awareness for Engineering and Science: A Model,” Journal of Negro Education, vol. 59, No. 3, 1990, pp. 479-490. This connection was also highlighted when institutions of higher education receiving Federal assistance were required to provide certain information on graduation rates, reported by program and field of study. See Public Law 101-542, Title I—Student Right-To-Know, Stat. 2381-2384, Nov. 8, 1990, p. 104.
earn tenure than their colleagues who have found such support.9

There is doubtless a role for universities to play in the diversification of research careers of recent Ph.D.s. New Ph.D.s find it difficult to entertain alternative opportunities if they have no experience with them. Thus, programs that offer a summer in a corporate laboratory or part of an academic year at a 4-year liberal arts college can help advanced graduate students visualize working in settings other than the university. Arrangements that link an HBCU or liberal arts college to a research university or national laboratory stretch the resources and experience of both participating institutions.10

New Models: University and Federal

Other models of education could be encouraged that feature a greater sharing of resources (e.g., equipment and space) and people (e.g., doctoral students, nonfaculty researchers, and technicians). Models that stress research in units other than academic departments, research in nonacademic sectors, and nonresearch roles in academia could be entertained. Some Federal research agencies already


10To date such arrangements have been most common in undergraduate engineering. One coalition, spearheaded by a 5-year $15 million National Science Foundation grant, will establish a communications network for information dissemination, faculty exchange, workshops, and outreach to elementary, secondary, and community college students. The participating universities are City College of New York, Howard, Maryland, Massachusetts Institute of Technology, Morgan State, Pennsylvania State, and Washington. See “NSF Announces Multi-Million Dollar Grants to Form Engineering Education Coalitions,” NSF News, Oct. 9, 1990.
recognize the development of this form of teamwork in their finding programs and support of the research infrastructure. For example, these models are institutionalized in the centers programs sponsored by NSF. Centers, which support individual researchers (as faculty and mentors) as well, may represent a new way of doing business for NSF. Centers are also featured at NIH intra- and extramurally; at the laboratories affiliated with DOD, DOE, and NASA; and at the agricultural experiments stations funded through block grants by USDA.95

Research in general is becoming increasingly interdisciplinary, i.e., it requires the meshing of different specializations to advance a research area.96 Academic departments house specialists by discipline whose research will be performed in units-enters, institutes, programs— that cut across the traditional departmental organization on campus. Such organized research units have a history on U.S. university campuses, but not as dominant structures.97 However, as outlined above, in many fields there is movement toward an industrial model of research, characterized by larger research teams and a PI who spends more time gathering funds to support junior researchers who in turn devote their full time to research. For many of today’s research activities, this model seems to enhance productivity and allow more complex research problems to be tackled, by specializing responsibilities within the research team and sharing infrastructure.98

The expanding size and complexity of research teams under the responsibility of entrepreneurial PIs and “lab chiefs’ fosters financial and organizational strains. To help ease the strains caused by a transition in some parts of the research community to an industrial model, the Federal research agencies could encourage alternative models of education-in-

95In 1990, the National Science Foundation supported 19 Engineering Research Centers and 11 Science and Technology Research Centers (STCs) at $48 million and $27 million, respectively. Thus, together they account for less than 10 percent of the National Science Foundation’s budget, while providing a long-term funding base (5 to 11 years) for interdisciplinary high-risk projects oriented to the applied, development, and commercial-use end of the research continuum. See Joseph Palca and Eliot Marshall, “Bloch Leaves NSF in Mainstream,” Science, vol. 249, Aug. 24, 1990, p. 850. In the block-grant, multi-investigator approach embodied in STCs: “NSF has rolled the dice on an experiment in science, and it will take some time to know whether it has come up with a winner.” See Joseph Palca, “NSF Centers Rise Above the Storm,” Science, vol. 251, Jan. 4, 1991, pp. 19-22, quote from p. 22.


98See Ziman, op. cit., footnote 64, pp. 132-139. In other words, the traditional academic model of faculty-mentor plus graduate student is today accompanied by production units that demand more teamwork and sharing—what has long been common, for example, in astronomy, fusion, and high-energy physics research.
both the participation in, and the capacity of, the Federal research system. But because the annual finding for each program remains modest (typically in the $10 million range), program impact is limited.

Without set-asides, the Federal Government would have little confidence that once scientific merit has been demonstrated, other differentiating criteria would be applied to the funding of researchers. However, to a research system already strapped for resources, the finding of such “tangential” concerns is seen by some as diverting precious dollars away from the core need to advance knowledge.99

Human resources are perhaps the most important component of the research system. Through support of scientists and engineers, graduate students, and the educational pipeline, the Federal Government is instrumental in the creation of a strong research work force, which has been expanding under this support since the 1950s. In the 1990s, however, the research work force—in its myriad forms of organization and scale of effort—has reached such a size that it feels strain under the Federal Government’s present approach to supporting the conduct of research. In addition, accommodating to an expanding research work force, and to the changing ethnic and racial composition of students in the educational pipeline for science and engineering, poses challenges to the Federal research system. Human resources issues have implications not only for the number of participants in the research work force, but also for the character of the research that new entrants automatically bring to the Nation’s research enterprise.

ISSUE 4: Refining Data Collection and Analysis To Improve Research Decisionmaking

Summary

Data collected on the health of the Federal research system—dollars spent for research, enrollments, and academic degrees awarded in specific fields, and outcome measures such as publications and citations—are extensive. In other areas, however, data are scarce. For instance, almost no consistent information exists on the size and composition of the research work force (as opposed to the total science and engineering work force), or what proportion is supported by Federal funds (across agencies).

Most research agencies, with the exception of NSF and NIH, devote few resources to internal data collection. Consequently, most analyses must rely on NSF and NIH data and indicators alone, potentially generalizing results and trends that might not apply to other agencies. Furthermore, it is not clear how agency data are used to inform research decisionmaking, as some challenge current policy assumptions and others are reported at inappropriate levels of aggregation.

OTA suggests additional information that could be collected for different levels of decisionmaking, concentrating in areas of policy relevance for Congress and the executive branch. However, better information may not be cost-free. The idea is not merely to add to data collection and analysis, but to substitute for current activities not used for internal agency decisionmaking or external accountability. Refined inhouse and extramural data collection, analysis, and interpretation would be instructive for decisionmaking and managing research performance in the 1990s.

Discussion

Many organizations collect and analyze data on the research system. First and foremost is NSF, with its numerous surveys, reports, and electronic data systems that are publicly available. Certainly the most visible compendium of data on the research system is the biennial report, Science & Engineering Indicators (SEI), issued since 1973 by the National Science Board, the governing body of NSF.100 Other sources include the other Federal research agencies; the National Research Council; the Congressional Research Service; professional societies, especially the American Association for the Advancement of

99Change comes incrementallyand at the margins of the enterprise. But if one were constructing the systemfromscratch, mainstreaming criteria to reflect the multiple objectives of research funding would be a key element to consider.

100See Susan E. Cozzens, “Science Indicators: Description or Prescription?” OTA contractor report, September 1990. Note that Science & Engineering Indicators (SEI) was named Science Indicators until 1987. SEI builds on data collected, published, and issued in many other reports by the Science Resources Studies Division of the National Science Foundation.
Science; and other public and special interest groups.\(^\text{100}\)

Together these databases and analyses provide a wealth of information: time series on the funding of research and development (R&D); expenditures by R&D performer (e.g., universities and colleges, industry, Federal laboratories), by source of funding, and by type (basic, applied, or development); numbers of students who enroll in and graduate with degrees in s/e; characteristics of precollege science and mathematics programs and students in the education pipeline; and size, sectors of employment, and activities of the s/e (especially Ph. D.) workforce.\(^\text{101}\) Detailed analyses of the Federal budget by research agency are available each year, and impacts on specific disciplines and industries can often be found.

These publications provide a basis for understanding the Federal research system. But even with each of these organizations devoting significant resources to the collection of information, better data are needed to guide possible improvements in the system\(^\text{102}\). With its establishment, NSF was legislatively authorized as the Federal agency data liaison and monitor for science and technology.\(^\text{103}\) Data can be used to monitor, evaluate, anticipate, and generally inform decisionmakers—both within agencies and within Congress. Although many data are already collected, they are rarely matched to policy questions. Other (or more) data could improve decisionmaking.

**Information for Research Decisionmaking**

OTA defines four categories of data that could be useful in decisionmaking: 1) research monies—how they are allocated and spent; 2) personnel—characteristics of the research work force; 3) the research process—how researchers spend their time and their needs (e.g., equipment and communication) for research performance; and 4) outcomes—the results of research. Besides the considerable gaps and uncertainties in measures of these components, the most detailed analyses are done almost exclusively at NSF and NIH, and not at the other major research agencies.\(^\text{104}\) These analyses may not generalize across the Federal research system. Comparable data from all of the agencies would be very useful to gain a more well-rounded view of federally supported research.

Perhaps the most fundamental pieces of information on the research system are the size, composition, and distribution of the *research* work force, and how much is federally funded. Varying definitions pose problems for data collection and interpretation (for an example, see box 1-C). These data are important to understand the health and capacity of the research system and its Federal components. In addition, there is evidence that research teams are changing in size and composition. This trend is also important to measure since it affects the form and distribution of Federal funding.

Second, information is needed on expenditures (e.g., salaries, equipment, and indirect costs) in research budgets; for all research performers—academia, Federal laboratories, and industry; and by subfield of science and engineering. Data on how Federal agencies allocate monies within project budgets could also be compiled, and would illuminate how funding decisions are made within the research agency and would help to clarify funding levels in specific categories of expenditures. Better cost accounting and forecasting for megaprojects is


\(^{101}\) For example, the Government-University-Industry Research Roundtable of the National Academy of Sciences, with data compiled by the National Science Foundation’s Policy Research and Analysis Division, provided much useful analysis on the state of academic R&D and changes since the early 1960s. Government-Industry-University Research Roundtable, op. cit., footnote 48.

\(^{102}\) These efforts must also be seen in the context of the massive Federal data system. The components most relevant to research are the datasets compiled and reported by the Census Bureau, the Bureau of Economic Analysis, the Bureau of Labor Statistics, and the National Center for Education Statistics.

\(^{103}\) For the scope of these data collection and analysis responsibilities, see England, op. cit., footnote 8, app. 1.

\(^{104}\) For example, the National Institutes of Health set aside 1 percent of its research budget for research evaluation and internal analysis of the investigators and programs it supports. The Department of Energy, the National Aeronautics and Space Administration the Office of Naval Research, and the National Science Foundation have all conducted ad hoc inhouse evaluations of the research they support and the efficiency of the operations needed to select and manage various research portfolios.
Box I-C—How Many “Scientists” Are There?

How one defines a “scientist,” “engineer,” “researcher,” or “postdoctorate” is in the eye of the beholder. Depending on what data collection method is used, counting scientists and engineers (WE’s) can result in radically different estimates.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>S/E’s in the U.S. work force (defined by job held)</td>
<td>5,300,000</td>
</tr>
<tr>
<td>S/E’s in academia (defined by responses to surveys in academic institutions)</td>
<td>712,000</td>
</tr>
<tr>
<td>S/E Ph.D.s in basic research—all sectors (defined by responses to surveys of Ph.D.s)</td>
<td>187,000</td>
</tr>
<tr>
<td>S/E Ph.D.s in academia, where research is either their primary or secondary work activity</td>
<td>155,000</td>
</tr>
<tr>
<td>S/E Ph.D.s in basic research in academia (defined by responses to surveys of Ph.D.s)</td>
<td>66,000</td>
</tr>
<tr>
<td>Full-time equivalent S/E investigators in Ph.D. institutions (e.g., two researchers who each spend half the on research would be counted as one full-time equivalent S/E investigator)</td>
<td>63,000</td>
</tr>
</tbody>
</table>

None of these definitions is the ‘right’ one. Rather, the appropriate definition depends on the purpose for which the number is to be used. Throughout this report, OTA refers to scientists and engineers in many ways: e.g., by participation in the U.S. work force, by sector of employment, by work activity, by field, by highest degree earned. The reader should keep in mind that the numbers can change by tenfold or more depending on who is counted as a scientist or engineer.

Surely needed. Continuous upward revisions of cost estimates for megaprojects disrupt decisions about their future funding priority.

Third, data on the research process could be improved in amount and kind. One trend (mentioned above) that OTA has noted, mostly with anecdotal evidence and inferences from analyses of expenditures, is the increasing size of research groups, both within the university structure and through Federal support of centers. This trend has policy implications for the cost of research, its interdisciplinary capabilities, the changing demographics of the work force, and the aspirations of young researchers. It also reflects how researchers may spend their time. More data on ‘production units” in research, and their dependence on Federal finding relative to other sources, would augment enrollment, Ph.D. award, and work activity data. Changes in the structure of production units have also influenced the research process and the volume—and perhaps the character—of outcomes. Information on the research process would yield a firmer foundation on which to base funding allocation decisions, specifically: 1) how researchers spend their time, 2) movement of research teams toward a more industrial model in the allocation of responsibilities, 3) changing equipment needs and communications technologies, and 4) requirements and average time to attain promotions in the scientific work force.

Evaluating Research Outcomes

Because of the fundamental and elusive nature of research, measuring its outcomes—in knowledge and education—is very difficult. The most elusive outcome is cultural enrichment—the discovery and growth of scientific knowledge. As OMB Director Richard Darman has said (speaking of the proposed Moon/Mars mission): “No one can put a price on uplifting the Nation. Research has resulted in many benefits and is funded precisely for this reason. This kind of benefit is nearly impossible to measure. However, there are some proxies.

---

16 The role of laboratory chief or team leader combines entrepreneurial and administrative tasks. Both are essential to the funding and longevity of the productive research unit. On the emergence of the entrepreneurial role on campus, see Etzkowitz, op. cit., footnote 61.
When looking at research as a contribution to education, numbers of degrees can be tallied and assertions made about skills added to the Nation’s work force. When looking at research as creating new knowledge, one tangible “output” is papers published by scientific investigators to communicate new information to their scientific peers. Communicating the results of scientific research to colleagues through publication in the open literature is considered to be an important feature of good research practice.\(^{109}\) Perhaps the best approach is to construct workable indicators and include a rigorous treatment of their uncertainties.

One tool that has been vigorously developed for measuring the outcomes of research is bibliometrics—the statistical analysis of scientific publications and their attributes.\(^{108}\) Intrinsic to scientific publication is the referencing of earlier published work on which the current work is presumably based or has utilized in some way. References are a common feature of the scientific literature, and by counting how often publications are cited, bibliometrics can arrive at a weighted measure of publication impact—not only whether publications have been produced, but also what impact those publications have had on the work of other scientists.\(^{109}\)

OTA has explored several examples of new data sets that could be compiled using bibliometrics.\(^{110}\) First, universities can be ranked according to an output or citation measure—the citation rates for papers authored by faculty and others associated with each institution.\(^{111}\) Institutions can be ranked by total number of cited papers, the total citations received by all papers associated with each institution, and the ratio of number of citations to the number of publications, namely, the average citations per cited paper. This appears to be a more discerning measure than either publication or citation counts alone.

For example, a ranking of institutions by average citation rates can be used in conjunction with the list of top universities, in Federal R&D funding received, to link inputs with outputs. Together, these measures illuminate differences in rank.\(^{112}\) Not only can publishing entities be analyzed, but so can fields of study. For instance, “hot fields,” in which the rate of publication and citation increases quickly over a short period of time, can be identified and “related fields,” in which published papers often cite each other, can be mapped.\(^{113}\) Because of problems of interpretation in bibliometric analysis, it should be seen as “value-added” to research decisionmaking, not as stand-alone information. Bibliometrics could be used to help monitor outcomes of research, e.g., publication output and other information from the research system.\(^{114}\)

Criteria that go beyond bibliometric data could be specified for such evaluations. These criteria could include the originality of research results, the project’s efficiency and cost, impacts on education and the research infrastructure, and overall scientific merit. Such research project evaluation could be

---


\(^{108}\) Researchers in western Europe have been particularly active during the 1980s. For example, see B.R. Martin and J. Irvine, Research Foresight (London, England: Pinter, 1989); and A.F.J. van Raan (cd.), Handbook of Quantitative Studies of Science and Technology (Amsterdam, Holland: North-Holland, 1988).


\(^{111}\) The analysis below is based on Institute for Scientific Information databases and Small, op. cit., footnote 110.

\(^{112}\) As part of the agenda for future exploration, institutions receiving primarily directed funds or block grants (e.g., in agriculture) could be compared with those that are investigator-initiated. This comparison would help to test the claim that targeted appropriations (e.g., earmarking) lead to the production of inferior research. For discussion, see ch. 5 of the full OTA report.


Employed to augment agency decisions on funding and administration of research programs. (Some research agencies already utilize certain aspects of research program evaluation.)

**Utilizing Data for Research Decisionmaking**

In a policy context, information must be presented to those who are in positions to effect change by allocating or redirecting resources. In the diverse structure of the Federal research system, research decisions are made at many levels. For example, an agency program manager requires data specific to the purview of his/her program, while OMB and OSTP must be aware of trends in science that span broad fields, institutions, and agencies, as well as those that apply only to specific fields, performers, and research sponsors.

**Drawing** on NSF expertise as the possible coordinating “agency, information could be collected at each agency on proposal submissions and awards, research expenditures by line items in the budget, and the size and distribution of the research work force that is supported (including the funding that this work force receives from other sources). Information must be available to decisionmakers for evaluation as well as to illuminate significant trends. Often data can be presented in the form of indicators, e.g., comparisons between variables, to suggest patterns not otherwise discernible. NSF has pioneered and sustained the “creation of indicators for science policy and has recently suggested monitoring several new indicators (e.g., indicators of proposal success rates, PI success rates, and continuity of NSF support).”

OTA agrees that new indicators could be very useful, and also suggests elaborating them. These could include measures of the active research community (which would calibrate the number of researchers actively engaged in research), and production units (which would track trends in the composition of research teams by broad field and subfield).

The combination of such indicators would give a more precise estimate of the changing parameters of the Federal research system. This information would be invaluable to policymakers concerned about the health of certain sectors of the system. To produce such information, as part of ongoing agency data collection and NSF responsibilities for collation and presentation, extra resources would be needed (at least in the near term). Over time, plans could be developed to streamline NSF data and analysis activities, such as a reduction in the number of nonmandated reports issued annually, or expansion of its inhouse and extramural “research on research. The idea is not merely to add to data collection and analysis, but to substitute for current activities that are not used for internal agency...
decisionmaking or external accountability. If there is a premium on timely information for research decisionmaking, it must be declared (and funded as) a Federal priority.

Congress could instruct every research agency to develop a baseline of information, direct NSF to expand its focus and coordinating function for data collection and analysis, and direct OSTP (in conjunction with OMB) to devise a plan to increase the reporting and use of agency data in the budget process, especially crosscutting information in priority research areas. Using the FCCSET mechanism, this has already been done for global change, high-performance computing, and most recently, science and mathematics education. This mechanism seems to work and could be more widely emulated.

In Summary, better data on the Federal research system could be instrumental in the creation or refinement of research policies for the 1990s. (For a summary of data oriented to different users, see table 1-5.) The utility of data, of course, is judged by many participants in the system: the needs of Congress are usually agency- and budget-specific; the agencies, in contrast, worry about the performance of various programs and their constituent research projects. While data collection by NSF and groups outside the Federal Government has been instructive, it could be greatly enhanced. Much information could be collected on the Federal research system that maps trends, at different levels of aggregation and units of analysis, for different users. However, the existence of data does not ensure their utility.

The highest priority in data collection for research policymaking in the 1990s is comparable data from all of the agencies to help Congress maintain a well-rounded view of federally supported research. The second priority is data presented in forms that are instructive at various levels of decisionmaking. New data and indicators, grounded in the tradition of the SEI volumes and extramural research on research, are needed to monitor changes in the Federal research system. Finally, OTA finds that research evaluation techniques, such as bibliometrics and portfolio analysis, cannot replace judgments by peers and decisionmakers, but can enrich them. Ongoing project evaluation could keep agencies alert to changes in research performance and augment program manager judgments about performers and projects. In short, such evaluation could serve to improve overall program effectiveness.

One of the functions of analysis is to raise questions about the information that decisionmakers have at their disposal, to assess its advantages and disadvantages, and to define a richer menu of options. Improving the measurement process could help to quantify existing opportunities and problems, and pinpoint previously uncovered ones, relevant to decisionmaking at all levels of the Federal Government.

Toward Policy Implementation

Since the post-Sputnik era, both the U.S. capacity to perform research and the demand for funds to sustain scientific progress have grown. Federal investments have fostered the research system, managed through a pluralistic agency structure. This structure has supported the largest and most produc-

---

118 The National Science Foundation routinely conducts "user Surveys. " If Science Resources Studies (SRS) knows from questionnaire responses how its various data reports are used—do they influence research or education policies? are they a source for administrators or faculty-researchers—then NSF should have a sense of audience: 'consumption' and 'utilization' patterns. These would suggest which reports could be dropped, replaced, and modified. For an example of the SRS inventory of 'intranamal publications,' see National Science Foundation Publications List: 1977-1987, NSF 87-312 (Washington, DC; July 1987).


120 Several National Science Foundation staff have indicated to OTA project staff (personal communications, October-December 1990), the Science Advisor draws heavily on unpublished and newly published Science & Engineering Indicators (SEI) data in preparing and presenting the Administration’s policy proposals at congressional "posture hearings" early in the annual authorization process. Indeed, the production cycle of SEI is geared to delivery of the volume as an input to this budget process.

121 Quantitative data will not suffice. Information on the contexts in which research is performed, and characteristics of the performers individually and collectively, will provide clues to how tbe numbers can be interpreted and perhaps acted on. For example, see Daniel T. Elayzel, "Most Research on Higher Education Is Stale, Irrelevant, and of Little Use to Policymakers," The Chronicle of Higher Education, vol. 37, No. 8, Oct. 24, 1990, pp. B1, B3.

122 This leads OTA to suggest that the research agencies, especially the National Science Foundation and its policy programs, remain in close touch with external analysts of the Federal research system. Keeping abreast of other new measurement techniques and findings related to people, funding, and research activities would be a modest but fruitful investment in extending inhouse capabilities and refining knowledge of federally sponsored research performance.
Table 1-5-Desired Data and Indicators on the Federal Research System

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Method</th>
<th>Primary users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency funding allocation method</td>
<td>Funding within and across fields and agencies</td>
<td>Agency data collection (and FCCSET)</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Cross-agency information on proposal submissions and awards, research costs, and the size and distribution of the research work force supported</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Agency allocations of costs within research project budgets, by field</td>
<td>Agency data collection</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Megaproject expenditures: their components, evolution over time, and construction and operating costs</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Research expenditures</td>
<td>Research expenditures in academia, Federal and industrial laboratories, centers, and university/industry collaborations</td>
<td>Lead agency survey</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Agency allocations of costs within research project budgets, by field</td>
<td>Lead agency survey</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Megaproject expenditures: their components, evolution over time, and construction and operating costs</td>
<td>Onsite studies</td>
<td>X</td>
</tr>
<tr>
<td>Research work force</td>
<td>Size and how much is federally funded</td>
<td>Lead agency survey</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Size and composition of research groups</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Research process</td>
<td>Time commitments of researchers</td>
<td>Lead agency survey</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Patterns of communication among researchers</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Equipment needs across fields (including the fate of old equipment)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Requirements for new hires in research positions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research process</td>
<td>Time commitments of researchers</td>
<td>Lead agency survey</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Patterns of communication among researchers</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Equipment needs across fields (including the fate of old equipment)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Requirements for new hires in research positions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome measures</td>
<td>Citation impacts for institutions and sets of institutions</td>
<td>Bibliometrics; surveys of industry and academia</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>International collaborations in research areas</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Research-technology interface, e.g., university/industry collaboration</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>New production functions and quantitative project selection measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Comparison between earmarked and peer-reviewed project outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evaluation of research projects/programs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indicators</td>
<td>Proposal success rate, PI success rate, proposal pressure rates, flexibility and continuity of support rates, project award and duration rate, active research community and production unit indices</td>
<td>Agency analysis</td>
<td>X</td>
</tr>
</tbody>
</table>

KEY: FCCSET = Federal Coordinating Council on Science, Engineering, and Technology; OMB = Office of Management and Budget; OSTP = Office of Science and Technology Policy; Pl = principal investigator.


tive research capability in the world. For many decades, scientific research has contributed in important ways to the cultural, technological, and economic base of the Nation.

In the 1990s, changing funding pattern and various pressures from both outside and within the scientific community will test the Federal research system. In such an environment, the prospects of fashioning a system that is responsive to national needs through selective, yet generous research funding will demand well-informed, coherent policies.

The system will face many challenges, but four are clear: First, new methods of setting priorities and

---

123 As Brooks has observed: "The research enterprise is more like an organism than like a collection of objects. 'The removal of one part may degrade the functioning of the whole organism and not just the particular function ostensibly served by the part removed." Harvey Brooks, “Models for Science Planning,” Public Administration Review, vol. 31, May/June 1971, p. 364. Policies must respond to, and in some ways, anticipate, the consequences of funding decisions on the research system. Indeed, this report has tried to warn about extrapolating the past to manage the future of the system.
increased use of existing methods are required at all levels of decisionmaking. Second, Federal expenditures for individual components of research projects have increased faster than inflation. Understanding and coping with these increases is imperative in research decisionmaking. Third, the development of human resources for the science and engineering workforce must occur through Federal incentives and institutional programs that act on the educational pipeline (K-12 through graduate study). Finally, gaps and uncertainties in the data used to describe the Federal research system must be reduced, and be replaced by more routine provision of policy-relevant information.

OTA finds that Congress, the executive branch, and research performers must converge on these issues. Potential congressional actions fall into three categories. Congress can: 1) retain primary responsibility for decisions and initiating actions; 2) place some of the responsibility for coordination and decisions on the executive branch; and 3) encourage research performers (especially universities, as well as Federal and industrial laboratories) to address components of these issues. (For a summary of possible actions, see table 1-6.)

At the congressional level, hearings, legislation, and oversight should first address crosscutting and within-agency priority setting at the national level. OTA suggests that one or more committees of Congress routinely (preferably biennially) hold hearings that require the research agencies, OSTP, and OMB to present coordinated budget plans with analyses that cut across scientific disciplines and research areas. Coordination among relevant committees of Congress would make this most productive. These hearings could also focus on crosscutting criteria for research decisionmaking within and across agencies. Emphasis must be placed on criteria to expand the future capabilities of the research system, such as strengthening education and human resources. A second set of congressional actions could explore cost-accountability efforts at the research agencies and throughout the research system. A final set of hearings ought to examine the state of data on the research system and improvements to inform congressional decisionmaking.

### Table 1-6-Summary of Possible Congressional, Executive Branch, and Research Performer Actions

<table>
<thead>
<tr>
<th>Congressional hearings, legislative efforts, and oversight to:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Set priorities across and within agencies, and develop appropriate agency missions.</td>
</tr>
<tr>
<td>- Evaluate the total portfolio to see if it fulfills national research goals, human resources needs, scientific infrastructure development, and balance.</td>
</tr>
<tr>
<td>- Initiate greater cost-accountability throughout the Federal research system.</td>
</tr>
<tr>
<td>- Expand programs that fortify the educational pipeline for science and engineering, and monitor the combined contributions of agency programs to achieve education and human resources goals.</td>
</tr>
<tr>
<td>- Augment data and analysis on the Federal research system for congressional decisionmaking.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Executive branch actions to:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Enhance cross-agency priority setting in the Federal budget and increase research agency flexibility to address new priorities.</td>
</tr>
<tr>
<td>- Institute better cost-accountability and cost-containment measures by agencies and research performers.</td>
</tr>
<tr>
<td>- Expand agency programs to promote participation in the educational pipeline for science and engineering, and require agencies to report progress toward these goals.</td>
</tr>
<tr>
<td>- Monitor and analyze policy-relevant trends on the research system, especially as related to the changing organization and productivity of research groups and institutions.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Research performer actions to:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Contain and account for research expenditures.</td>
</tr>
<tr>
<td>- Revise education and research policies as they affect: a) recruitment and retention in the educational pipeline for science and engineering, and b) faculty promotion, tenure, and laboratory practices.</td>
</tr>
</tbody>
</table>

**SOURCE:** Office of Technology Assessment, 1991.

Hearings could be followed with congressional oversight on agency progress toward their research missions, implementing the criteria chosen by Congress to enhance research decisionmaking.

---

instituting greater cost-accountability, and providing useful data and analysis on an ongoing basis to Congress.

Some of these hearings and oversight efforts already take place in committees of Congress. While they have been very useful, OTA finds that to effect change in the research system, congressional action must be comprehensive and sustained. Posture hearings with the Science Advisor and agency directors will not suffice.

In its role as the prime sponsor of Federal research, the executive branch (especially OSTP, OMB, and the research agencies) could provide more flexibility in response to changing research priorities. For instance, the executive branch could systematically initiate tradeoffs among agency research programs including, with the cooperation of Congress, the termination of programs. This would help to create more coordinated research policies. Similarly, the research agencies could institute greater cost-accountability measures, and include costs as explicit factors in decisionmaking at the project level. This would provide a more realistic assessment of future capabilities with respect to projected funding levels. On human resources issues, the executive branch could implement or expand agency programs and reporting requirements to: 1) encourage recruitment and retention of women, U.S. minorities, and other underparticipating groups in the educational pipeline for science and engineering; and 2) monitor the changing structure of research performance, especially forms of research organization, and devise funding allocation methods that accommodate both the needs of the PI and research teams. Finally, each of the research agencies (with NSF as the lead agency) could conduct routine data collection and analysis on policy-relevant aspects of their programmatic contributions to the research system.

Not all problems in the research system, however, can be addressed in Congress or by the executive branch. Universities and laboratories (both Federal and industrial) are key components of the system, and many policies are dictated by the practices within these institutions. Containing research expenditures and expanding the educational pipeline through institutional programs and requirements are examples of policy areas in which research performers must fulfill their role in the social contract implied by the Federal patronage of research. The Federal Government can only encourage universities and laboratories to follow new paths; few direct Federal incentives are available to initiate change. Greater delineation of government and research performer responsibilities would help to sanction congressional and executive branch action on problems in the research system.

In addition to specifying at which level (congressional, executive branch, or research performer) issues could be appropriately addressed, responses to the four challenges outlined above must also recognize many inherent tensions in the research system. They include the merits of more centralized decisionmaking juxtaposed against the advantages (and realities) of a decentralized Federal research system. Other tensions arise between the funding of mainstream individual investigator programs and set-aside or more specialized programs (see again table 1-1). Inevitably, policies that relieve some tensions will engender others.

In Summary, decisionmaking in the Federal research system concerns many laudable goals, and the options are clearly competing “goods.” Thus, the Federal Government must make tough choices, even beyond issues of merit and constricted budgets, in guiding the research system. A quarter-century ago, a chapter on “Science and the Federal Government” concluded with these words:
As never before in history, the status of science and technology has become an important hallmark of a nation’s greatness; and the United States clearly has perceived and acted upon this fact. In the process, the Federal Government has displaced the university, industry, and the private foundation as chief patron and has fashioned a host of institutions to administer vastly increased commitments to scientific and technological excellence.125

Sustaining and managing this system is the challenge of the decade ahead.