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Information and data processing technologies have played a critical role in making existing modes of
testing more efficient. The combination of the multiple-choice item format and machine scoring
technologies has made it possible for massive numbers of students to be tested all through their
educational careers.
By and large, computers and other information technologies have not been applied toward
fundamentally new ways of testing. However, advances in computers, video, and related technologies
could one day revolutionize testing.
Computer-based testing and computer-adaptive testing can have several advantages over conventional
paper-and-pencil tests. They are quicker to take and score, provide faster feedback, and reduce errors
due to human scoring and adminis tration. Some computerized tests can hone in on students’
achievement levels much more quickly and accurately than conventional tests.
Cutting-edge technology could push tests well beyond the existing paper-and-pencil formats.
Structuring and presenting complex tasks, tracking student cognitive processes, and providing rapid
feedback to learners and teachers are promising avenues for continued research and development.
Computerized testing also has drawbacks. It may introduce new types of measurement errors, place
students who lack familiarity with computers at a disadvantage, make it harder for students to skip or
review questions, raise new privacy issues, and create questions of comparability when students take
essentially “personalized” tests.
Realizing the full potential of new testing technologies will require continued research, and better
coordinated research, in the fields of learning theory, computer science, and test design.

Information and data processing technologies
have had a powerful influence on educational
testing. The invention of the multiple-choice item
format, coupled with advances in machine scoring,
made possible the efficient testing of millions of
children at all stages of their education. But these
efficiency attributes of machine-based scoring and
reporting also raised serious concerns: from the
earliest days of application of these technologies,
critics lamented the loss of richness in detail that had
been a feature of open-ended questions scored by
human judges, and contended that machine-scored
tests encouraged memorization of unrelated facts,
guessing, and other distortions in teaching and
learning.

Multiple-choice items and machine scoring of
tests brought a revolution in student assessment.
And, not surprisingly, once the technology became
an entrenched feature of school life, there began a
70-year period of gradual evolution: as information
and data processing technologies become more
powerful and sophisticated, they continued to influ-
ence educational testing, but the applications have

principally improved automation of the basic test
designs initiated at the turn of the century. There has
been relatively little exploration of how the technol-
ogy might open altogether new approaches to
student assessment. Today, however, some experts
believe a new revolution is in the making: they
contend that the increasing power and flexibility of
personal computers, video, and telecommunications
could move testing well beyond what paper-and-
pencil testing can accomplish.

The purpose of this chapter is to examine the state
of the art of information technologies in testing,
consider policy initiatives that could foster better
uses of current technology, and explore the possibil-
ities for wholly new paradigms of student assess-
ment, The chapter is divided into four sections. The
first provides a brief historical synopsis of technol-
ogy in testing, focusing on the combined effects of
multiple-choice and electromechanical scoring.

The second section is concerned with applications
of computers and video-related technologies to
conventional models of educational assessment. It
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254 . Testing in American Schools: Asking the Right Questions

addresses issues such as test design and construc-
tion, scoring and analysis of test results, item
banking, computer-adaptive testing, and new video
and multimedia applications.

The third section of the chapter describes the gap
between current and future models of testing, and
explores ways in which computers or other technolo-
gies could advance the development and implemen-
tation of new models.

Finally, the fourth section examines key policy
issues in developing new models of testing.

Historical Synopsis

Multiple choice made its debut in 1915 with the
Kansas Silent Reading Test, produced by Frederick
Kelly at the State Normal School in Emporia. With
modifications by psychologist Arthur Otis, multiple
choice ‘‘. . . soon found its way . . . from reading
tests to intelligence tests, ’ and made possible the
administration of the Army Alpha and Beta tests to
millions of draftees during the First World War.1

Clerks scored each test by hand, using stencils
superimposed on answer sheets. This new method of
testing transformed Alfred Binet’s individually ad-
ministered test format (called by some authors the
‘‘methode de luxe"2) into a format amenable to
group administration and the development of group
norms. According to one chronicle of this technolog-
ical change:

. . . the multiple choice question [was] . . . an
invention ingenious in its simplicity . . . [an] indis-
pensable vehicle for the dramatic growth of mass
testing in this country in the span of a few years. It
had not existed before 1914; by 1921 it had spawned
a dozen group intelligence tests and provided close
to two million soldiers and over three million
schoolchildren with a numerical index of their
intelligence; it was also about to transform achieve-
ment testing in the classroom.3

It was the Iowa testing program, under the
leadership of E.F. Lindquist, that was instrumental
in turning the twin concepts of group testing and the
multiple-choice item format into a streamlined
process for achievement testing of masses of school
children. 4 Lindquist took the first hand-scored tests
and designed a scoring key that could be cut into
strips, each strip fitting a test page, with the answers
positioned on the key to match the pupil’s responses
on the page. Later, Lindquist pursued his dream of
mechanical, and later electronic, scoring. IBM’s
prototype photoelectric machine encouraged Lind-
quist, who built his own analog computer in the
1940s. During the 1950s, he embarked with Profes-
sor Phillip Rulon of Harvard in an effort to design an
electronic scoring machine. Their basic innovation
has since become a staple of the testing industry:

. . . a specially designed answer sheet would pass
under a row of photo tubes in such a manner that each
photo tube would sense a mark in one of the boxes
on the answer sheet when illuminated by a light
source, and the pulses from this sensing would
trigger a counter cumulating a total raw score for
each test on the answer sheet; the raw score would be
converted to a standard score in a converter unit; the
standard score would be recorded by an output
printer geared to the scoring device.5

The first ‘Iowa machine’ went into production in
1955, and cost close to $200,000 (nearly three times
more than planned).6 Continuing refinements
through 1957 led Lindquist to boast that the machine
was living up to virtually all expectations. It could
now, in a single reading of an answer sheet, obtain
up to 14 separate raw scores; convert these into 20
different standard scores, percentile ranks, or con-
verted totals of the converted scores; obtain simulta-
neously as many totals and/or subtotals as the
desired combinations of counters would permit;
print and punch scores simultaneously; print or
punch both names and scores simultaneously; and

IFranz Samelson,  “Was Early Mental lksting (a) Racist Inspired, (b) Objective Science, (c)A lkchnology  for Democracy, (d) The Origin of Multiple
Choice Exams, (e) None of the Above? Mark the RIGHT Answer,” Psychological Testing and American Sociefy, 1890-1930, M. Sold (cd.) (New
Bru.nswic~  NJ: Rutgers University Press, 1987), pp. 113-127. See also ch. 3 of this report for discussion and ch. 1 for a reproduction of the cover of
the 1915 Kansas test.

%dolf Pintncr, cited in Samelso@ op. cit., footnote 1, p. 116.
~S~elso~  op. cit., footnote 1.
4FOr ~ ~omprehe~ive  ~scussion  of the histo~  of the Iowa progr~  see Julia J. Peterson, The ]owa Testing prOgWm ~Owa City. ~: university

of Iowa Press, 1983,) For discussion of the principal roles of Lewis lkrmm Edward Thomdike,  Robert Yerkes, and others in the birth of the
group-administered intelligence and achievement testing movemen~ see, e.g., Paul Chapman, Schools as Sorters: Lewis M. Terman,AppliedPgcho/ogy,
and the lnrelligence  Testing Movement, 1890-1930 (NCW  York NY: New York University Press, 1988); also see ch. 3 of this report.

5petcrson,  op. cit., fOOmOte 4, P. 91”

%id., p. 89.
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do a number of “interesting tricks” it was not
originally intended to do.

A new era of testing in American schools had
dawned. Here is how one test publisher, whose
experiences date from the earliest days of this new
era, describes the transition:

. . . [before machine scoring] most standardized tests
were hand-scored by the teachers. . . . Under that
system, tests corrected and scored by the teacher
provided opportunity for careful pupil analysis by
the teachers. In turn that analysis, pupil by pupil and
class by class, provided meaningful measures for
individualizing pupil instruction, improving instruc-
tion, reassessing the curriculum, and making appro-
priate textbook selections. Furthermore, and by no
means should this be overlooked, it gave the teacher
support beyond his or her undocumented human
judgment of pupils that by no means goes unchal-
lenged by many parents and, for that matter, pupils.
As the machine-scoring movement grew, the activi-
ties related to testing changed. Certainly, the scoring
activity left the classroom and often as not the school
system itself. Test results moved increasingly into
the hands of the administrative staff. Test specialists
were employed who were interested in an ever
broader array of derived scores to be used for many
purposes . . . the hands-on dimension for teachers
receded and in due course disappeared almost en-
tirely. 7

Current Applications of Computers
in Testing8

Design and Construction of Tests

Item Writing

Computers have many capabilities that can aid
test publishers in the efficient design and construc-
tion of standardized tests. In addition, basic word
processing, graphics, and spreadsheet programs
make it possible for State and district school
personnel, as well as individual teachers, to create
their own items or to edit items developed by others.
Editing the text of test items, selecting specific items

from a collection stored in memory, and sequencing
the test items are all substantially easier with basic
desktop computers and generic tool software.

Increasingly, however, dedicated item writing and
test construction packages have become available.
These go beyond the capacity of generic word
processing software and are intended specifically for
writing tests. For example, they can contain item
templates and special notations such as mathemati-
cal symbols not usually available with commercial
word processing software. Once the test is created on
the computer, it can then be printed out, reproduced,
and administered to students who fill in the re-
sponses in the traditional paper-and-pencil format.

Using computers to construct items is not a new
concept. Researchers in the 1960s had attempted to
develop software to facilitate the construction of
sentence completion and spelling items, but the
software was not adopted by test constructors.9 This
is explained in part by the feeling among some
experts that item writing for educational and psycho-
logical testing is more art than science, and that
computer technology routinizes what ought to be a
more fluid and creative process. Most item-writing
efforts for standardized achievement tests involve an
interplay between content specialists (teachers in the
content areas) and psychometric experts who iden-
tify item-writing flaws and examine the match
between items and objectives of the test.10

Item Banking

Increases in computer memory capacity have
made ‘‘item banks’ an important enhancement in
test construction. Large collections of test items are
organized, classified, and stored by their content
and/or their statistical properties, allowing test
developers or teachers to create customized tests.
Item banks in use today consist almost exclusively
of multiple-choice or true-false questions, although
there is some research under way on the use of
CD-ROM technology to store longer open-ended
items.11

THmoId Millm, former chairman of the Board, Houghton Mifflin Co., Inc., personal communication,  Dec. 14, 1990.

s~ls swtlon  draws on C.V. Bunderson,  J.B. Olseu  and A. Gmcn~rg, 4 ‘Computers in Educational Assessment,’ OTA contractor report, December
1990.

Wse-chi  Hsu and Shula F. Sadock, Computer Assisted Test Construction The Stare  of  the Art (Washington, DC: ERIC Clearinghouse on Tests,
Measurement, and Evaluation, American Institutes for Reseamk November 1985), p. 5.

l~Gale H. Reid, ‘‘Item Writing and Item Banking by Microcomputer: An Update, ’ Educational Measurement Issues and Practice, vol. 8, No. 3, fall
1989, p. 18.

] I see, ~g,, Jud& schw~~  and Katherine A. Via[or (eds, ), The Pn”ce of Secrecy: The Social, Inteliecfwd,  and psychologi~al  COStS  of current
Assessment Practice: A Report to the Ford Foundation (Cambridge, MA: Harvard Graduate School of Educatioq  September 1990).
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A variant on the item-bank concept is one in
which testing objectives are stored in the form of
algorithms that can be used to create individual test
items. The algorithm draws on stored data to
produce a vast number of variations on an objective.
Instructors choose the objective and specify the
number of different problems, and the computer
provides the appropriate test items (see figure 8-l).
One item bank currently on the market covers
mathematics objectives, from basic mathematics
through calculus.12 If the teacher wishes to test a
student on adding two two-digit numbers, the
objective is represented as A + B, where A and B are
whole numbers greater than 9 and less than 100. The
computer would then insert random numbers for A
and B, so that literally thousands of different items
sharing a similar measurement function can be
produced. The system can be customized to meet the
objectives of States, districts, or even specific
textbook or curriculum objectives.

Constructing standardized tests to meet the elabo-
rate and detailed test specifications of school dis-
tricts and States is a complex and time-consuming
task. Computers can help speed and streamline this
task by selecting test questions for use in a test form
to match detailed statistical and content specifica-
tions. After the computer selects test questions for
the first draft of a test form, these items can be
reviewed by test development staff, and possibly
field tested.13 Computing power greatly speeds up
this process and makes it possible for States and
local education authorities to create their own
standardized tests as well as varying forms of the
same test for multiple administrations.

Among the many applications of the item-bank
concept, a large-scale effort begun in West Virginia
in 1988 offers some useful lessons. 14 As part of a
larger effort to restructure financing in the State and
to assess learning outcomes for students, the State
purchased 1,200 copies of the testing software, one
for every school in the State, Reflecting a bottom-up
strategy, the system allows teachers to select items,
construct their own tests, print them out, copy them,
and administer them in the traditional paper-and-

Figure 8-l-Three Questions Created by
One Algorithm

1. What fraction of this figure is shaded?

2. What fraction of this figure is shaded?

3. What fraction of this figure is shaded?

B. 5/12

D. 5

B. 3

D. 7/10

B. 3

D. 1/2

SOURCE: ips Publishing, Exam in a Can  (brochure) (Weet  Lake Village,
CA: 1990).

pencil format. Score results can be analyzed and

student progress tracked through the use of instruc-
tional management software. A pilot test of the
system highlighted the fact that teachers needed
training on how to use the hardware and software
and that the existing infrastructure of computers for
teachers was inadequate. Among the benefits noted
were the ease in generating tests for many uses and
the advantages of relieving teachers of some of the
“busy work” of test construction and administra-
tion.

The West Virginia system deals with traditional
subject areas. Note, however, that in its request for
proposals for a computer system, the State sought a
system capable of storing item types other than
multiple choice and true-false, with software avail-
able in both IBM and Apple formats.

lzip~ ~blis~g, E~m in a Can (computer software) (Westlake Village, CA: 1~).

Is-k D. RW~e, ~~tor,  Development  DiViSiO~ Assessment  ~OVatiO~,  bericm coflege Wfig  pCOgW ptXSODd COUUOUIlbtiO~

September 1991. See also Dato N.M. de Gruijter,  “lkst Construction by Means of Limar Prokyamming,”  Applied Psychological Measurement, vol.
14, No. 2,1990, pp. 175-182; and Ellen Beokkooi-T”mming%  ‘The Construction of Parallet ‘Iksts From IRT-Based  Item Banks, ” Journal ofEducational
Statistics, vol. 15, No. 2, 1990, pp. 129-145.

14Jotm A. Willis, “ Uarning Outcome ‘IISing Program: Standardized Classroom I&A@ in West Virginia Through Item Banking, lkst Generation
and Curricular Management Sofhvare, ” E&cational  Measurement: Issues and Practice, vol. 9, No. 2, s ummer 1990, pp. 11-14.
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Scoring, Reporting, and Analyzing
Test Results

Computers are now vital to large-scale testing
programs. They allow for fast and efficient scanning
and processing of answer sheets, computation of
individual and group scores and subscores, and
storage of score data for later analysis. Item analysis
and item-response theory statistics can be calculated
across large numbers of test takers, and the item and
test statistic files can be automatically updated using
only a few simple commands. Archival copies of test
scores can also be easily made. Computers provide
a wide range of individual and group reports that can
be printed from the resulting test scores and profiles.
Computerized interpretative reports are also pre-
pared for an increasing number of educational and
psychological tests.

Large mainframes or computers are used to
process and analyze test data and to prepare printed
reports for individual students or groups of students.
These mainframes and computers are typically
located at centralized test development, publication,
and scoring service centers run by test publishers.

Taking Tests on the Computer

In addition to their role as workhorses to aid in test
construction, recordkeeping, and analysis and re-
porting of results, computers can also be the medium
on which tests are administered. This report defines
computer-based testing (CBT) as applications in
which students respond to questions directly on the
computer, via keyboard, keypad, mouse, or other
data-entry device. Test booklets, fill-in-the-bubble
answer sheets, and other traditional paper-and-
pencil testing techniques are not used.15

Classroom Testing With Networks
and Integrated Learning Systems

Much of the available computer software de-
signed for instruction includes questions throughout
the program designed to check on a student’s
understanding of the material. Responses can be
printed out for the teacher to gauge student progress
and identify problem areas. Many schools have
linked the computers they have in laboratories and

Photo credt:  Courtesy of National Computer Systems, Inc.

Using machines like the National Computer Systems’
Opscan 21, 10,000 tests can be scored in 1 hour.

classrooms; networks generally consist of 15 to 25
computers linked through a central file server. With
these local area networks (LANs), the same software
can be shared among many computers, easing the
logistics of administration for the teacher. Through
computers connected by a networked system, pro-
grams and data can be shared and then sent to
common peripheral devices such as a printer, hard
disk, or videodisc. Each computer on the LAN can
operate independently, using different pieces of
software for each student, or share software among
several or all students, enhancing the teacher’s
ability to manage and individualize instruction and
testing for each child.16

One of the greatest selling points of networks is
the added tracking and reporting capabilities that
become possible when all student data are stored on
a single storage device such as a hard disk. Stand-
alone computers with individual floppy disks do not
have sufficient storage capacity for all of the student
records in a class or school. In contrast, networked
systems make it possible to collect extended reports
on student progress. In large part because of the
appeal of these assessment features, the number of
districts with network installations has grown stead-
ily over the past 3 years, from just over 1,500 in
1988-89 to over 2,800 in 1990-91.17

lsp~~rmd ~encll~ my ~ ~~~d  ~ b~~~~  tools,  such  as scratchp~s  orworksh~ts,  but they ~enot the fo~ of en~ of fti answers to teSt qUeStiODS.

16 For f~erdl~msion  of how ~hool  ~wute~ can ~ networked, ~, e.g.,  U.S. Congress, Offlw of ~hnology Assessment, poWer ~?lf~eW  Too/S

for Tmching and Learning, OTA-SET-379 (Washington, DC: U.S. Government Printing Oftlce,  September 1988).
ITQ~i~ Education Data, “lkchnology  in Schools: 199@91 School Year,” Market intelligence (Denver, CO: 1991), p. T-7.
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Photo credf: Steve 14bit

Computers are a key feature at the Saturn School of
Tomorrow. A Mac Lab is available at all times for
students to do word processing and publishing.

Integrated learning systems (ILSs) are LANS with
a comprehensive instructional management system.
Courseware is typically published and sold by the
ILS vendor, and spans part or all of a curriculum
(e.g., K-6 language arts). It is possible to add
additional software in some ILSs. As in other
networked systems, instruction is controlled and
managed through the central computer, which may
be connected to printers, modems, videodiscs, or
other peripheral devices.

Because of their close linkages between instruc-
tion and testing, both of which can be matched to
district curricula, ILSs have become increasingly
popular. Although fewer schools have ILSs than
networks, their number has been growing rapidly
(from about 3,300 in 1989-90 to almost 7,000 in
1990-91). 18 The vast majority of ILS use is at the
elementary level, with more than 80 percent of ILS
usage in reading/language arts and mathematics.19

With an ILS testing is an integral part of instruc-
tion. The testing part of the system highlights what
to teach, and the instructional part is designed for
easy assessment of student performance. Some
critics fear this focus on test-based skills reinforces
a linear and limited approach to learning. Others,

Photo ad-t:  Steve V%it

At the Saturn School of Tomorrow, students work
independently on integrated learning systems.

however, suggest it could help bridge assessment
and instruction. The importance of networks/ILSs is
heightened by the fact that continued demand for
these technologies could create opportunities for
testing-software developers to collaborate with sup-
pliers of these products.

ILS vendors include Computer Curriculum Corp.,
Education Systems Corp., ICON, PLATO, Wasatch,
WICAT, and the Jostens Learning Corp. For exam-
ple, Jostens’ Instructional Management System is
intended to allow teachers to deliver a customized
sequence of lessons to each student; direct and
monitor student progress; adopt the sequence of the
embedded curricula and prescribe lessons from
third-party materials; branch students to appropriate
remedial or enrichment activities; generate criterion-
referenced pre- and post-tests; create, maintain, and
update instructional records on each student; and
electronically transfer records within and between
schools.

Although networks and ILSs offer a promising
way to bring computerized testing into the schools,
their focus is primarily on classroom instruction.
The growth in the installed base of networks and
ILSs in schools suggests the potential for their
expanded application in testing. It is important to
note that these centralized systems place software
and test items under the control of one person
(usually the teacher).

181bid.,  p. T4.
lgc~les  L. Blaschke,  ‘‘Integrated ~“ g Systems/Lastructional  Networks: Current Uses and Trends,” Educational Technology, vol. 30, No. 11,

November 1990, p. 21.
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Computers and Testing: Beyond the
Classroom

Computer-based testing is not commonly used for
system monitoring or student selection, placement,
and certification in elementary and secondary
schools. Few schools have enough computers to
implement a large-scale testing program via com-
puter.

20 Even where adequate hardware exists, the
demand for computerized standardized tests has, in
the past, been low. Today’s standardized paper-and-
pencil tests are a well-entrenched technology and
practice. Students, teachers, and the public are
familiar with test books and ‘bubble’ answer sheets
and the technology is easy to use, score, and
administer. There is also a well-developed and
longstanding support system underpinning g this type
of testing.

In their most basic form, CBT takes existing
paper-and-pencil tests and administers them on a
computer: test items, format, and procedures remain
the same as for paper-and-pencil, and the computer’s
role is that of an “automated answer sheet. ’ ’21

Computers offer capabilities that make even these
limited applications more flexible, powerful, and
efficient.

Tests other than those of academic achievement
have also become the subject of research in CBT.
Examples are various psychological tests and tests
used for admissions, placement, and certification at
the postsecondary level. The Educational Testing
Service (ETS) has been pilot testing computer-based
versions of the Graduate Record Examination (GRE);
both ETS and the American College Testing Pro-
gram (ACT) have developed computer testing pack-
ages for college placement testing and are currently
conducting research to verify comparability of
scores from the computerized and paper-and-pencil
tests. Finally, there is growing interest in the use of
computerized tests for professional certification, in
the military, and in industry for selection and
placement purposes.

To date, research on comparability between
computer-based and conventional paper-and-pencil
tests has had mixed results. Most studies have found
that students score slightly, but not significantly,
higher on paper-and-pencil tests than on computer-
based tests. Although it was hypothesized that
computer inexperience and computer anxiety might
exacerbate score differences between testing mod-
els, this has not been found to be significant. It has
been suggested, however, that earlier forms of CBT,
which did not allow examinees to skip items and go
back and answer them later in the test, or to review
and change responses of items already answered,
may have accounted for lower scores on computer-
based tests.22 Because of this concern, the American
Psychological Association Guidelines recommends
that test publishers perform separate equating and/or
norming studies when computer-based versions of
standardized tests are introduced.23 It should be
noted that current forms of CBT usually allow
students to skip items, return to them later, and
change their answers just as they would in a
paper-and-pencil test,

Computerized Adaptive Testing

An innovation in testing that applies the com-
puter’s rapid processing capability to an advanced
statistical model is called ‘‘computerized adaptive
testing’ or CAT. In conventional testing all exam-
inees receive the same set of questions, usually in the
same order. But with CAT the computer chooses
items to administer to a given examinee based on
that examinee’s responses to previous test items.
Thus, not all examinees receive the same set of test
items .24

The advent of “item-response theory” in the
1960s led to the realization that relative performance
of students could be assessed more efficiently if test
items were selected and sequenced with specific
reference to individual student ability. Instead of
presenting a broad range of items to all students,
some of which are too difficult and some too easy,
item-response theory allows the range of difficulty

~Jamcs  B. Olsen, Apryl COX, Charles Price, Mike Strozeski, and Idolina Vela, ‘‘Development, Implementation, and Wlidation  of a Computerized
Test for Statewide Assessment, ” Educational Measurement: Issues  and Practice, vol. 9, No. 2, surnm er 1990.

211saac  1. Bejar, ‘‘Speculation on the Future of Test Design+ Test Design:  Developments in Psychology and Psychometrics, S.E. Embretson  (cd.)
(Orlando, FL: Academic Press, 1985), p. 280.

~Stevcn  L. Wise and Barbara S. Plake, “Research on the Effects of Administering Tests Via Computers, ” Educational Measurement: Issues and
Prac/ice,  vol. 8, No. 3, fall 1989, p. 7.

~qlbid,

‘Ibid., p. 5.
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of items to be determined by the test-taker’s
responses to previous items:

Adaptive testing . . . seeks to present only items
that are appropriate for the test taker’s estimated
level of skill or ability. Questions that are too easy or
too difficult for the candidate contribute very little
information about that person’s ability. More specif-
ically, each person’s first item on an adaptive test
generally has about medium difficulty for the total
population. Those who answer correctly get a harder
item; those who answer incorrectly get an easier
item. After each response, the examinee’s ability is
estimated, along with an indication of the accuracy
of the estimate. The next item to be posed is one that
will be especially informative for a person of the
estimated ability, which generally means that harder
questions are posed after correct answers and easier
questions after incorrect answers. The change in item
difficulty from step to step is usually large early in
the sequence, but becomes smaller as more is learned
about the candidate’s ability. The process con-
tinues until there is enough information to place the
person on the ability scale with a specified level of
accuracy, or until some more pragmatic criterion is
achieved.25

The concept of adaptive testing is not new; most
individually administered tests have some adaptive
features, and in some group testing in a paper-and-
pencil format there may be a form of pretest to
determine student ability and to narrow the range of
items presented on the main test. However, the
enormous superiority of the computer in terms of
storage capacity and processing speed has made
adaptive testing much more efficient.

Computerized adaptive tests can be used for
instructional feedback, system monitoring, or selec-
tion, placement, and certification functions. One
example is the College Board Computerized Place-
ment Tests, developed jointly by the College En-
trance Examination Board and ETS, for use by
2- and 4-year colleges to assess the readiness of
entering students for college-level work in English,
reading, and mathematics, and to determine their
need for additional preparatory courses. These tests
have been used since the mid-1980s at approxi-
mately 80 colleges across the United States.26

The Portland (Oregon) school district has devel-
oped a CAT system linked to its districtwide testing

program. The Portland Achievement Level Testing
(PALT) program, a combined norm-referenced and
criterion-referenced test battery developed by the
district, has been the district’s principal evaluation
instrument since 1977. It has been expanded and
refined regularly to keep up with changes in
curricula and instructional priorities. All students in
grades three to eight take the PALT paper-and-
pencil tests in reading and mathematics twice yearly;
eighth graders are expected to meet the district’s
minimum competency levels, and if they fail they
must repeat the test periodically through high school
in order to graduate with a standard diploma.
Roughly 40,000 students (out of a total K-12
enrollment of 55,000) are tested twice yearly.

The CAT version of the test, known as Computer-
ized Adaptive Reporting and Testing (CARAT), was
initially developed over the 5-year period 1984 to
1989 with annual support from the Portland School
Board of $250,000 or more. It is expected to be
implemented districtwide by 1992 under a 3-year $1
million grant from the school board. It is available
for students to work on any time during the year.

CARAT consists of items drawn from the PALT
item banks. CARAT tests can count for placement in
special programs (talented and gifted, or Chapter 1).
However, at present students must take the paper-and-
pencil test on its electronic equivalent-not the
adaptive version—in order to be certified for gradua-
tion.

CARAT began on a pilot basis in six schools in
1985-86, and has since been implemented in all
Chapter 1 schools in the district. Computer adaptive
tests have been used for more than 5,000 students for
Chapter 1 evaluation and for assessing competency
in mathematics and reading, grades three through
eight, since the program was begun.

District officials hope to have CARAT installed in
every school by the 1992-93 school year, and
eventually to shift the entire testing program to
CARAT They believe that CARAT:

. makes it possible to test students as soon as they
enter the district, in order to place them in
appropriate instructional programs;

2SB~  F. Gr~ R. D~e~ B~~ L1oyd G. Hump~eys,  Robert  L. L@ and Mark D. Reckase, ‘‘~tic/d Guidelines fOr Assess% Computtied
Adaptive ‘lksts,”  Journal of Educational Measurement, vol. 21, No. 4, winter 1984, pp. 347-348.

~Bunderson  et al., op. cit., footnote 8, p. 22.
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makes possible more continuous assessment of
student progress during the school year than
would be possible from the fall and spring
testing alone;
is available at all times, providing access to
students alone or in groups at any time and at
any site;
provides ready access to longitudinal test data
on any designated group of students in the
school;
allows for the shortest possible tests (a CARAT
test takes about 20 minutes) with known
measurement properties; and
offers enhanced test security, since students
rarely get the same questions and since test
questions can be changed regularly .27

The Northwest Evaluation Association has mar-
keted the Portland adaptive testing system, includ-
ing the item banks and computerized software, to
other districts in Oregon, at a cost of approximately
$16,000. Currently about 15 districts, including
some other large systems, use PALT-based paper-and-
pencil tests and CAT.

Computerized Mastery Testing

One application of CAT, known as computerized
mastery tests, includes cut scores (the decision point
separating masters from nonmasters) to assess whether
the test taker has achieved “mastery’ in a field.28

Students pass or fail the test depending on how many
items they answer correctly. If the responses do not
provide a clear enough picture, additional items of
similar difficulty are presented until mastery is
determined. These tests typically require only one-
half of the questions administered in the conven-
tional paper-and-pencil format to reach the same
reliability levels. Reliability is high around the cut
score. As in the case of Portland, computerized
mastery testing can be used for minimum compe-
tency testing.

Occupational competency testing has also been a
target of new technological applications. Although
assessments such as the one designed for the

National Board of Medical Examiners (see box 8-A)
serve quite different functions than tests in the
elementary and secondary school years, they offer
some important lessons for the capability of comput-
ers and simulation software. (See also below, under
“New Models of Assessment and the Role of
Technology.”)

Taking Tests on the Computer: Pros and Cons

Computer-based testing can improve the effi-
ciency of standardized test administration and pro-
vide administrative benefits when compared to
standardized paper-and-pencil testing. But like any
new technology, benefits need to be weighed against
potential drawbacks.

Advantages of CBT

Because questions are presented together with the
response format (as opposed to a separate answer
sheet), it is faster to take a computer-administered
test. One study showed that CBTs and CATS are
between 25 and 75 percent faster than paper-and-
pencil tests in producing otherwise comparable
results (see figure 8-2).29

A greater variety of questions can be included in
the test-builder’s tool kit.30 Constructed response
items and short answers involving words, phrases, or
procedures can also be scored relatively easily by
matching them to the correct answer (or answers)
stored in the computer. Voice synthesizers can be
used for spelling or foreign language examinations.
Computer graphics and video can make possible
other novel item types or simulations.

Computers allow new possibilities for items that
require visualization of motion or complex interde-
pendencies. For example, a conventional physics
examination might require long and complex syntax
or a series of static diagrams to depict motion. On a
computerized test, motion can be more simply and
clearly depicted using either a high-resolution graphic
or video display. A computerized version of the item
gives a purer measure of the examinee’s understand-

zvDi~~~t ~ffici~~ ~otc, hOwe~~, tit Computeti  Adaptive  R~~ and ~S~g test  items  ~ appm on the paper-and-pencil Version Of tie test

that counts. The extent of overlap, which  could affect test validity, has not been measured.
~DaVid  J. Weiss and G. Gage K@sbW, “Applications of Computerized Adaptive 7ksting to Educational Problems, ” Journal of Educational

Measurement, vol. 21, winter 1984, pp. 361-375.

~James B. Olsen, “The Four Generations of Computerized lksting: Toward Increased Use of AI and Expert Systems, ” Educational Technology,
VO].  30, No. 3, March 1990, p. 37.

%oward  Wainer, ‘‘On Item Response Theory and Computerized Adaptive ‘lksts,’ The Journal of College Admissions, vol. 27, No. 4, April 1983,
p. 15.
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Box 8-A-Certification Via Computer Simulations:
The National Board of Medical Examiners

A 65-year-old man arrives at the Emergency Department of a major teaching hospital, complaining of
respiratory distress and sharp chest pains. He appears to be in acute distress, moaning and holding his hands
over the left side of his chest The emergency medical technician who brought the patient in says he has a
history of asthma and emphysema. You area medical student, and must diagnose and treat the patient. The
entire spectrum of modern medicine is at your fingertips, but time is of the essence in this potentially
life-threatening condition of respiratory or cardiovascular distress. What do you  do?l

This is an example of 1 of 25 patient simulations in a Computer Based Exam  (CBX) that has, since 1988, been
used at 75 medical schools in the United States and Canada. The  ultimate objective for these simulations is use in
the  certification examination of the National Board of Medical Examiners (NBME), required of physicians in
training before they can become licensed.

Medical schools have long been concerned that the examinations used to test students are heavy on the recall
of factual information, but may not adequately test other important indicators of a candidate’s readiness to practice
medicine. One of these characteristics is the ability to employ the skills needed in clinical care--evaluating patient
symptoms, conducting the appropriate procedures, ordering and evaluating tests, bringing in other experts for
consultation-in order to accurately and quickly diagnose patient problems and diseases. In the NBME’s CBX, the
examinee is provided a simulated clinical environment in which cases are presented for actual patient management.
Through a blank entry screen that automatically processes free-text orders, the examiner can request more than 8,500
terms representing over 2,300 diagnostic studies, procedures, medications, and consultants, and can move the
patient among the available health care facilities. As the examinee proceeds, the computer records the timing of all
actions taken. These actions are compared with a codified description of optimal management based on the
judgments of expert doctors, and scoring is based on how well the examinee follows appropriate practice.

An examinee’s management of the case presented above might proceed as follows (see figure 8-Al):
The results suggest a diagnosis of spontaneous pneumothorax (a collapsed lung), a possibly life-threatening

disease process. The patient’s low blood pressure suggests some degree of cardiovascular difficulty, indicating
immediate decompression of the patient’s left hemithorax (one-half of the patient’s chest cavity). Pressing F1 allows
a review of tests on order. It is currently 16:03; the chest x-ray result will not be available until 16:20 and the
examinee must decide whether to treat the patient now or wait until x-ray results are available. She decides to
perform an immediate needle thoracostomy (insertion of a needle into the chest cavity to evacuate the air) and the
computer simulates the process and results:

The rush of air confirms the diagnosis, but suddenly another message appears on the screen: “Nurses
Note: The patient’s pain is more severe.” More action is required. The examinee orders placement of a chest
tube; once the patient is stabilized, she orders blood to be drawn and additional medical history to be taken.
The examination continues until, at 16:37, the examinee completes the workup, admits the patient to the
ward, and leaves orders for followup procedures. At 16:50 the message appears on the screen: “Thank you
for taking care of this patient.”

In this example, the simulated case time was 50 minutes; it took the student 17 minutes in real time to complete
the case simulation. Cases can last for months of simulated time; examinees typically are allowed about 40 minutes,
but usually take 20 to 25 minutes.

NBME computer-based testing is being phased in in stages. In Phase I, results from a 1987 field study were
reviewed by an external advisory panel of experts in medicine, medical education, medical informatics, and
psychometrics; they concluded the following:2

• CBX succeeded in measuring a quality (reasonably assumed to be related to clinical competence) not
measured by existing examination formats.

● NBME should continue its current level of developmental activity directed at the ultimate use of the CBX
in the NBME examination sequence for certification.

 D.M. Duri@
(philadelphi& PA: National Board of Medical Examme‘ rs, 1990).

2s.G. cl- ~d NA.  m, ‘Cstiw  Report  of the NBME’s Computer-Based ‘l&ring,”
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● Examin ations should be delivered through a system that incorporates collaborations with medical schools.
. A phased approach should be taken: Phase I would entail distribution of software so that students and faculty

could familiarize themselves with the format and participate in collaborative research; Phase II would entail
formal field studies; Phase III would entail extended intramural testing services; Phase IV would entail
introduction in the certification examination(s).

For the first phase of testing, the case simulations, an evaluation of each student’s management of the case is
offered in the form of qualitative “case-end feedback,” derived from a scoring key developed by interdisciplinary
committees of expert clinicians. The record of action is preserved by the computer and becomes the basis for
computer grading of performance. Actions are evaluated in several item categories:3

Benefit: considered appropriate and useful in the management of the patient;
Neutral: representing acceptable actions that do not necessarily differentiate one student from another;
Risk: not required and may result in morbidity;
Inappropriate: represent nonharmful actions that are not indicated in the management of the patient;
Flag: indicate that the student did not successfully fulfill the testing objective or subjected the patient to

unacceptable risk or poor probable outcome, through errors of omission or commission.
Additional data provided include itemized charges for services and tests, and a transaction list of actions taken.

3stepben  G. cl-, M.D., Pmjwt  director  for Computer Based - National Bored @f Mtiic~ fi~~, P~so~ ~mticatiOn*
November 1991.

Figure 8-A1--CBX Case Computer Screen

Day I (Wed) Time 16:03 Location: Emergency Department

Vital signs (MD-recorded) Day I @ 16:03

Pulse rate (supine) I I 8  beats/min

Systolic (supine) 98 mm Hg

Diastolic (supine) 58 mm Hg

Respiratory rate 32/minute

Chest/lung examination

Thorax normal. Breath sounds absent on the left.

Hyperresonance to percussion on the left.

Cardiac examination Day 1 @ 16:03

Heart sounds faint. Radial, brachial, femoral and popliteal

pulses weak but equal bilaterally.

***** *********************** ● ***

SELECT ANY FUNCTION KEY
***** *********************** ****

FI-ORDER F2-H&P F3-REVIEW F4-CLOCK F5-PAUSE F6-HELP

SOURCE: K. E. Cotton and D.M. Durlnzi,  Computer Based Examinafbn  Soffware  System:
/-Phase // Update (Philadelphia, PA: National Board of Medical Examiners, 1990).

Continued on next page

Day I @ 16:03

297-933 0 - 92 -- 18 : QL 3
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Box 8-A-Certification Via Computer Simulations:
The National Board of Medical Examiners-Continued

Phase II entails formal field studies addressing the validity, reliability, utility, and practicality of the system
and its derivative scores for use at the level of clinical clerkships. The testing  software includes 8 CBX simulations
and a  140-item multiple-choice examination. These examinations were administered at the completion of clerkships
in surgery, pediatrics, internal medicine, and obstetrics-gynecology. Separate scores were generated for each
measure in each discipline for over 1,700 students at 9 schools since 1989. Scores are generated by an automated
scoring system that codifies criteria specified by expert clinicians and consist of an ability measure and flag score.
The findings to date areas  follows:4

●  Student surveys indicated  that students  believed that CBX simulations were more representative of the
materials in the clerkship and more effective in allowing demonstrations of what was learned in the clerkship
than were the multiple-choice questions.

. Reliability of the CBX scorns in which them were large samples ranged from 0.70 to 0.80. These findings
have been consistent across subjects, time, examinee level of training, and machine interface changes.

● The validity of the scores in this context is supported by multiple studies in which independent evaluations
of average case performance by clinicians show high correlations with the CBX scoring systems.

. Correlations between multiple-choice and CBX scores in the same discipline are more moderate (0.37 to
0.50 corrected for the unreliability of the measures). Assuming the CBX scores are valid, as supported by
the above-mentioned rating studies, this indicated that unique measurement information of merit in the
evaluation of medical students is provided by both CBX and the multiple-choice questions.

● Analysis of multiple-choice questions compared the computerized versus paper-and-pencil versions.
Students were ranked similarly on both versions, although the computerized multiple-choice version appears
to be more difficult than the Paper-and-pencil version by about 25 standard score points (@.01), suggesting
that use of norm data from the paper-and-pencil tests would be inappropriate for the computer-based version.

Several other research questions are being addressed. They include:5

1. Are the CBX scores valid as an interdisciplinary evaluation of senior medical students?
2. What are effective means for weighting the relative importance of items and defining pass-fail standards?
3. How comparable are different sets of simulations in providing equivalent challenges to examinees?
4. Can simulations be “disguised” and reused without jeopardizing test  fairness and meaningfulness   o f

scores?
In addition, the Nation Council of State Boards of Nursing has taken the CBX model and is in the process of

adapting it to the model of nursing education, and researching its use for possible certification examination.

4uwtiW  National B- of ~“ Examhms &@ cited in National Board of Medical ~“ rs, 
 (PWdcl@IQ PA: 1991).

5(11= op. tit., footnote 3“

ing of the physics concept because it is less CBTs allow for improved standardization of test
confounded with other skills such as reading level.31 administration. For example, time allowed for any

given item can be controlled, and instructions to test
Alternate modes of response can be used on the takers are not affected by variations in presentation

computer. Keyboarding reduces problems in inter- by human examiners.
preting handwriting, and the use of tablets, mouse,
touch screens, light pens, and voice entry can Scheduling of CBTs is more flexible, since not all
provide new data entry formats. These new sources students have to be tested at the same time.32

for data input also open doors for testing students
with physical disabilities who may be unable to use CBTs are not affected by measurement error due
traditional paper-and-pencil testing methods. to erasures or stray marks on answer sheets. Young

Slwise ~ ~~e,  op. cit., foornote 22, p. 6.

Szsee, for example,  Gerald Br~q, ‘‘Computerized ‘lksting: A Possible Alternative to Paper and Peneil?’ Electrom”cLearning,  vol. 9, No. 5, February
1990, p. 16.
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Figure 8-2—Mean Testing Time for
Different Testing Formats
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SOURCE: James B. Olsen et al., “Comparisons of Paper-Administered,
Computer-Administered and fimputer  Adaptive Achievement
Tests,” Journal of Educational Computer Research, vol. 5, No.
3, 1989, pp. 311-326.

children, who may have difficulty connecting an
answer with its associated letter on a separate answer
sheet, may have less trouble supplying their answer
directly on the computer.

Computerized adaptive tests provide greater meas-
urement accuracy at all ability levels than either
CBTs or paper-and-pencil tests,33 because they can
more accurately discriminate using fewer items.

CBTs allow for immediate scoring and reporting;
responses entered directly on the computer can be
scored and tabulated in seconds, and scores can be
reported back to the examinee and the teacher
virtually instantaneously. Rapid feedback of this
sort can be particularly important for teachers and
more useful than paper-and-pencil tests that can
require 6 weeks or more to be scored.

CBT allows for greater integration between
instruction and assessment. Students working
through lessons on an ILS can be assessed as they
progress. Assessment can take the form of pauses in
the instructional sequence during which students
respond to questions or other prompts; with more
sophisticated tracking software the assessment can

take place on a continuous basis, providing informa-
tion to teachers about student strengths and weak-
nesses as they work.

CBTs can provide more detailed information than
paper-and-pencil tests. For example, student re-
sponse time for any or all items can offer clues to
student strengths and weaknesses; tests equipped
with this feature can keep track of skipped questions,
item-response times, and other possibly relevant
data. This information can be useful to test takers as
well as teachers.

CBTs provide a more efficient means to pretest
new items, which can be inserted unobtrusively into
any sequence of questions; faulty items can be
eliminated and the computer can adjust its scoring
algorithm accordingly.34

CBTs are more secure than paper-and-pencil
tests. There are no paper copies of tests to be
misplaced or stolen, items can be presented in mixed
sequences to different students, and the number of
items stored in memory is too large for anyone to
attempt to memorize. Computerized adaptive tests
have a particular security advantage: each test taker
gets essentially a unique test.

Finally, CBTs may offer a set of less tangible
advantages over paper-and-pencil. Among the is-
sues researchers are exploring are: whether success-
ful handling of the technology itself raises self
esteem of students, especially developmental or
low-ability students; whether rapid feedback re-
duces test anxiety; whether students become less
frustrated and bored with CBT than with paper-and-
pencil tests; and whether students are less embar-
rassed when results are given by the computer rather
than by a teacher.

Disadvantages of CBT

CBTs may introduce new kinds of measurement
error or may introduce new factors that compromise
the accuracy of the results. For example, results on
a mathematics or science test could be skewed if
poor screen resolution interferes with the student’s
decoding of graphs or images; long reading passages
requiring the examinee to scroll through many
screens could favor students with ability to manipu-
late computer keys rapidly rather than gauge relative

33 Bunderson  et d., op. cit., footnote 8, P. 385.

34 W~cr, op. cit., fOOtnOte  30.
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reading comprehension proficiency .35 Input devices
such as a mouse may be difficult for some students
to operate, and current touch screens may not be
accurate enough for sophisticated items requiring
pointing and drawing. These issues suggest also that
the lack of experience or familiarity with computers
and keyboarding may put some students at a
disadvantage compared to others.

Most CAT software, because of its branching
algorithms, prevents examinees from reviewing or
changing an answer without changing all of the
items following the changed ones. The effects of this
rigid sequencing on response patterns and cognition
are not well understood.

Results of CATs are less obviously comparable to
one another because each student’s test is different
in both the questions presented and the time allotted
to finish. This may cause a perception on the part of
students or others that test scores are somehow not
a fair basis for comparisons.36 These problems are
aggravated by the general lack of familiarity with
CAT on the part of test takers and the general public.

Ironically, the computer might provide too much
information: teachers, parents, students, and admin-
istrators may be unable to digest the large amounts
of data made available from CBTS.37

Reliability and validity of CBT generally and
CAT specifically are important issues. Some studies
have found that CAT can achieve reliability as high
as conventional tests with far fewer items.38 How-
ever, potential threats to validity and reliability
warrant careful consideration: for example, issues
related to content validity, effects of presentation
mode on construct validity, potential negative ef-
fects on low-ability examinees, different contexts
for item presentation, and the uses of data from
conventional tests to set parameters of CATS.

Cost Considerations

Cost factors could pose formidable barriers to
widespread adoption of CBT. Under current large-

scale testing arrangements, when masses of students
are tested at the same time, hardware requirements
for CBT would be prohibitive. Scheduling students
to be tested at different times could provide relief
and would not necessarily create security risks,
especially if a CAT model is used. But this approach
would require drastic organizational changes from
existing testing practice. Nevertheless, it may be
possible to conduct some large-scale testing activi-
ties in shared facilities equipped with the appropriate
testing hardware. Today’s college entrance exami-
nations are not offered in every school, but in
selected sites on preselected dates; ETS is now
considering setting up testing sites for administra-
tion of the GRE and professional certification
examinations that are supplied with sufficient hard-
ware to support CBT. These sites could be in schools
or separate testing centers; in either event, the
facility would be rented or leased by the test users
(e.g., a professional association sponsoring certifica-
tion examinations) for the time required to conduct
the testing. Schools could adopt this shared facilities
concept if it were necessary to conduct large-scale
testing activities during a set time period.

Test Misuse and Privacy: A Further Caveat

Fully integrated instruction and assessment,
hailed by some as the ideal approach to student
testing, raises important questions related to test
misuse and privacy. In a word, when testing is more
closely linked to instruction it may become increas-
ingly difficult if not impossible to prevent test
results from being used inappropriately. It is pre-
cisely the tremendous recordkeeping and adminis-
trative efficiencies of CBT that pose this threat. To
illustrate this concern, consider the ethical dilemmas
that arise if students do not know they are being
tested: as long as the information is used solely as
feedback to teachers and students to improve learn-
ing, then there would be little objection. But if the
results are used in high-stakes decisions such as
graduation from grade school or placement into
special classes (e.g., gifted or remedial) or made

35RMemch  ~ Sh~~ tit most ~Oplc read so to so ~rcent Slower fiorn a computer  s~ccn W tirn paper. U~til  screen resolution is ifnpIUVt3d
significantly (e.g., 2,0COby2,000 lines of resolution), this problem may not be resolved. Chris Dede, George Mason University, personal communicatio~
Sept. 3, 1991.

36@e~  et al., op. cit., fOOmOte 25.

31’Ol~en et ~,,  op. cit.,  fm~ote 20, ~We  tit too much ~o~tion WU provid~  to tewhers  on ~ch child in the ‘Ikxas  pilot study. The solution W=
finally to print one page of analysis for each child accompanied by an order form for the teacher wanting additional information.

36 For ex~ple,  ~ s~dy of tie c~o~aversion  of tie ~ed Services  Vocatioti  Apti~de Battery found that the alternate forms  reliability coefllcient
for a 15-item California test was equivalent to that of a 25-item conventional test. Similar findings have been found in other studies. Wise and Plakc,
op. cit., footnote 22, p. 8.
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available to districts and States for accountability
measures, the concept of seamless integration of
instruction and assessment becomes less obviously
attractive. And, in addition to the ethical problems of
using data derived from tests that students did not
know were tests, there is also the danger that in the
long run students (and teachers) will figure out how
their test results are being used, which would lead to
distortions in test-taking practice and teaching.
“Teaching to the test” and other unintended effects
of high-stakes testing (see also ch. 2), could under-
mine the value of integrated teaching and testing.

Other New Tools for Testing: Video,
Optical Storage, Multimedia

Video technologies are the newest tools of in-
struction. The near ubiquity of videocassette record-
ers (VCRs) in schools makes the use of video more
feasible for testing as well.39 Furthermore, video-
discs and digital video interactive also offer new
possibilities for integrating video capabilities in
item presentation for more realistic kinds of tasks.
Often new technologies are combined with older
formats for innovative testing arrangements. In the
Oregon Statewide Assessment test of listening
skills, for example, prerecorded videotapes set the
scene for questions, which are presented on tradi-
tional paper-and-pencil multiple-choice tests. De-
velopers believe that the visual stimuli presented on
the tape is more realistic and better than having
questions read aloud from text. The system was first
used as an element of the statewide assessment in the
spring of 1991.40

A more sophisticated optical storage device now
also coming into use in some schools is the
videodisc: a large silver platter (resembling a
long-playing record) that uses analog technology to
store text, data, sound, still images, and video.
Computer branching algorithms can be used to
manage and sequence the vast amounts of informa-
tion stored on videodisc; this coupling of optical
storage and computing technology has already
resulted in some powerful instructional applications,

either in the form of enrichment materials or for
courseware, some of which contain built-in testing
and evaluation components. Researchers in this field
anticipate new testing applications of videodisc in
the future, given the capacity of the technology to
store large amounts of multimedia items and inte-
grate them with testing programs residing in the
computer. Roughly one-fifth of American schools
already own videodisc players.41

An application of videodisc to certification testing
is the prototype developed by ETS to assess teaching
and classroom management skills as part of the new
National Teachers Examination. The experimental
program presents filmed dramatizations of class-
room management problems that typically occur in
an elementary school classroom, and prompts the
viewer to respond to each vignette. For example,
after watching a scene the viewer may be asked to
choose the teacher’s next course of action; the choice
activates a branch in the computer algorithm and
displays the consequences of the choice.

Cost Considerations

As with many other instructional technologies,
high costs of software development coupled with
uncertainty and fragmentation on the demand side
have slowed the development of innovative applica-
tions. However, if videodisc technology becomes a
more common instructional tool in classrooms,
software developers will face better prospects for
return on their development investments. Without
some sort of public intervention, it is unlikely the
private market will produce the kinds of videodisc or
other high-end technological innovations that could
make a real difference in schools.42 There is already
some evidence that State education policies could
stimulate growth in this market. For example, the
decision of the Texas Board of Education to allow
videodisc purchases with textbook funds is expected
to lead to increased videodisc use in Texas schools,
and. because of the large percentage of the school
market that Texas represents, this policy is likely to
spur increased videodisc development and use.43

~~A~ of the 19~91 ~chml  ~ew, 94 ~rcent of all schools have onc or more videocassette recorders, Quality Education Data, Op. Cit., fOOmO[e  17,
p, T-8,

~JEvc]yn  Brezinski,  Interwest  (Oregon), personal communication Jan. ~, 1991.

dlQuali~  Education Data, op. cit., foanote  17, p. T- 10.
42 For ~[~lysis of the im.~c(lo~  sof~~c ~ket  ad dis~ssion  of public policy oplions see Offlcc of Technology Assessment, Op. Cit., fOOtnOle

16, especially ch. 4.

47 Pctcr West. ‘‘Tex. Videodisc Vote Called Boon to Electronic Media, ’ Educa(/on Week, vol. 10, No. 13, Nov. 28, 1990, p. 5.
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New Models of Assessment and the
Role of Technology44

Most current uses of computer and information
technology in large-scale testing make the conven-
tional test format faster and more efficient than
paper-and-pencil methods. The computer technolo-
gies have not, to date, created real alternatives to
standardized multiple-choice tests.45 Rather, the
focus of computer applications has been on the
familiar psychometric model, with enhancements
that adapt the number, order, difficulty, and/or
content of standard assessment items to the re-
sponses.46

There are two possible consequences that may
spring from this replication. First, such a concentra-
tion may reinforce existing test and item formats by
disguising them in the trappings of modem technol-
ogy, creating a superficial air of advancement and
sophistication. Moreover, these technical advances
could make it even harder to break the mold of
current testing practices, ignoring advances in test
theory.

Using Information Technologies
to Model Learning

How could computers and computer-related in-
formation technologies make possible enhance-
ments to the current models of testing? How could
these technologies be applied toward assessments of
a broader range of human ability, cognition, and
performance? Recent developments in cognitive
psychology point to fruitful avenues for research and
development (R&D).

First, human cognition and learning are now seen
as constructive processes: seeing, hearing, and
remembering are themselves acts of construction.
Learners are viewed not as blank slates, passively
recording and recalling bits of information, but as
active participants who use the fragmentary cues
permitted them by each of their senses to construct,

verify, and mod@ their own mental models of the
outside world.

Assessment procedures consistent with this view
of cognition as an active, constructive activity are
not limited to simply judging responses as correct or
incorrect, but take into account the levels and types
of understanding that a student has attained. Imagi-
native new types of test items are required to
accomplish these ends, along with new techniques
for scoring items that permit construction of dy-
namic models of the levels and types of learner
understanding. Most if not all of these new tech-
niques will require the use of computers. This work
could lead to measures of human cognition and
performance that are at present only dimly per-
ceived, because of limited access and inexperience
in measuring them.47

Second, some research on cognition holds that all
learning is situated within “webs of distributed
knowledge.”48 Cognitive performances in real-
world settings are supported by other people and
knowledge-extending artifacts (e.g., computers, cal-
culators, texts, and so forth). This concept chal-
lenges traditional views of how to determine stu-
dents’ competence. If knowledge is tied in complex
ways to situations of use and communities of
knowers, then lists or matrices of abstracted con-
cepts, facts, procedures, or ideas are not adequate
descriptors of competence. Achievement needs to be
determined by performances or products that inter-
pret, apply, and make use of knowledge in situations.
It follows from this view that estimates of learner
competencies are inadequate if they are abstract or
without context.

Computer-related technologies may be able to
help integrate what is known about how children
learn into new methods of assessment. This could
include: diagnosing individualized and adaptive
learning; requiring repeated practice and perform-
ance on complex tasks and on varying problems,
with immediate feedback; recording and scoring
multiple aspects of competence; and maintaining an

44Much of MS d~ussion  is based on Bank Street College, cater fOr ~dren  and ‘lkdmology, “Applications in Educational Assessment: Future
‘Ikchnologies,”  OZ4 contractor repon 1990.

dsw~ter Haney and &rge hf.WhS, “Searching for Alternatives to Standardized Rxws: Whys, Whats, and Whithers,” Kappun, vol. 70, No. 9, May
1989, p. 686.

~Dext~  Fletcher, Institute for Defense Analyses, ‘‘Military R~ch and Development in Assessment ‘lkchnology,  ’ unpublished report prepared
for O’IA, May 1991.

411bid.,  p. A-2.
~Bti str~t College, op. cit., footnote 44.
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efficient, detailed, and continuous history of per-
formances. There are four specific areas in which
computer technology has begun to demonstrate the
potential for significant enrichments to assessment.

Tracking Thinking Processes

Computers enable certain kinds of process records
to be kept about students’ work on complex tasks as
the work evolves and is revised. They allow the
efficient capturing of views of students’ problem-
solving performances that would otherwise be invis-
ible, evanescent, or cumbersome to record. For
example, it is possible to keep records of whether
students systematically control variables when test-
ing a hypothesis, to look at their metacognitive
strategies, to determine what they do when they are
stuck, how long they pursue dead ends, and so
forth.49

Learning With Immediate Feedback

Because students can be put into novel learning
environments where the feedback is systematically
controlled by the computer, it is possible to assess
how well or how fast different students learn in such
environments, how they use feedback, and how
efficiently they revise.

Structuring and Constraining Complex Tasks

Computer environments can structure and con-
strain students’ work on complex tasks in ways that
are otherwise difficult to achieve. In simulations,
dynamic problems that may have multiple outcomes
can be designed, and student progress toward
solutions can be automatically recorded, including
time, strategy, use of resources, and the like. The
tasks can be designed to record students’ abilities to
deal with realistic situations, like running a bank,
repairing broken equipment, or solving practical
problems that use mathematics. They can show how
students sift, interpret, and apply information pro-
vided in the computer scenarios, making it possible
to measure students abilities in understanding situa-
tions, integrating information from different sources,
and reacting appropriately in real time.

Using Models of Expertise

In more advanced assessment systems, models of
expertise can be programmed and used to guide and
gauge students’ development of understanding in a
subject area or domain. In this case, learning  and its
monitoring occur simultaneously as the expert
system diagnoses the student’s level of competence.
This makes it possible to record the problem-solving
process and compare the student’s process with that
of experts in the field.

Hardware and Software

Many types of hardware and software configura-
tions apply to these concepts of assessment. Tele-
communications, for example, is an important tool
for sharing information about alternative assessment
tasks. Vermont is using a computer network to share
information on student portfolios that are now used
for statewide accountability in mathematics and
writing. Teachers will be able to share examples of
work to help develop common standards of grading
the portfolios, as well as to discuss teaching strate-
gies and other concerns over the statewide electronic
bulletin board.50 As shown in box 8-B, another
example is the use of technology in support of the
demonstrations of mastery (’ ‘exhibitions’ required
of students in the Coalition of Essential Schools (see
also ch. 6).

There are many examples of attempts to adapt
generic software tools to assessment: word proces-
sors, database software, spreadsheets, and mathe-
matics programs for statistical reasoning. These
tools can be modified in order to record information
in a sequence of work sessions and provide snap-
shots of students’ processes in solving a problem or
task. A word processor can record the stages of
development of an essay; a spreadsheet program can
record the steps taken in the solution of a multistage
problem in mathematics. Because technology-based
environments support accumulation and revision of
products over time, they are well suited to portfolio
models of assessment (see also ch. 6).

As teachers use these tools in teaching, it is
appropriate that they be employed in testing situa-
tions as well. For example, when writing is taught as
a process using a word processor, students develop

@TiIis rqmwnts an extension of basic concepts such  as tie ‘‘audit trail,’ already in use in some instmctional  software, to assessment. For discussion
of intelligent tutoring and related concepts, see Office of ‘Ik&nology  Assessment, op. cit., footnote 16, ch. 7.

%hrry Miller, New England lklephone,  personal communication% September 1991.
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Box 8-B—The IBM/Coalition of Essential Schools Project: Technology in Support of
“Exhibitions of Mastery”1

 “Planning backwards’ ’-that is the term for how schools in the Coalition of Essential Schools determine what
knowledge they want their students to possess, and what skills they want them to be able to demonstrate when they
graduate. At Sullivan High School in Chicago, every member of the school community reads and participates in
seminars discussing the works of great men and women, from Aristotle to Martin Luther King, in order to
demonstrate their abilities to analyze and interpret works of original text. Seniors at Walbrook High School in
Baltimore spend 1 year researching a specific question like “Is the city water safe to drink?” and must present
findings, answer questions, and defend their positions before a panel of teachers and students, much like a Ph.D.
student defending a dissertation. At Thayer High School in Winchester, New Hampshire, the faculty work in teams
of four with a group of students for 3½ hours each day on a set of interdisciplinary “essential questions” chosen
by the teaching team, allowing the students to show the connections among multiple disciplines.

These new teaching approaches require new assessment approaches. What is perhaps unique is how technology
is being considered from the start as a tool for facilitating the restructuring that such "planning backwards” requires.
IBM has committed $900,000 to the Coalition project at Brown University, along with equipment and technical

lwt~ for this box is from The Brown University NOwS Bma, “IBM and Brown University Select Five High Schools for National
‘Exhibitions of Mastery’ Pmjec~” news release, June 26,1991, and David Niguidt@ Coalition for Bssential Schools, Providence, RI, personal
communication December 1991.

Figure 8-B1--Menu for Coalition of Essential Schools’ Exit-Level Exhibitions
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SOURCE: Coalition for Essential Schools, Brown University, Providence, RI.
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support, to work with these schools and two others (Eastern High School, Louisville, and English High School,
Boston) to examine how technology can facilitate the planning, development, and evaluation of the “exhibitions
of mastery’ assessment procedures at these schools. Technology is expected to be used in the following ways:

Research: CD-ROM, videodiscs, computer databases, and telecommunications will be used for accessing
and keeping track of information the teachers need for their teaching and the students need for their
exhibitions.
Student-Teacher Communications: Electronic mail will make it possible for information to be shared
between students and their teachers both within a school and among sister exhibition schools. Project
management will be tracked on the computer networks, and file transfers will be made so teachers can
“red-pen” student drafts in progress.
Performances: Tools such as word processing, desktop publishing, and multimedia will be used for creating
student products.
Assessment: Electronic portfolios of work in progress and records of student activity throughout the
exhibition project will be created. Telecommunications will be used for assessing exhibitions within and
among schools.

An electronic exhibitions resource center has been established by the 110+ member schools of the Coalition
for Essential Schools. They are all contributing to this library of practical ideas, methods, and materials, which will
be available on-line to help Coalition member schools create their own exhibitions. The exhibition resource center
will provide a forum for discussing exhibitions and receiving updated information (see figures 8-B1 and 8-B2).

Figure 8-B2--Sample Screen When “Visions” is Selected From Menu
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SOURCE: Coalition for Essential Schools, Brown University, Providence, Rl; example from Central Park East Secondary

School, New York, NY.
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the skills of freewriting, drafting ideas, writing a
draft, revising, moving ideas around, editing-using
all the tools of creation and revision provided by
today’s word processing software. To then test these
writing skills using a paper-and-pencil examination
would be as inappropriate as teaching a pilot to fly
a jet and then testing his skills in a hang glider.
Similarly, students taught to use calculators as
mathematical tools should be tested on their ability
to use these tools to carry out mathematical calcula-
tions.

The tests under development for certifying archi-
tects provide an interesting example of how ad-
vanced tools available on computers can enrich test
design and scoring. Examinees use the computer
tools that allow them to draw, measure, calculate,
change the size and scale of objects, and extract
information from databases embedded within the
testing software (see box 8-C).

Another category of software includes simula-
tions and modeling programs that create highly
realistic problem-solving contexts. Examples can be
found in most domains, both in and out of school,
and are available for computers in the schools. They
enable students to observe, control, and make
decisions about scientific phenomena that would
otherwise be difficult or impossible to observe. For
example, with Physics Explorer, students can con-
duct and observe a series of experiments that
simulate the behavior of objects and phenomena
under different conditions.51 For example, a student
can compare the upward acceleration of an object
under different conditions of gravity. The assess-
ment includes onscreen records of various experi-
ments that are conducted; printouts of steps taken by
the student in the form of note cards, experimental
parameters, and sequences of decisions; and video
recordings of students interacting with software and
explaining their work. Scoring is based on under-
standing of interactions among parameters, appro-
priateness of experiments conducted, systematic
approach to testing of variables, use of different
information sources, nature of predictions and hy-
potheses, interpretation of experiments, and quality
of group collaboration.

Other computer simulations enable students to
carry out complex actions by simulating decision-

, , ,,, , ,, ,

Photo credit: MECC

Wagon Train 1848, created by MECC, is an example of an
educational simulation program.

making activity in the sciences, social science,
history, and literature. For example, Rescue Mission
is a simulation that allows elementary school
students to navigate a ship to rescue a whale trapped
in a net by learning the mathematics and science
required to read charts, plot a course, and control
navigation instruments.52

One of the most promising aspects of simulation
software for education is the fact that this software
is already in use and popular in schools today, and
can be supported on relatively inexpensive comput-
ers. Simulation and modeling programs can provide
multiple complex tasks and record how students go
about solving them. They provide opportunities for
assessing students’ skill in such problem-solving
activities as formulating the relationships between
variables, troubleshooting or diagnosing problems,
and integrating multiple types of information in
decisionmaking.

Video and multimedia systems are a third category
of technology with applications to new concepts of
student assessment. VCRs can record the interac-
tions of students in groups, and the ways they use
aspects of their social and physical environment in
accomplishing tasks. Video technologies can record
continuing activities, products at various stages of
development, explanations, and presentations in rich
detail. The video record can be analyzed in minute

51Bti shwt college, op. cit., footnote 44.
Szfiid<
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detail over time, much as one would review a written
record of performance.

The electronic integration of different media
(video, graphics, text, sound) has made possible new
multimedia opportunities for instructional envi-
ronments and new, but relatively unexplored oppor-
tunities for assessment. These developments allow
multiple forms of media to be stored and orches-
trated on a single disk, simplifying the ease of use.

Although the technology for some of these
projects is currently too expensive for average
classroom use, costs are expected to drop as more
powerful computers enter classrooms.53 Some
schools have begun to experiment with multimedia
applications. The Jasper Woodbury Series, for
example, presents a story through dramatic video
segments, and enlists the student in solving prob-
lems using information provided through multiple
linked databases (see box 8-D). Jasper, which is still
in R&D, is being integrated into the science and
mathematics programs in a number of schools that
have expressed their willingness to experiment.54

Performance assessments often call for student-
created productions or projects over time as a basis
for evaluation, and multimedia systems can provide
rich composition tools to meet this goal. In some
systems, students can make use of the information
(in graphic, text, or video formats) available within
a multimedia system as they compose their own
projects or productions. This makes new kinds of
student products available for assessment purposes.
Since students create these productions from within
these ‘ ‘closed’ ‘ systems, traces of their creative
composition process in choosing and composing
information can be recorded.

Finally, intelligent tutoring systems (ITSs), origi-
nally conceived as instructional systems, have
recently begun to be adapted to assessment. ITSs are
based on principles of artificial intelligence and
expert systems.55 They combine models of what

Photo reedit: R3M Corp.

Ulysses, created for IBM Corp. by And Communications
Inc., is an example of an advanced interactive educational

program combining video, graphics, text, and sound.

constitutes expertise within a field or domain with
models of the learners’ own technique--diagnosing,
evaluating, and guiding student performance com-
pared to expert performance. Responses of students
throughout the learning process can be aggregated
and interpreted in relation to representation of expert
problem solving. The systems offer the opportunity
to understand student performance not simply in
terms of correct answers, but in sequences of
responses that can reveal how a student learns.

There are very few ITSs available today and their
focus is typically on instruction, not assessment.
They are extremely expensive to develop and require
a higher level of computer technology than most
schools own. The few in place cover circumscribed
parts of the curriculum, and concentrate on the
domains where computational power has the most
leverage and where skills and content are more
narrowly defined (e.g., science, mathematics, and
computer science). It is unclear how feasible they
would be in other areas that are more open-ended,
such as history or literature.

fJ’l”he  digiti~  vid~ interactive product Palenque,  which dOWS  llse~ tO ‘‘eXp]Ore” the Mayan archaeological site via computer and screeu  and to
consult a variety of visual databases to gather additional data along the way, requires a hardware/software system costing approximately $20,000. It is
currently being used in several science museums around the United States. See ibid., p. 26; and Oftlce of Technology Assessment, op. cit., footnote 16.

Wjxpa ~ o~er  s~~ system  a~empt  t. capi~~e  on s~den~’  ever-increasing familiarity (and COmfOrt)  ~th television ~d vid~, ~d Promot@
the development of their skills in analyzing and using information provided via video format.

551 ~~lci~ ~te~igence ~~ he ~estiom: WM is tie ~damen~ ~~e of intelligence  ~d how Cm we make computers do the @S tht we
consider intelligent? . . . An expert system is an automated consultant. Given a probleu it requests data relevant to the solution. After analyzing the
probleW  it presents a solution and explains its reasoning. Expert systems are relevant to education because they can represent problem-solving expertise
and explain to students how to use it. ” See Henry M. Halff,  ‘Instructional Applications of Artit7cial  Intelligence, “ Educational tiadership,  March 1986,
pp. 24-26.
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Box 8-C—Computer Technology for Professional Certification Testing:
National Council of Architectural! Registration Boards

It is not surprising that perhaps the most ambitious research on the use of computer technology for professional
certification examinations is found in the field of architecture: architects often look for creative solutions and new
ways to solve problems, using the most advanced technologies. At the same time, because only one-half the States
require architects to have a college education and only 60 percent of the candidates who sit for the architectural
boards have a professional degree in architecture, the                examination has traditionally played an important gatekeeping
role, i.e., assuring that candidates who receive national certification meet high standards of skills and knowledge.
Furthermore, since the number of candidates who seek certification is relatively small (each year only 4,500
candidates begin the examination process), field testing is more manageable than in other professions. 1 Several other
professional groups are following this research with great interest before developing their own technology-based
testing for professional certification.

Since 1965, all architecture candidates have been required to pass a multipart uniform paper-and-pencil
national examination developed by the National Council of Architectural Registration Boards (NCARB). This
examination, which has been revised periodically based on task analyses of the profession, currently consists of nine
parts, seven of which are traditional multiple-choice tests of discrete knowledge in various architectural fields. Two
sections require candidates to draw solutions to design vignettes; one section involves solving six discrete site
design problems, while the other entails a comprehensive building design. These sections are scored by juries of
practicing architects, similar in process to the scoring of Advance Placement examinations (see ch. 6).

Since 1985, NCARB has been working with the Educational Testing Service (ETS) in a joint research project
to develop computer-administered examinations. The first phase of the research entailed converting four of the
seven multiple-choice sections to Computer Mastery Tests.2

The computer mastery model uses item-response theory to select questions from the full item bank,
reorganizing them into "test lets ," each of which provides a collection of questions, which offers precise
measurement of a candidate’s ability. The items within a testlet are presented on the computer. When the candidate
answers enough questions to determine that a passing or failing score has been achieved, testing ceases. If the
outcome is unclear, more questions are presented until a clear pass-fail determination has been made. The computer
mastery tests were pilot tested between 1988 and 1990. They successfully met the desired psychometric standards;
the computerized tests achieved the same or better accuracy of measurement at the pass-fail point as that provided
by the current tests, using as few as one-third as many test items as are needed in the paper-and-pencil version.
However, because the computer tests were offered as an option to paper-and-pencil testing but were more expensive
($75 per subject as compared to $35 per subject for the paper-and-pencil format), not enough candidates opted for
the computer version to make it economically feasible, Since 1990, only the paper-and-pencil version has been
offered.

NCARB plans to switch over to computer-administered testing for all seven of the discrete knowledge sections
in 1997, dropping the paper-and-pencil option altogether. At that point, the second research activity will also be put
into place. This project involves administering the test (examinees use a mouse or other pointing or drawing device
to design directly on the computer screen), and scoring the discrete site design vignettes directly on the computer.
Field testing has shown that design problems that take an average of 20 minutes on the paper-and-pencil version
require only 5 minutes to complete on the computer, because of the ease of erasing, redrawing, and adjusting
drawings. As a result of this research, NCARB expects to be able to present candidates with up to 15 vignettes to
solve, compared to the existing 6, in the same period of time (see figure 8-Cl).

Finally, the comprehensive building design problem is being converted to a computer-administered
examination as well. In this case, each candidate will use two computers, one which presents and serves as the
‘‘answer sheet’ for a candidate’s design solutions to comprehensive, multistep design problems; the other monitor
provides the “model architect’s office,” containing all the design tools, resources, and reference manuals needed

IJe&y F. Kenney,  ~tor ‘f  ‘Saminations  Development National Council of Architectural Registration Boards, personal
communication October 1991,

2, CBre~~oughDevelOpment  fi Computtied ~s~ offers Shorter  ‘lks~ More fiecise  Pass-Fail Decisions,” ~ D~eZoP~nrs,  ‘ol.

33, Nos. 3 and 4, winterlspring  1988, pp. 34.
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Figure 8-Cl—Example of an NCARB Site Design Vignette

‘ A recreational center site plan must accommodate a club house in its present position, as well as ~
; tennis courts, pool, bleachers, and a service building. Prepare the site plan according to the
‘ following objectives: (1) Preserve all trees. (2) Bleachers shall serve the tennis courts. (3) Pool shall ~
\ be adjacent to the clubhouse. (4) Service building shall relate to the club house and the parking lot.
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SOURCE: Educational Testing service, 1991.

to complete each task. Each of the substeps in the comprehensive design problems will be presented as separate
sections and scored separately. For example, a candidate may be asked to design a library that meets certain site
and client requirements. In the first step, the “bubble diagrams’ that relate rooms to one another would be drawn.
A second section would require taking a block diagram and relating it to the site requirements in terms of light,
ground contours, zoning, and other constraints. Each of these individual predesign tasks will be scored separately,
making it possible to give a candidate partial credit, instead of scoring the building problem as a whole, as is done
in the existing paper-and-pencil format.

In 1989, six different item types were developed for the simulations and pilot tested at an architectural firm
and the NCARB annual meeting. It is anticipated that the computer format will permit more reliable assessment of
candidates’ abilities. Whereas it now takes candidates up to 12 hours to complete 1 comprehensive problem
(typically 4 hours to come up with a design and another 8 to put it down on paper), using the computer simulations
broken down into subtasks, up to 10 design samples can be presented over a period of 5 to 6 hours. It is anticipated
that perhaps 3 comprehensive building problems, with a total of some 20 to 30 subtasks can be administered for
this portion of the examination over the same time period, giving the State board examination a fuller and more
reliable picture of an architect’s design skill and ability to meet the necessary health, safety, and environmental
standards.

Researchers are encouraged by the progress made in the design of the computer interfaces; indeed, erasers,
drafting tools, measuring tapes, calculators, and other design tools that make it possible to move and adjust drawings
are available in many computers today, as are the appropriate data storage and retrieval capabilities. The hardware
required is Windows-based 386 machines with approximately 4 megabytes of memory. Advances in object-oriented

Continued on next page
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Box 8-C-Computer Technology for Professional Certification Testing:
National Council of Architectural Registration Boards-Continued

programming make it possible to use icons for frequently used architectural components (e.g., corridors, doors,
walls, and windows). It is the development of scoring psychometrics that poses the largest research challenge. In
order to develop scoring protocols, each solution must be decomposed or broken into component parts. Seasoned
practitioners list the characteristics of an appropriate solution to a particular problem and these judgments are
programmed into the computer. The computer, functioning as an expert system, evaluates the examinee’s  response.
In cases where the expert system is unable to make a clear “right or wrong” judgment (similar to the case with live
panels of judges when two scorers disagree), a master scorer will be brought into make a final determination.

Although the original target goal was 1997,3 the NCARB/ETS team has moved along further than originally
anticipated and, if progress continues as the same rate, implementation of a fully computer-administered and scored
examination system could be possible in 1996.4

3Ric~ Devolq Stior  e

xiunhxz,  Center for Occupational and I%ofessional  ~sessmea~ Educatkmd lksting Service, pemonal
Communkxltio% Oct. 15, 1991,

4WW Wie= H, cc~~ Exams by Computer,” vol. 179, No. 7, July 1991, p. 80.

One of the greatest concerns with ITSs is that, like applied-also with the help of sophisticated computer-
all testing activities, they may gravitate toward based systems—to the design of educational assess-
promoting the skills that they measure best. These
skills tend to be algorithmic and routine. At the same
time, educators are concerned that we may not be
focusing our efforts on developing in students those. .thinking skills dependent on complex knowledge.
The skills required for understanding a written
passage, writing a composition, solving a problem
that has many steps and approaches, interpreting the
results of an experiment, or analyzing an argument
are not so easily broken into discrete components.
Furthermore, attempts to segment these skills may
result in analysis that fails to capture the overall
picture of what makes up true competence. Creativ-
ity may be neither recognized nor rewarded in
existing ITS models.

Toward New Models of Assessment:
Policy Issues

A main finding of this chapter is the gap that
separates current applications of information tech-
nology in testing from a vision of fundamental
reform in the assessment of human learning  a n d
educational achievement. In sum, computers and
other data processing equipment that have made
possible a “mass production” testing technology
could become essential in the design and implemen-
tation of new testing paradigms.

Computers and related technologies have proven
indispensable to research on human cognition, and
lessons from this research are, in turn, being

ments that correspond to the growing body of
research on learning. The research community,
though still fragmented, has begun to coordinate the
efforts of cognitive theorists, computer scientists,
subject matter experts, and educators. These early
efforts have led to particularly promising break-
throughs in the application of technology to im-
proved classroom diagnosis and instructional feed-
back. Whether these efforts will eventually also
contribute to the creation of tests that can be used for
other functions, such as system monitoring or
student placement and certification, remains to be
seen. In any event, it is not clear that these latter
functions of testing require the diagnostic specificity
of computer-based learning and assessment tools.
Overall, most experts would agree that applications
of computer technology to new forms of assessment
are still at a very rudimentary stage. The road ahead
is a long one.

Research Support

Policymakers face a formidable dilemma: reach-
ing the as-yet uncharted territory of new assessment
models requires investments in technologies that
have uses in the current paradigm of testing and that
render that paradigm ever more efficient. Increased
efficiency encourages reliance on old models of
testing. This problem is manifest in the arena of
funded research: much of the research on test theory
and new technology is funded by commercial test
companies, which face strong incentives to reinforce
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Box 8-D—The Jasper Series: A Story is Worth a Thousand Questions

The National Council of Teachers of Mathematics has suggested that the mathematics curriculum should:
. . . engage students in problems that demand extended effort to solve. Some might be group projects that require
students to use available technology and to engage in cooperative problem solving and discussion. For grades 5-8 an
important criterion of problems is that they be interesting to students.l

The Jasper Woodbury Problem Solving Series is a video-based adventure series designed to help students
develop their skills in solving mathematical problems.2 Each of the six video segments is from 14 to 18 minutes
long and presents a dramatic adventure featuring Jasper and his friends. Students are motivated to solve the problem
posed at the end of each segment to see how the story ends. (There is a solution shown on the video that students
see only after they have solved the problems themselves.) Although the problems are complex and require many
steps, all the data needed to solve the problems are contained as a natural part of the story.

For example, the adventure “Rescue at Boone’s Meadow” begins with Jasper’s friend Larry flying his
ultralight airplane. Larry teaches Emily the principles she needs to know in order to fly solo in the plane: fuel
capacity, speed, payload limits, how the shape of the wing produces lift, and so on. After Emily’s maiden solo flight,
she, Larry, and Jasper celebrate at a local restaurant. They discuss Jasper’s upcoming fishing trip, and his plan to
hike 15 miles into the woods at Boone’s Meadow. Details presented as a part of the unfolding adventure become
important data that students will later need to use in solving the problem. The next scene shows Jasper alone in the
deep woods, peacefully fishing, when a shot rings out. He runs in the direction of the sound, finds an eagle that has
been seriously wounded, and radios for help on his CB radio. Emily receives his message, contacts a local
veterinarian, and is told that time is of the essence in rescuing the eagle. The story ends with Emily posing the
question: “What’s the fastest way to rescue the eagle and how long will it take?” The students, no longer passive
watchers, have to put themselves in the role of Emily and solve the problem using data contained in the video.3

Researchers, working with teachers and students in 9 States, have found that students become extremely
engaged in the problem-solving tasks. Teaching strategies vary, but most teachers begin with large group activities
and then move into smaller cooperative learning groups, guiding the students to consider a variety of solutions. In
the episode summarized above, for example, if the students contemplate using the ultralight plane as a rescue
vehicle, they must take into account landing area, fuel consumption, payload limitations, speed, and other
information that can be reviewed by going back into the videodisc. Groups typically spend a minimum of two 1 -hour
class periods working out their solution, and then must present and defend their plan to the entire class.

One of the research goals has been to create new ways to assess the learning that occurs in solving problems
presented in the series. One-on-one interviews with students were found to be much too time consuming.
Paper-and-pencil tests were developed, asking students to list and explain the kinds of subproblems that Jasper and
his friends needed to consider to solve each problem. Transfer problems, similar to the problems in the series but
involving new settings and data, were also given. Although the paper-and-pencil assessments showed that learning
occurred, there was one problem: teachers and students hated them! Teachers said: “My kids, as much as they liked
Jasper, as much as they begged for Jasper, finally told me: ‘If I have to take another test on Jasper I don’t want to
see another Jasper’ “; or ‘‘it seems to me that we’re really asking kids to do something strange when we’ve
introduced this wonderful technology and we’ve gotten them involved in the video experience. . . . Then you give
them this test that’s on paper.”4

How then should the students be tested? One approach has been to explore ways technology can be used in
the assessment process. In May of 1991 the researchers produced an experimental teleconference, the Challenge
Series, a game show format featuring three college students as contestants, each of whom claimed to be an expert

INatiod  COundl of -hers Of Mathematics, (I&stoq  VA: March
1989).

2~e ~~eS iS a ~~~h ad develop~nt proj~t  of tie Co@On ~ l&hoIogy  &OUp  at Wderbilt  University, SUppOfid by the

James S. McDonnell Foundation the National Science Foundatio%  and Mnderbilt University.
3Co@tion  and Technology Group at %imderbilt University, ‘‘The Jasper Experiment: An Exploration of Issues in Learmn“ g and

Instructional Desi~” July 26, 1991, p. 7 (forthcoming in Michael Hannafii and Simon Hooper (eds.),

~ognition  and ‘Ikchnology Group at %nderbilt University, “The Jasper Series: A Generative Approach to Improving Mathematical
-,” pp. 11-12  (fOrthCOUlifig  ill Ainerican Association for the Advancement of Science,
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Box 8-D—The Jasper Series: A Story is Worth a Thousand Questions-Continued

on flight and on the Jasper adventure ‘Rescue at Boone’s Meadow. ’ While the contestants all answered questions
correctly on the first round, by the fourth round everyone except the true expert had made some erroneous
arguments. Would the students be fooled by actors, or could they identity the real expert? They called in their votes
and 85 percent of the students correctly identified the true expert. Enthusiasm for this form of “testing” was sky
high.

Other ideas building on the teleconference motif are being considered for each of the Jasper adventures. There
are also plans to help teachers engage in formative evaluations of student learning following each Jasper adventure

vignettes that connect with other parts of the curriculum (e.g., an exploration of Lindbergh’s historic flight from
New York to Paris) are also in progress. Finally, the researchers are designing a prototype set of computer-based
“students” or “tutees.” The students must teach the “tutees” how to solve Jasper problems, and their progress
is tracked by the computer. This approach maybe linked with the teleconferences. For example, the students could
teach computer-based tutees, who would then compete in a game show where the tutees become game show
contestants. The class that did the best job teaching its tutees wins.

The seven design principles underlying the Jasper Series, and their hypothesized benefits, are 
table 8-D1.

summarized in

Table 8-D1--Seven Design Principles Underlying the Jasper Adventure Series

Design principle Hypothesized benefits
1.

2.

3.

4.

5.

Video-based format

Narrative with realistic problems (rather than
a lecture on video)

Generative format (i.e., the stories end and
students must generate the problems to be
solved)

Embedded data design (i.e., all the data need-
ed to solve the problems are in the video)

Problem complexity (i.e., each adventure in-
volves a problem of at least 14 steps)

6. Pairs of related adventures

7. Links across the curriculum

a. More motivating.
b. Easier to search.
c. Supports complex comprehension.
d. Especially helpful for poor readers yet it can

also support reading.

a. Easier to remember.
b. More engaging.
c. Primes students to notice the relevance of

mathematics and reasoning for everyday events.

a Motivates students to determine the ending.
b. Teaches students to find and define problems

to be solved.
c. Provides enhanced opportunities for reasoning.

a Permits reasoned decisionmaking.
b. Motivates students to find.
c. Puts students on an “even keel” with respect to

relevant knowledge.
d. Clarifies how relevance of data depends on

specific goals.

a. overcomes the tendency to try for a few
minutes and then give up.

b. Introduces levels of complexity characteristic of
real problems.

c. Helps students deal with complexity.
d. Develops confidence in abilities.

a. Provides extra practice on core schema
b. Helps clarify what can be transferred and what

cannot.
c. illustrates analogical thinking.

a. Helps extend mathematical thinking to other
areas (e.g., history, science). -

b. Encourages the integration of knowledge.
c. Supports information finding and publishing.

SOURCE: Cognition and Ttindogy Group at Vandarbiit  University, “Tha  Jaaper  Experiment: An Exploration of
Issues in Learning and Instructlonai  Design,” Juty 26, 1991 (forthcoming in Michael Hannafin  and Simon
Hooper  (eds.),  special issue).
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the economic and educational advantages of the
conventional test paradigm. This is in contrast to the
test development process in other countries, which
is usually undertaken or supported wholly by the
government. Just how far the commercial research
community will go in experimenting with nontradi-
tional test designs, without external support, is
uncertain.

It is important to recall, however, that Federal
intervention frequently played a critical role in the
history of research, development, and implementa-
tion of new testing technology: perhaps the best
example is the Army testing program during World
War I (see also ch. 3), which provided the most
fertile ground imaginable for proving the feasibility
of new forms of testing, such as group administra-
tion, as well as statistical models based on normative
comparisons and rankings.

Indeed, the military has since then remained a
major player in the development of personnel
selection and placement tests, assessments of basic
job skills, and experimentation with a variety of
models of performance assessment. Some of these
advances have spilled over into the civilian arena.56

In addition, there is the more recent example of
National Science Foundation (NSF) support for
research leading to development of tasks used in the
1988 National Assessment of Educational Progress
(NAEP) science assessment. Not only were these
items viewed as important innovations in NAEP, but
many of them were then adopted by New York State
for its statewide fourth grade hands-on science
assessment. Similarly, Department of Education
funding for NAEP has supported research into
constructed response items and innovative testing
formats. Thus, while federally funded research on
assessment has not been large, it has been an
important complement to the large R&D projects
financed privately-such as those by ETS, ACT, the
National Council of Architectural Registration
Boards, the National Board of Medical Examiners,
and computer companies such as IBM and Apple--
or financed by States and districts, such as in
California and Portland, Oregon.

The history of testing in the United States teaches
that the Federal Government can be a catalyst for

reform, through support for expansion of existing
technologies and through support for basic research
leading to new technologies. The Federal Govern-
ment could continue to support basic research and
applied development of a wide range of new models
of testing. Specific options include:

●

●

●

●

●

If

earmarking resources in programs like Chapter
1 for research into how advanced technologies
can improve testing;
continuing to fund educational laboratories and
centers for school-based research on assess-
ment;
providing grants to independent researchers,
States, and school districts through NSF or
other existing programs;
coordinating the efforts of the many research
players both within and outside the Federal
Government’s research network, i.e., Federal
laboratories, the National Diffusion Network,
NSF Net, and Star School Programs in support
of improvements in testing; and
supporting the exchange of data among the
many States and districts involved in pioneer-
ing theoretical and practical research.

Infrastructure Support

computers, video, and telecommunications
technologies are to play a significant role in assess-
ment, a combined “technology-push/market-pull’
strategy will be necessary .57 Technology-push in
this context focuses on the technology of software,
and is shorthand for software development support
that could lead to increased demand for computer-
based instructional and assessment systems in
schools. The market-pull side of the equation refers
to direct investments in hardware: increasing the
installed base of technology in the schools could
lead to increased demand for good software, which
could in turn create improved economic incentives
for software developers and entrepreneurs.

To make inroads in this interrelated system, the
Federal Government could support investments in
CBT facilities that could be shared among schools
within and across districts. This could entail invest-
ments in communications technologies to link hard-
ware already in place, along with software and
training. Another approach would be for schools to

%~e flow ~ gone ~ tie ~thm ~=tion too: assessment tW~iWes  developed  for educational institutions have been adopted by the military.

sTSee  also Office of Twhnology  Assessmen4  Op. Cit., footnote 16, for discussion of this approach to fostering improved instructional software
development.
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lease their computer facilities to the Federal Govern-
ment for use in its large education and training
programs, or to other outside users (adult education,
business, professional groups). The idea is to utilize
the capacity of the hardware that exists in schools
now, or the hardware that could be installed in the
schools, during nonschool hours, and to reinvest the
revenues in testing-related hardware or software
technologies. Federal support for purchase of multi-
purpose computer and video technologies for testing

activities under existing Federal programs, such as
Chapter 1, Magnet Schools, and Bilingual Education
could build up the infrastructure of testing technolo-
gies.

Continuing Professional Development
for Teachers

Teachers are the most important link between
instructional or testing technologies and the students
whose achievement and progress those technologies
are intended to affect. The problem is that few
teachers have adequate preparation in the theory and
techniques of assessment. This gap in teacher
education is not limited to the arcana of psycho-
metrics, but extends even to the design and interpreta-
tion of classroom-based tests.58 At the same time,
many teachers have not yet come ‘‘online’ with
computer use.59 While teachers may be learning
about computers faster than about testing and
assessment, most teachers have not been exposed to
continuing professional development aimed at help-
ing them master the implications of matching
technology and new approaches to testing.

Federal support for teacher development could
have two benefit streams: first, it could result in
greater acceptance of new testing and assessment
technologies, which would in turn lead to height-
ened demand for innovative software products; and

Teachers need help in learning to use teaching technology
for testing purposes. - ‘ -

second, it could involve teachers in the early stages
of testing technology development, which could
make the technologies that much more relevant.

Leadership

In 1990, the President and the Governors adopted
ambitious education goals to be met by the year
2000, and there has been much discussion on
developing new tests to measure success in meeting
these goals. The Federal Government has the oppor-
tunity to provide guidance in a time that has been
marked by many suggestions for improvement and
much accompanying confusion. Congress could
take a leadership position in guiding, shaping, and
supporting a vision of education that links learning
with assessment in a rich, meaningful, engaging, and
equitable fashion.

~see, e.g., Joh.u  R. ~~, “Apathy Concerning Grading and I&sting,” Phi Delfa Kappun, vol. 72, No. 7, March 1991.
59s=,  e.g.,  B* Smwt  College, op. cit., footnote ~.


