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At the laboratory bench level, each researcher
controls his or her own activities, deciding which
questions to answer and how to go about answer-
ing them. Controls are also part of the normal
procedures of a research field or discipline—for
example, the peer review system that governs the
contents of disciplinary journals. Other, more for-
mal control takes place at the laboratory or in-
stitutional level, through set policies or such mech-
anisms as review committees. And finally, legal
and administrative regulation of research occurs
at all levels of government, most likely in response
to public opinion or public protest. This chapter
looks at the administrative mechanisms for con-
trol or influence at all stages of the research
process.

In an idealized model of scientific freedom, a
scientist sets his or her own research agenda, per-
forms the research without fear of repercussion
or criticism, and describes the work to anyone and
everyone. Sissela Bok characterizes such freedom
as “freedom of limitless thought and unfettered
speech. “I For scientists in some fields, that free-
dom has traditionally been perceived to encom-
pass autonomy of action as well as responsibil-
ity for how the work is conducted. Biologist
David Baltimore observes that contemporary re-
search in molecular biology, for example:

. . . has grown up in an era of almost complete
permissiveness. Its practitioners have been allowed
to decide their own priorities and have met with
virtually no restraints on the types of work they
can do. z

In many research facilities and in many labora-
tories, open communication has been routine,

IS]\sela Bok,  “Freedom and RIsL, ‘ l.{mifs  of Scientltic lnqu)rj,
Gerald Ht)lt[)n a n d  R[]bet-t  5 ~loris(~n leds ) INe\v }’c~rk.  \$’ \lr N~~r-
t(~n & Cc)  1~7~ ~, p 110

‘David  Baltimore, “A Biologist’s Perspective, ” Limits  of Scien-
tif~c  inquiry, Gerald Holton  and Robert S, Morlson  (eds, ) (New
York: W,W. Norton & Co., 1979),  p. 37,

Zoologist Alexander Faberge describes the “open
traditions” in one field:3

Not only is it normal to discuss one’s ongoing
research, but also to give away one’s research
material in the form of genetic stocks, with the
verbal understanding that the giver should be
given time to publish first. Such genetic stocks,
or cultures of organisms, sometimes take years
of work to prepare, and are placed in culture col-
lections, freely available.

“It would bean unheard of matter, ”Faberge con-
tinues “to keep genetic stocks private . . .“ These
and similar aspects of the sharing of research data
are discussed in a 1985 report from the National
Academy of Sciences (NAS) which notes that, in
general, access helps in reanalysis and verifica-
tion. 4 In fast-moving areas, the sharing of research
data may jeopardize a researcher’s patent rights
or the commercial return on a discovery, so there
are significant forces against openness. Neverthe-
less, the NAS committee concluded that without
data sharing, scientific understanding and prog-
ress would be impeded.

Even in early modern science, however, com-
munication of ideas was not totally open. Inven-
tors delayed or repressed publication out of fear
of ecclesiastical or political displeasure. Because
the community of science rewards priority, re-
searchers have also delayed sharing data until
credit is assured, usually through publication. His-
torian David Hull attributes such secretiveness to
science’s “intrinsic competitive nature.”5 Techno-
logical skills and knowledge regarded as applied
have not always been tightly controlled by their
possessors; skills were assumed to be the prop-

‘A]exander  C, Faberge~  “ Thoughts on the Clrlglns C}I Secrec  } and
Openness in Science, ” American As%lclat](~n  t or the Adiranccmcnt
ot Science, annual meeting, New York C i t}’, Nla}’ 1484.

‘National Academ}r ot Sciences, Committee on Nat]ona]  Stat]+
t]cs, .$h.]rinX  l{ew~r~h  Data  (llrashlngtt~n,  DC Nat ional  Acaclem}r
I)ress,  1Q851

‘Ila~’]d Hul l ,  “Openness  and Sccrec}  in Sc]ence:  Their Ori~ins
and  I.irnitat  ions, ” Science Techno/og~,,”  & Human  \ ‘alues,  v[~]. 10,
~pring 1Q85,  pp. 8-0
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erty of those who exercised and developed them.6

Although unqualified sharing (especially before
publication) has never been the norm, until sev-
eral decades ago, scientists exercised relatively few
restraints on their communications to others.

Contemporary attitudes to openness in univer-
sity science are also influenced by the concept of
academic freedom in general. In the United States,
“academic freedom” has stood for personal free-
dom of the academic, rather than the collective
freedom of the Nation. Because of this emphasis
on the individual, some academics have regarded
regulation more as a limit to which they are
obliged to submit. Limits have been, therefore,
equated with “responsibilities.”7 But, Walter Metz-
ger points out, “academic freedom and scientific
freedom are different species of freedom. . . .“8

The former is an ideology of a profession, across
the disciplines, with common duties; the latter is
the ideology of various professions in a discipline
(e.g., science). And the latter need not be con-
nected to a university.

Historian Carroll Pursell takes a more prag-
matic view. Science, he observes, is always “reg-
ulated” in the sense that it is given shape, direc-
tion, and impetus by something. There is, he
writes, “a tendency to take it simply as the work-
ing of some invisible hand until the public (in the
form of government, mobs, or whatever) takes
a more visible hand. This is, of course, non-
sense.”9 Communities have, for example, never
tolerated (for very long) any researcher who
tackles topics outside the boundaries of accepted
moral behavior or social beliefs or who knowingly

OErnan Nlchfullln,  “Openness and Secrecy In Science: S(>me Notes
on Early Hist(>ry, ” Science, TechniJ/(]~}’, & }fuman  I’alues,  ~r(~l. 10,
spring 1985,  pp. 14-23,

‘Walter 1’, Metzger, “Academic Freedom and Scientific Freedom, ”
Limits  of Scientific inquiry, Gerald Holton  and Robert S. Morison
(eds. ) (New York: W.W. Norton & Co., 1979), p. 102.

‘Ibid , p. 107.
‘Carr[]ll  I’ursell,  [Department ~~t History, Universit} (lf Call[~~r-

nia, Santa Barb,] ra, perw}nal c (~m mu nlcat i [>n,  1 Q85.

puts the community at risk through hazardous,
dangerous procedures (e.g., experimenting with
explosives in Times Square). Such “moral regu-
lations’’--enforced through social condemnation
or disapproval— have been the predominant con-
trols on research for centuries, other than those
which arose in connection with military research.
Neither Federal nor local governments in the
United States had formal laws, rules, or policies
by which the subjects or procedures could be con-
trolled.

This environment changed for American scien-
tists in the 1940s. When the United States entered
World War II, the scientific community joined in
the war effort and, just like millions of other peo-
ple, scientists relinquished to the Government
their personal autonomy over how they did their
work. They accepted government control over
agenda, over process, and—in the case of infor-
mation considered to be of military importance—
over dissemination even to their colleagues. When
almost everyone in science was working behind
the secrecy fence, the communications restrictions
did not seem so onerous. There was a comraderie
and free exchange that participants recall as fre-
quently greater than in the structure of univer-
sity departments. Within the Manhattan Project,
for example, Robert Oppenheimer successfully
convinced General Leslie Groves not to implement
irrevocable application of “compartmentaliza-
tion. ” Groves wanted to keep scientists from shar-
ing information with their colleagues in other
parts of the project; Oppenheimer argued that
some decompartmentalization was necessary for
progress at both the laboratory and the individ-
ual level. The perspective argued by Oppenheimer
was that the scientists were the best judge of how
to get to their goal. He also believed that the crea-
tive scientist required intellectual “elbow room”
for the cross-fertilization that could be vital in a
new field. Each individual had to feel free to pur-
sue research whatever way he or she wished.
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MECHANISMS FOR INDIVIDUAL OR RESEARCH GROUP CONTROL

At the level of individual choice, then, research-
ers in a democratic system decide what line of re-
search to pursue, how to test their hypotheses,
which data to gather and how to gather it, and
when and to whom to tell about their results. The
scientists simply seize on personal freedoms avail-
able to all citizens.

The amateur astronomer provides an excellent
example of how little externally imposed controls
can affect a researcher who is working outside
conventional institutional settings for research,
academic or otherwise. There are approximately
10,000 amateur astronomers in the United States,
many of them engaged in the search for new as-
tronomical bodies, or in recording astronomical
phenomena. Almost all work at their own ex-
pense, in return for the reward of discovery, the
joy of creative activity. Such an individual can
decide what to do, can build his or her own equip-
ment according to any schedule, and can elect to
tell everyone or no one* about the results. To
achieve recognition and acceptance by the com-
munity of professional astronomers, however, a
researcher must adhere to the standards and
norms that govern conduct in the field and must
subject that work to review by colleagues, usu-
ally through the journal peer review system.

Agenda Controls

In research groups, internal factors may not
only direct but also constrain research. At any
given point in the development of a scientific
speciality, for example, there exists some finite set
of research topics that are considered by the mem-
bers of the speciality to be legitimate, interesting,
and feasible.10 If peers do not consider an area
to contain “interesting” questions and hence to be
intellectually stimulating or professionally reward-
ing, then researchers may suspend research out
of concern for their professional reputations. In-
fluence on the researchers to control or restrain
their own work may also come from the social
environment, as when the public raises questions
about the morality of a project. Other research
topics may receive little attention and no fund-
ing because peers consider them to be outside the
boundaries of “legitimate” science; research on
parapsychology often falls into this category, Re-
searchers working on new chemicals for introduc-
tion into commerce or on new pesticide formula-
tions may tend to shape their investigations so that
the chemical will withstand scrutiny and secure
approval under such Federal environmental reg-
ulations as the Toxic Substances Control Act or
the Federal pesticide laws.

The cost of instrumentation and the internal al-
location of resources can be devices for dramati-
cally controlling the research agenda. The major
experimental facilities for high energy particle
physics research, for example, are few in number
and because the demand for time on the acceler-
ators far exceeds the time available, laboratories

‘ ‘Darvl  E. Chubin  and Terence  C(lnn(}ll}  Rcwarc  h Trail\ and
S c i e n c e  I’(~llcies: Local and ~xtr.~-l.(~ca]  Nc~L~t  iatl(~n  (}i SC ltntlt  IL
\\’ork,  Scientific  ~Sfdb/l\hl?lf’rI~\  .Ind  }firrar(  hit’s  .S[l(  J()/()g~  ()/ th(

S c i e n c e s  I.TC)] b, Norbert  Ella+,  et al ~ vds } ( [ {Inxham  \lA:  I<cldc,l
H(~lland, 1Q82  ), p, 2 0 . 3 .
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Box A.-NIH Study Sectbns  as a Mechankm
for Control d A#?M48 , ,

Thepeerreview system,  whereby scientists ad-
vise the Federal Government on huw to akeate
research funds, is rqxesentative  of a tw-
pronged mechanism for control of the ms@arch
-da: decisions an fundiq p&Wti4XdiW prop
S& both S@ the current & kr~ WUI
affect the direction of a field or discipline. The
rnuki4?vel  process used by NM provides a god
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A research proposal  submitted to NM is first
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Grants, WhO refers  the pro@wd to tk mostxeb
Vant of 4S chartered Study -sl?!etkns  arid to @w
most appropriate Institute of NM4. Each study
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tary who is an NIH scientitk  W exaathm  *-
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members serve a 40year tgrm andme43 tbxkes
a year to review mmr  NM pFoposds  pw Wmkm.
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on the prqxwal.  The relevant Mtut@ theh re-
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kg decision on to itit advisory coWwilrWhkk’i*
composed of kth saientkt~  and publk &jgums.
BeC?#se h=titute$  with MJer bud@iets  ,* abla
ta fired HM2*  proje@#?,  Solite  CWq Ck@:thikt
high qualiky  rAear&h ti’$o  ~-%- ~

where social and W-
i n  i %  l o w e r  priorfty-foi’
h?sser  quality m?aearcfl  may be ftmdd @ IW08e
“glamorous” di#ase  eat@&rie&  The st##@MN&
tiolts ako CCMMkt workah@ps  to*rSp@?t  Qlx’tha
status of the field, thereby prw!ding  kqpterrn
P- ~~●  n to.tk
and sen~ S@als  to the!@/ntihlR  Commimiiy
dxxlt areas  of potential Merest  to *h”@’ailtinff
agency.

adopt specific criteria for selecting experiments
and assigning priorities to them. The International
Committee for Future Accelerators of the Inter-
national Union of Pure and Applied Physics
recommends four criteria be used for selecting ex-
periments and determining their priority: 1) scien-

tific merit, 2) technical feasibility, 3) capability
of the experimental group, and 4) availability of
the resources required.

At the individual level, research may be re-
stricted not only by mechanisms driven by polit-
ical, economic, or professional concerns but also
by personal values. Especially when alternatives
are limited, individuals “feel forced to choose
among projects they would normally not con-
sider, the moral questions . . . become more im-
mediate and controversial.”11 The decision not to
participate in military-supported or weapons-
related research, therefore, may be also a deci-
sion to alter one’s lifetime research agenda. This
decision is a personal one, an individual rather
than a collective control .12

In each of these instances, the regulatory force
may actually be outside the research group, but
the group or the individual chooses to suspend
a line of research in response to either moral or
economic pressure.

Controls on Procedures

Within each scientific field or research special-
ity, the social influence of tradition and “stand-
ard practice” also govern aspects of the research
process. Even though these practices are volun-
tary, they carry the authority of social norms. On
occasion, they may later form the basis for insti-
tutional or governmental regulation.

Many controls are linked to the formal princi-
ples and rules that govern admission to a profes-
sion. Since antiquity, the medical profession, for
example, “has formalized principles and rules of
conduct for its members in prayers, oaths, and
codes. ”13 Universal codes adopted by more than
one scientific field may relate basic ethical and
moral principles to research practice. The Nurem-
berg Code of 1947, for example, serves as the
model for many international and national codes
pertaining to clinical research in general and to
such topics as organ transplantation .14 Another

I IRc)~emary  Chalk,  “Drawing the Line: Science and hfilitary  I~e-

search, ” unpublished manuscript, May 1983, p. 24.
“Ibid,,  p. 22,
“Judith P, Swazey, “Protecting the ‘Animal of Necessity’: Limits

to Inquiry in Clinical Investigation, ” Gerald Holton  and Robert S.
Morison  (eds. ) (New York: W.W. Norton & Co., 1979), p. 136.

“Ibid.,  p. 132.



important code has been the World Medical Asso-
ciation’s Declaration of Helsinki (1964, revised
1975).

In some research areas, laboratory groups have
not refrained from imposing voluntary clinical
moratoria—prohibiting researchers from, for ex-
ample, using on patients a procedure still consid-
ered to be experimental. Such a moratorium can
last weeks, even years .15 It is linked to percep-
tions of the risks associated with premature use
of a procedure and to the incomplete nature of
the research process, however, not to the topic.

The most dramatic instance of a voluntary mor-
atorium on basic research was, of course, that im-
posed by molecular biologists in the 1970s. Re-
combinant DNA regulation arose first in the form
of a moratorium called by researchers in the field.
What began in private discussions was dramati-
cally brought to public attention when, as de-
scribed in chapter 2, biologists proposed a vol-
untary suspension of certain types of genetic
research. This extraordinary step was followed
by the 1975 Asilomar meeting, when researchers
from the United States and elsewhere, discussed
the appropriateness of continuing the moratori-
um. After that meeting, action moved to the Fed-
eral Government level—to legislation and the for-
mal development of National Institutes of Health
(NIH) guidelines for the research.

Communication Controls

Through the centuries, individuals have also ex-
ercised self-restraint in dissemination of research

ludlth I’ Sw~ze} and Rcnee C. Ft~x, “The  Clinical \loratorium:
A  (-ate  clt hlltr~l  L’alvc  Surger}, E~perirnentat~on  1$’ith HunrarI
Suh/e~ts,  J)dul  A, Freunci  (cd. ) (LA!e~v  York: George  Brazil]er,  1%Q ).
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results, either by withholding the information al-
together or by delaying dissemination for a short
period of time. British mathematician John Na-
pier, who had experimented with a new form of
artillery around 1600, “took great pains to con-
ceal the workings of his invention.”16 In 1947,
Massachusetts Institute of Technology professor
Norbert Weiner refused to supply a paper of his
to an industry scientist engaged in military re-
search. 17 In the 1980s, many biologists assert that
researchers in certain areas are refraining from
sharing information and substances with col-
leagues, ’a

The science community as a whole may sup-
port an investigator’s desire to avoid premature
disclosure, especially when data are incomplete
or not yet published in a refereed journal. Such
delay may also be linked to the researcher’s de-
sire to maintain professional security through tem-
porary but exclusive control of knowledge. A dra-
matic example of group self-censorship occurred
before World War II when a group of physicists
tried to limit the publication of scientific research
relating to nuclear fission. By the middle of 1940,
most physics journals had agreed informally “to
delay the publication of any article that might help
a knowledgeable scientist build an atomic
bomb.” 19

‘“Cited in Chalk, c~p.  cit , p Q.
‘“Norbert  Weiner, The At)ant~c  .Ilc)nthl}’,  letter t(\ the edltot-,  ]an-

uary ICM7; reprinted in Science, Technolc)A~j,  & Humdn  I’alues,  vol.
8, No. 3, s u m m e r  1Q83.

I H ~io](J~ist5  in[erJriem~e~  bv  Sandra Pan em ‘unltt]rnll!  agreed t h~t
there was more . free information exchange ]n the I Q~Os  th~n
currently .“ Sandra Panern, “ T h e  Interfer(}n  D]lemma  Swrec} \F
Open Exchange, ” The Broohirrgs  Re\iew’,  winter 1 Q8?, p, ZO

‘*Michael hl. Sokal  and Janice F. Goldblurn,  “Fr<lnl tht’ Archi\’e\,
Science, Technology, & Human  Values, vol. 10, spring IQ85, p. 24.

REGULATIONS IMPOSED BY INSTITUTIONS

The attitudes and policies of research organi- perimental protocols and safety procedures and
zations can regulate the agenda, procedures, and have policies on what subjects are not acceptable.
communication of a project, through both infor- A research group may decide deliberately to take
mal guidelines enforced by social pressure and for- up or drop a specific line of research for political
mal rules enforced by threat of dismissal or pen- or moral as well as scientific considerations. Those
alty. Although the extent and stringency of rules decisions—whether to pursue certain topics, or
may vary, most organizations have specific ex- how to disseminate results—can reflect such fac-



56

tors as: 1) fear of social criticism or protest, 2 )
accommodation to the pressures of the surround-
ing social or political climate, or 3) a desire to pro-
tect property rights (e.g., when a team delays pub-
lication until assured of patent protection or keeps
a project secret in order to assure first publica-
tion) .20

As a result of discussions from the Vietnam era,
some U.S. research laboratories or universities
decided not to allow classified research to be per-
formed on their campuses. ” Ohio State Univer-
sity, which accepted over $5 million in defense
contracts research in 1982, now bans any campus
research on offensive weapons .22 Other univer-
sities impose procedural restrictions—e.g.,
whether classified work may be accepted with any
entailing restrictions on publication23—or have
placed such work off-campus and attempted to
insulate it from the research environment of un-
dergraduate or graduate students.

To enforce such administrative policies on
acceptable research topics or procedures, orga-
nizations employ a variety of mechanisms, rang-
ing from informal guidelines and review commit-
tees, to formal administrative rules. In most cases,
these controls are enforced through social pressure
or reprimand. Many universities have adopted
guidelines for the acceptance of externally spon-
sored research which govern, for example, the
terms of university-industry cooperative projects,
the use of human subjects in experiments, or the
handling of dangerous biological materials.” Such
policy documents may govern with a velvet glove,
however. As the Harvard University guidelines
note, “The pursuit of truth in the academic com-
munity is impossible without a measure of mutual
trust between its members, and no set of detailed
principles and criteria can be a substitute for this

‘“As described in, for example, lames D. Watson, The Double
Helix (New York: Atheneum, 1968).

‘ ‘Robert C. Cowan, “Degrees of Freedom, ” Technology Revie~\r,
August September 1985, p. 6; also see Dorothy Nelkin, The Llnit’er-
slt~r  and  ,$Iilitar}’  Resedrch: Lfc)rdl  Politics  at &flT  f Ithaca, NY: Cor-
nell University Press, 1972),

“Kansas  Cit.v  Times,  Jan. 13, 1983, p. A-7.
“ C h a l k ,  op. cit., p. 13.
“AS described in, for example, Nicholas H. Steneck, “The Univer-

sit y and Research Ethics, ” Science, Technolog}r, & Human Values,
VO].  q, fa]]  1984, pp. 6-15.

trust .“25 The Harvard report further points out
that:

. . . the principal means by which the faculty ex-
ercises control over the quality of the scholarly
activities of its members is through its role in rec-
ommending the selection of its own members and
through the professional standards that it and the
University apply in the selection process.26

To administer such rules on a routine basis,
universities and private laboratories set up institu-
tional committees to review safety procedures, to
decide which topics to pursue, or to review the
quality or process of publication. Committees are
dominated by members of the institution and are
appointed and funded by the institution. Many
exist as a direct result of Federal regulations tied
to grant or contract funds. Institutional Animal
Care and Use Committees, Institutional Review
Boards, and the Institutional Biosafety Commit-
tees, for example, are all required of institutions
receiving funds from the Public Health Service,
NIH, or other compliant agencies. Institutional
review boards, which are (administratively and
financially) local committees of the institution,
nevertheless must include both scientists and non-
scientist members from the local community, all
of whom “examine and pass judgment on the risks
and benefits of a proposed study and on the ade-
quacy of the consent proceeding as described in
the research protocol.”27

Some institutional committees govern the
administration of a specific research program. For
example, in 1977, the Monsanto Co. and Harvard
University set up a special independent advisory
committee to oversee aspects of their $23 million
research agreement. The five-person committee,
established out of concern for the public interest,
assures that “both sides honor their contractual
promises to protect academic freedom—namely,
the right to publish—and to develop any prod-
ucts that may emerge in a manner consistent with
the public good. ”28 The Health Effects Institute,

“Report of the Committee on Criteria for  Acceptance of Spon-
sored Research in the Facult,v  of Arts and Sciences (Cambridge, MA:
Harvard University Press, October 1983), p, 3.

“Ibid.
‘ 7 Swazey,  op. cit., p. 139.
“Barbara J. Culliton,  “Harvard and Monsanto: The $23-Million

Alliance, ” Science, vol.  195, Feb. 25, 1977, p. 759.
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a private research firm, insulates scientists from
pressure by using two independent committees,
one that creates the research agenda, another that
reviews finished work.29 In the national labora-
tories, visiting committees, composed of scientists
from other institutions, are used to evaluate the
quality of work in the lab.

Institutional restraints on communication may
result not just in suspension of publication but also
deliberate, albeit temporary delays. At a 1984
seminar on secrecy in science, many university
deans of research remarked that it was not un-
usual for them to receive requests to delay the sub-
mission of a Ph.D. dissertation to University

“Sc~nce,  Feb. i5,  1985 ,  p,  72Q.

Microfilms, Inc. (a general clearinghouse for U.S.
theses and dissertations) and that it was not un-
usual for graduate schools to cooperate—as a mat-
ter of policy—by granting l-year delays .’” Typi-
cal reasons for such requests were: 1) to allow the
student time to seek patent protection, 2) to al-
low time for first publication in a journal of rec-
ord, 3) to provide a degree of protection for in-
dustrial sponsors of research, 4) to protect the
safety and welfare of informants used in the re-
search, or 5) to protect militarily-sensitive infor-
mation.

‘L’’’ Opennes~  and Secrecy in Scientific anci  Tcchn]c.~1  Commun]-
cation, “ seminar, Jranderbilt
1Q84,

CONTROLS BY PROFESSIONAL ORGANIZATIONS
SCIENCE AND ENGINEERING

Professional codes or industry association
guidelines may act as a regulatory force on the
research conduct of members. These rules are
voluntary standards that reflect private consensus
on public matters. They are enforceable primar-
ily through the social pressure of membership in
the association and hence are effective only when
such membership is useful or necessary to acquir-
ing or maintaining employment in the field or in
acquiring a government grant or contract.

In some scientific fields these rules may form
the foundation for State licensing procedures—
as in the case of physicians or engineers. In other
fields, the codes may pertain to accepted proce-
dures in the field or to testing. The American Psy-
chological Association, for example, has issued
guidelines for research psychologists who use ani-
mals, as have such groups as the Society for Neu-
roscience, the Society of Toxicology, and the In-
ternational Society for the Study of Pain.31 The
American Psychological Association has also de-
veloped a set of Ethical Principles in the Conduct
of Research with Human Participants. The Amer-
ican Anthropological Association and the Amer-
ican Sociological Association adopted new codes
of ethics for research in 1971. The Evaluation Re-

“Science, vo].  228, May 17, 1985, p, 830

Universit}r,  Nashville,  Th’, Sept 2 4 ,

IN

search Society has established professional stand-
ards for evaluation research. The American Chem-
ical Society developed the Chemists’ Creed and
Professional Employment Guidelines, which set
standards for practice in research settings. Most
scientific societies have, at minimum, guiding
principles for the conduct of research. Some have
extensive and detailed guidelines for agenda, pro-
cedures, and communication of research results.

Recent concern about the leakage of militarily
sensitive information to the Soviet Union from
the U.S. western allies has led the Federal Gov-
ernment to request the specific cooperation of the
scientific and technical societies in regulating com-
munication. The Government has asked societies
to restrict access to certain meeting sessions—that
is, the session would be neither classified nor open
to all meeting participants. The American Asso-
ciation for the Advancement of Science Commit-
tee on Scientific Freedom and Responsibility has
identified examples of “self-imposed restrictions”
in a few professional societies that exclude non-
U.S. citizens from meeting sessions dealing with
militarily sensitive topics .32 The Society for the

—-
“Robert  L. Park, “Intimidation Leads to Seli-Censorship in

Science, ” Bulletin  of the Atomic  Scientists, IO].  141, No. 3, spring
1985, pp. 22-25,
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Advancement of Material and Process Engineer- At least half a dozen professional societies are ei-
ing and the Society of Manufacturing Engineers, ther reconsidering or reformulating their policies
among others, have voluntarily censored them- eon restricted meetings. *
selves, limiting attendance at their meetings (or
at specific meeting sessions) to U.S. citizens only.33

“Janice R, Long, “Scientific Freedom: Focus of National Secu-
rity Controls Shifting, r’ Chemical & Engineering News, July 1, 1985, ‘The AAAS is distributing a survey to determine the extent and
p. 9. pervasiveness of this trend.

MECHANISMS FOR GOVERNMENT REGULATION

Federal, State, and local governments use leg- tional review of project applications.”36 Its prin-
islation, executive (e.g., Presidential) directives, cipal regulatory effects are felt in the university
agency rulemaking, and so forth, to exert con- research labs, although the regulations on molecu-
trol on the conduct and dissemination of research. lar biology research or on the use of human sub-
Such mechanisms differ from entity to entity. jects in experiments have also been applied to

A comparison of two Federal agencies that reg- some industry research.

ulate biomedical research demonstrates how dif- Because of the variety of mechanisms and en-
ferent mechanisms can constrain research. The
Food and Drug Administration (FDA) closely
monitors drug research and applies its program
of control—e.g., in requiring the assurance of con-
sent by subjects involved in clinical trials—
uniformly throughout the United States. Tighter
requirements for the use of human subjects were
instituted in 1962. This organizational approach
is tied to FDA’s principal mission of regulation
aimed at protecting the consuming public; its en-
forcement power to regulate research comes from
the fact that it must approve the marketing, ad-
vertising, and distribution of all drugs sold in the
United States. The principal regulatory efforts of
this agency are thus directed at research in the
pharmaceutical industry .34 In contrast, NIH, as
an organization that supports and conducts basic
research, applies a philosophy of encouraging aca-
demic freedom and imagination in the research
it supports through its extramural projects grants
program. 35 The NIH approach uses a system of

decentralized, institutional review committees that
operate under generalized ethical guidelines. NIH
also “takes direct responsibility for the protection
of research subjects under its own system of na-

“Alexander  M. Schmidt, “The Politics of Drug Research and De-
velopment, ” The Social  Context of Mecficaf  Research, Henry Wechs-
ler (cd. ) (Cambridge, MA: Ballinger  Publishing Co., 1981), pp.
233-262.

35 William J. Curran,  “The Approach of Two Federal Agencies, ”
Experimentation With  Human Subjects, Paul A. Freund (cd. ) (New
York: George Braziller,  1969), p. 449.

forcement in the executive branch agencies, new
fields often face a thicket of duplicative or even
conflicting requirements. The December 31, 1984,
Proposal for a Coordinated Framework for Reg-
ulation of Biotechnology37 issued by the Office
of Management and Budget is evidence of increas-
ing concern about this problem. In May 1984, the
White House Cabinet Council established a work-
ing group on biotechnology to review Federal reg-
ulatory rules and procedures relating to the bio-
technology industry. All three affected agencies
(FDA, Environmental Protection Agency, and
U.S. Department of Agriculture) would review
biotechnology products and processes. Under the
Framework, review would proceed on a case-by-
case basis, each with its own staff, consultants,
and expert scientific advisory committees. The Re-
combinant DNA Advisory Committee (RAC)
would continue to oversee rDNA experiments re-
lated to biomedical research and the National
Science Foundation (NSF) would form a review
committee to examine the potential environmental
effects of basic research experiments employing
rDNA. All five advisory committees would re-
port to a parent committee, the Biotechnology
Science Board, which would receive summaries
of all recombinant DNA, recombinant RNA, or
cell fusion applications and may undertake itself,

“Ibid,
3749 Federal Register 50856-50907,



or request that the agency committee review, a
specific proposal. In addition, the Board would
evaluate review procedures and committee re-
ports, conduct evaluations of broad scientific is-
sues relating to this research, develop guidelines,
and provide “a forum for public concern. ” As of
this writing, NIH is in the process of reviewing
comments on the proposed regulations, and no
final rule has been issued.

Such coordination, is unusual, however. Nor-
mally, government regulation of research is ad-
ministered through a number of uncoordinated
and therefore potentially conflicting mechanisms.
These include: national or local commissions to
review general procedures and policies; tax credits;
legislative review and veto; moratoria; controls
of acquisition or possession of materials needed
for research; interpretation of regulations; con-
tract provisions; and publication or communica-
tion review or classification.

Agenda Controls

Governmental Review Commissions

The Government may set up a commission or
board to review research, either with an eye to
improving research procedures or to resolve some
dispute. An example at the local level is the Cam-
bridge Experimentation Review Board, which
ruled on the safety of rDNA research in the 1970s
at the request of the Cambridge City Council. At
a national level, the NIH RAC approves experi-
mental procedures and must consider any pro-
posed changes in the NIH Guidelines for Research
Involving recombinant DNA Molecules. The NIH
committee, composed of both scientists and non-
scientists, meets several times a year to examine
special cases of recombinant DNA research, pe-
titions for examption, and proposals for chang-
ing the Guidelines. The Committee must also rec-
ommend to the Director of NIH any proposed
change in the guidelines.

National commissions have been used to for-
mulate guidelines for research, but most have not
had any power to restrict or delay actual re-
search —e.g., the National Commission for the
Protection of Human Subjects of Biomedical and
Behavioral Research, established by Congress in
1974 to develop guidelines for such research.
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Tax Credits

Legislation offering tax credit or similar finan-
cial incentive to encourage and discourage re-
search is passed usually to provide incentives for
private funding on designated topics (e. g., re-
search on alternative energy sources). In 1980,
Congress gave small businesses and universities
the opportunity to obtain patent rights on inven-
tions developed with Federal funds.38 In response
to the energy crisis of the 1970s, over 30 States
passed laws to promote solar energy. Most of
these laws provide tax incentives (income or prop-
erty tax reductions) to stimulate private sector re-
search, development, and commercialization of
solar systems .3” Congress has been similarly ac-
tive in passing legislation that promotes research
on alternative energy systems. And the 98th Con-
gress enacted the Orphan Drug Amendments to
the Food, Drug, and Cosmetic Act 40 

in order to

s t i m u l a t e  p r i v a t e research and  deve lopment
(R&D) of drugs for rare diseases.

The Internal Revenue Code also currently al-
lows businesses the option of deducting or amor-
tizing expenditures for research and experimen-
tation over a period of 60 or more months. The
Economic Recovery Tax Act of 1981 (Public Law
97-34) provides a 25 percent tax credit for incre-
mental research expenditures made after 1981.
That legislation reflects a deliberate attempt by
Congress to reduce tax burdens in order to stim-
ulate research. It includes tax credits for labora-
tory equipment leases, and for portions of pay-
ments to universities to perform basic research.41

These provisions are set to expire at the end of
1985. To stimulate research by private industry,
Congress has tried to lower the cost of private
R&D through a combination of tax policy, direct
spending, and patent legislation.

Social science research was specifically excluded
from the areas of research spending for which a
tax credit is allowed. Bills introduced in the 98th
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Congress, which would have created additional
incentives for corporate investment in research
and development, also excluded social science re-
search from their definition of “qualified research”
for which a corporation may take a tax credit.

The Congressional Budget Office estimates that
the Federal Government gives the high-technology
research system approximately $1.5 billion in the
form of tax credits.42 There are currently three ma-
jor tax-related mechanisms that high-tech research
industries may employ: 1) straight deductions,
year by year, of research expenses such as sala-
ries and equipment [Internal Revenue Code, Sec-
tion 174]; 2) the R&D tax credit, which expires
in 1985 and allows a company to deduct from its
taxes 25 percent of amounts that exceed the pre-
vious 3-year average of amounts the company
spent on research [Public Law 97-34]; and 3) the
funding of research through R&D limited part-
nerships, possible through several provisions of
the tax code.

Legislative Review

Congress has several times attempted to con-
trol specific research projects or types of projects
through legislative review of proposals or proj-
ects. In 1975, Representative Robert E. Bauman
of Maryland introduced an amendment to the
NSF authorization bill (H.R. 4723) which would
have allowed Congress to review all NSF pro-
posals prior to the final awarding of the grants.
The Bauman amendment passed the House, but
was deleted in Senate Subcommittee and there-
fore not included in the final bill. The strongest
argument against the amendment was the burden
that would be placed on Congress to review thou-
sands of grants. A second argument was that
Members of Congress are not scientists and there-
fore are not necessarily competent to judge spe-
cific research proposals. What might sound friv-
olous and inconsequential to a layperson can be
of major importance to scientific development.
A third argument was that consistency would re-
quire Congress to oversee the grants made by all
other agencies, including the Department of De-
fense (DOD). Other arguments included the ad-
ded length of time to receive a grant, the politiciz-

‘2C;n~rewiclnal Budgyt  Office, k(~eral  Supptlrt  for  I{&[)  2nd ln -
no~r.]tion,”  ilpri] 1Q84, p p .  7b-83.

ing of the award decisionmaking process, and the
possibility of making NSF more conservative (and
possibly less innovative) in its effort to please
Congress. In 1983, the Supreme Court effectively
ruled in INS v. Chadha (103 S. Ct. 2764) that
legislative vetoes, such as proposed in the Bau-
man amendment, were unconstitutional.

In the 99th Congress, Representative Robert G.
Torricelli of New Jersey introduced a bill entitled
the “Information Dissemination and Research Ac-
countability Act” (H. R. 1145), which has similar
evaluative intent. The purpose of the bill is to
“promote the dissemination of biomedical infor-
mation through modern methods of science and
technology and to prevent the duplication of ex-
periments on live animals. ” It calls for a National
Center for Research Accountability, located
within the Library of Medicine, which would pro-
vide for a comprehensive, full-text literature
search before any research proposal involving the
use of live animals could be approved. Thus, all
animal research proposals would be funneled by
the potential granting agency through the Cen-
ter prior to approval. The President would ap-
point 20 persons to serve as members of the Cen-
ter. Critics of the bill claim that the process would
unnecessarily prolong the already extensive grants
review process and would duplicate the peer re-
view process. In addition, the duplication of re-
search that the bill intends to eliminate is often
an important and required aspect of research in
that it enhances validity and reliability, Propo-
nents of the bill feel that it will prevent the un-
necessary use of animals in research.

Moratoria

The most dramatic device used by government
to control research is the legally enforceable ban
or moratorium. Moratoria on science—or the pro-

posal of same—are effective ways to focus atten-
tion on a serious issue or to express a political per-
spective that the researchers appear to have been
ignoring. The 1974 act prohibiting experimenta-
tion on human fetuses (see box B) is an example
of such a ban. In 1975, the Department of Health,
Education, and Welfare prohibited the funding of
research on in vitro fertilization without review

“h’[lchael  Cold,  “Research olt-limits,  ” Sc)ence 8.5, vol. b, April
1985, p. 36.



61

Box B.—Fetal Research

The controversy over research on fetuses or fetal tissue illustrates the implementation and effect
of various mechanisms for government control of research.

Between 1970 and 1972, advisory groups within the National Institute of Child Health and Devel-
opment debated NIH policies on the review and funding of human fetal research. Reports of abuses by
researchers in other countries had led to pressure on NIH to declare a moratorium on any research with
the living fetus before or after abortion, lest such abuses be repeated in the United States, Congressional
debate and legislation (National Research Act, Public Law 93-348, Section 2130) created the National
Commission for the Protection of Human Subjects of Biomedical and Behavioral Research, which produced
recommendations that became the core of the Federal regulations. The Commission intended the exist-
ing independent, local institutional review boards (IRBs), with the addition of a national Ethics Advi-
sory Board, as the means for control and consideration of fetal research. The fetal research guidelines
were adopted as Federal regulations on July 29, 1975, but an Ethics Advisory Board was not chartered
until 1977 or convened until 1978, so a de facto moratorium existed during this time on both fetal re-
search and in vitro fertilization.

The Ethics Advisory Board was allowed to die in 1980 and its absence means that the privately
supported IRBs are still the only locus of practical control. Supplementing the Federal regulations are
25 State statutes and the Uniform Anatomical Gift Act (passed in all 50 States by 1973). That act governs
research on dead fetuses generally by including explicit language to that effect. Department of Health
and Human Services (DHHS) regulations cover only DHHS funded research or research institutions;
other research is governed by State statutes, when they exist. They range from strict (no research except
that of therapeutic value to mother or fetus) to those more liberal than the Federal regulations.l

In summer 1974, the National Commission for the Protection of Human Subjects declared a na-
tional moratorium on all fetal research, which remained in effect until the Commission issued interim
regulations in 1975.

In several cases in Boston in the 1970s, State-level protest also attempted to halt fetal research. Be-
cause the research in question used dead fetal tissue obtained from abortion procedures, antiabortion
groups charged that publication of findings based on research using such tissue was unethical. In re-
sponse to the public protest, the 1974 session of the Massachusetts legislature passed “An Act Prohibit-
ing Experimentation on Human Fetuses, ” which treated such research as a felony offense punishable by
up to 5 years in prison. The law (amended in 1976) applies only to fetal tissue and does not prohibit
experimentation on live fetuses in efforts that might be considered “beneficial” to the fetus. Many legal
scholars consider the law to be imprecise and, because of that imprecision, to have the potential for
producing a “chilling effect” on researchers. On the other hand, opponents of the research have pushed
for stronger legislation that would make violation a criminal offense. Controversy has continued with
the introduction of legislation in Congress proposing a national moratorium on research on live fetuses.

Rules restricting federally funded research on human fetuses, set in place in 1974, specify that indi-
vidual research proposals must be reviewed by a federally appointed Ethics Advisory Board. When the
Ethics Advisory Board was allowed to lapse in 1980, the effect was a de facto ban. No research in this
area can be done until it is reinstated. Four succeeding Secretaries of DHHS have failed to limit the morato-
rium. In January 1984, the NIH sent a request to DHHS for reestablishment of the board, but as of this
writing, the Secretary has not acted on the request.

‘John  C. Fletcher and Joseph D. Schulman, “Fetal Research: The State of the Question,” Hastings Center  Report, vol. 15, April 1985, pp. 6-11.
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A moratorium was proposed in 1976 on all
R&D surrounding laser isotope separation of ura-
nium. The proposal was to suspend all projects
in the United States, “pending the results of ef-
forts to achieve agreement with other industrial-
ized nations to halt their work in this area. “44 The
proposers acknowledged the complexity of imple-
mentation (and improbability of success) of such
a moratorium, but used the proposal itself as a
way to further public discussion of the policy on
proceeding with the research. The Lilienthal-
Acheson proposals in 1946 for regulation of
atomic energy would have entailed a similar ban
on research in certain sensitive fields .45

Controls on Procedures

Acquisition or Possession of
Materials Used in Research

Research may be regulated through controls on
the acquisition or possession of the chemicals or
other substances necessary to do the research. For
example, the Environmental Protection Agency
(EPA) is authorized by the Toxic Substances
Control Act (TSCA) to regulate the approxi-
mately 60,000 chemicals subject to the act, at all
stages of their development.46 TSCA recordkeep-
ing and reporting requirements apply to research
on chemicals and additional regulatory require-
ments apply when the chemicals are introduced
into commerce .47

Federal regulations control the possession, use,
and disposal of radioactive substances, including
their use in research. Handling of nuclear and
radioactive materials is governed primarily by the
Nuclear Regulatory Commission (NRC), under
the Atomic Energy Act of 1954.4a The NRC has
regulatory power over any materials made in a
reactor. It does not have any jurisdiction over ac-
celerator materials or over naturally occurring
radioactive materials, although some States do
regulate these substances. If the research institu-
tion is located within an “agreement” State, the
investigator must be licensed by the State radia-

“’Barry hf. Casper, “Laser Enrichment A New [’ath tt~ I’r[~lifera-
tic)n?” Bulletin  (Jl  the Atomic  Scientists, lanuar}  1477,  pp. 28-41.

“The c(>mplete  text of the plan was contained in a State Depart-
ment  dc~cument,  I)uh[icatlc}n 2498 (1946),

‘“15 U.S,  ~. Section  2(301
‘“15 U. SC. Section  2007
‘“!k’ especially Title 10 (~t the Act

tion control agency. If the institution is within a
“nonagreement” State, it must apply to NRC for
a license. All research must comply with Federal
and State OSHA regulations, which regulate ex-
posure to toxic substances in laboratories.

For research using radioactive substances, then,
there are various degrees of licensing and permits,
depending upon what is done and the substance
in question. Regulatory jurisdiction varies from
State to State and between the Federal Govern-
ment and the State. In addition, there is a tiered
system of control based on the quantity of mate-
rial in question. (NRC has established categori-
cal exemptions from certain regulatory require-
ments for certain low-level radioactive materials. )
The requirements for a license pertain to the per-
sonnel and their qualifications, the facility, uses
of the material, estimated human exposures, rec-
ordkeeping and reporting systems, and disposal
practice .4’ Large institutions conducting a lot of
research may apply for a broad license, which
delegates considerable decisionmaking power to
the institution’s Radiation Safety Committee. In
all cases, radiation safety officers must be ap-
proved by the licensing agency and NRC must
know and approve the qualifications of such in-
dividuals. Most research institutions have a ra-
diation safety officer, even if they do not have
a radiation safety committee. Licenses can be very
precise, authorizing one investigator to use a spe-
cific material for a specific period of time.

There are also regulations for disposal of radio-
active waste. All Federal institutions must com-
ply with the Clean Air and Clean Water Act, if
applicable. In addition, the institution must ap-
ply for a discharge and disposal permit from the
State air pollution agency and/or the State water
pollution agency. Both Federal and local regula-
tions may apply to disposal as well.

If an institution is found to be in violation of
the laws governing radioactive materials, civil
monetary penalties can be imposed, and its license
suspended or revoked; in addition, the organiza-
tion would probably receive damaging press cov-
erage. At large institutions, safety precautions
may ‘be emphasized, therefore, because of the con-
sequences of a single mistake, primarily the sus-

’910 CFR Parts 30-32.



pension of all of the institution’s research using
radioactive materials.

Department of Transportation regulations enacted
under the Hazardous Materials Transportation
Act govern shipments of certain research materi-
als (e. g., radioactive materials, etiologic agents,
poisons, corrosives, flammables) by requiring spe-
cific carriers, containers, or handling practices .50

Federal laws prohibiting the possession of nar-
cotics act to restrict research in a number of fields,
Researchers who wish to use controlled or illegal
substances as a legitimate part of their research
must first register with the Department of Justice;
they are then investigated by the Drug Enforce-
ment Administration and their research is vali-
dated by FDA. If approval is granted, the re-
searcher must request the drug from the National
Institute of Drug Abuse. If the research also in-
volves human subjects, additional reporting re-
quirements must be fulfilled. According to the
Drug Abuse staff of FDA, the administration of
these regulations used to be very time-consuming,
but recent streamlining of the approval process
and an apparently diminished interest in research
involving controlled substances have reduced the
number of requests and the time required to
ess them.

Requirements for Procedural
Review Committees

Various Federal and State commissions

proc-

have
been given principal responsibility to implement
legal regulations that apply to research proce-
dures—in the case of the rDNA commissions, re-
quirements for physical containment of the bio-
logical materials used in the research. By focusing
on a very specific step in the research process, the
Federal Government was able to establish stand-
ards of protection for workers and the commu-
nity and as well as to set criteria for researcher
(and institutional) accountability.51 Once the
rDNA guidelines were set (with the aid of the
scientists), the discussion moved back to the
sphere of the policy makers and administration
officials, who were under political pressure from
environmental and public interest groups.

’049 U.S. C. Sections 1803 et seq. and 49 C.F.  R. Parts 100-179,
“Dorothy N’elkin, “Threats and Promises: Negotiating the Con-

trol of Research, ” Holton  and Morison,  op. cit., p, 199.
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Regulation may also occur at the very end of
the research process, as in EPA regulation of field
testing of new insecticides or for agricultural re-
search involving rDNA. In a recent case involv-
ing insecticide-producing soil bacteria, the EPA
has required the company to apply for an exper-
imental use permit and to submit more research
data on various aspects of the bacteria (e.g., its
longevity in soil and its effect on nontarget spe-
cies), an action that has the effect of restricting
or delaying the use and dissemination of results
from the project.

The Federal Government may also require that
an institution set up review committees to moni-
tor, approve, and shut down projects. The three
principal types are Institutional Biosafety Com-
mittees (IBC), Institutional Review Boards (IRB),
and Institutional Animal Care and Use Com-
mittees.

IBCs are mandated by the NIH Guidelines for
Recombinant DNA Research and have served as
the major locus of responsibility for oversight of
that research since 1978.  The latest  NIH
regulations 52 stipulate that an IBC must have “no
fewer than five members so selected that they col-
lectively have experience and expertise in recom-
binant DNA technology and the capability to as-
sess the safety of recombinant DNA research
experiments and any potential risk to public health
or the environment. ” At least two members must
have no affiliation with the institution apart from
their membership on the IBC and should be cho-
sen to represent the interest of the surrounding
community with respect to health and protection
of the environment. Unless exempt from review
under the Guidelines, all rDNA research must re-
ceive IBC approval. Certain categories of research
considered to be of questionable or high risk must
be referred to the NIH Recombinant DNA Advi-
sory Committee for approval before work can be
initiated. There are currently 301 IBCs registered
with the Office of Recombinant DNA Activity of
NIH. Approximately 250 are academic IBCs; the
rest are industrial. Compliance by industry is
voluntary.

“Basic DHHS Policy for Protection of Human
Research Subjects”53 requires that all research in-

“49 Federal Register 227, Nov. 23, 1984.
5’CFR 46,
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volving human subjects conducted by the Depart-
ment of Health and Human Services (DHHS) or
funded in whole or part by a Department grant,
contract, cooperative agreement or fellowship,
undergo review by an IRB. (See box C.) As with
an IBC, IRB membership is specified in the Fed-
eral regulations. The IRB must have five mem-
bers and, per the Guidelines, “be sufficiently qual-
ified through experience and expertise of its
members, and the diversity of the members’ back-
grounds including consideration of the racial and
cultural backgrounds of members and sensitivity
to such issues as community attitudes, to promote
respect for its advice and counsel in safeguard-
ing the rights and welfare of human subjects. ”
According to the Office for Protection from Re-
search Risks, the office responsible for the imple-
mentation of the IRB regulations, there are cur-
rently over 5,000 operating IRBs in the United
States. A 1979 study by Jeffrey M. Cohen and
William B. Hedberg determined that, in 1 year,
a typical IRB was in session 41 times and reviewed
278 proposals, involving approximately 80,000
potential research subjects.54 That IRB cost the
university $36,000 during the year, or about $130
per proposal.

Institutional Animal Care and Use Committees
(IUCAC) are required of all institutions that re-
ceive Public Health Service (PHS) funds for re-
search involving animals. Under revised PHS pol-
icies released May 1, 1985, those committees,
which must have lay members, will have the re-
sponsibility for reviewing research plans and mon-
itoring compliance. Prior to the establishment of
these guidelines, nearly 1,000 institutions already
had animal assurances through PHS. It is not
known how many new committees will have to
be established once the guidelines take effect. The
new guidelines also require that all animal facil-
ities must also be accredited by the American
Association for the Accreditation of Laboratory
Animal Care, a voluntary association that certi-
fies animal handling facilities, or must conduct
an assessment based on the NIH Guidelines for
the Care and Use of Laboratory Animals. Accred-
itation is a necessary condition if an institution
wants to receive PHS funds for research involv-

siJ~ffr~Y  M, Cohen and William  B. Hedberg, “The Annual Activity

of a University IRB,  ” ZRB,  May 1980, pp. 5-6.

ing animals. By January 1, 1986, each institution
receiving PHS funds must submit an “assurance
of compliance” (containing such documents as
descriptions of the facilities and membership and
procedure of the local IUCAC) to the NIH Of-
fice for Protection from Research Risks.

Contract Provisions

The provisions of research grants and contracts
are used to enforce such things as limitations on
spending, allocations of funds among budget cat-
egories, requirements that organizations be ac-
credited or meet certain accreditation standards,
and requirements that research designs or proce-
dures be approved by the monitoring committees
described in the previous section.

In the case of recombinant DNA research, the
Asilomar recommendations were adopted by
NIH, which then issued a set of guidelines cover-
ing research in designated categories. It applied
to all recombinant DNA research funded by NIH.
Today, the amended NIH Guidelines for Recom-
binant DNA Research set forth the generic re-
quirements for safety in recombinant DNA re-
search. These safety requirements apply through
contract provisions to all recombinant DNA re-
search in the United States which is conducted at
or sponsored by an institution that receives any
support for rDNA research from NIH.55 Failure
to comply can lead to termination of NIH fund-
ing or other NIH sanctions. Although limited to
institutions funded by NIH, the Guidelines have
been adopted or followed by virtually all Federal
agencies, State and local agencies, and private
organizations.

Communication Controls

Reporting requirements in contracts can include
regulations on the “deliverables” of a project, usu-
ally through prepublication review. Such contrac-
tual provisions are currently being invoked in or-
der to restrict the flow of information believed
to be linked to national military security or re-
lated to the Nation’s ability to compete in world
markets. Contract provisions have been used, for
example, to prohibit foreign nationals from be-

~~er~l Register 77384,  Nov.  21,  1980,  and 77409.



65

Box C.—Research on Human Subjects

Until the 1960s—with the exception of the Nuremburg Code (1947)—there were no legal decisions
from the courts and no Federal or State laws concerned directly with how humans were used in experi-
ments (again, with the exception of violations of criminal law). NIH and PHS first began in 1953 to
develop formal standards for human experimentation, but these efforts were not productive. The turn-
ing point was the increased volume of clinical investigations funded by the Federal Government (the
shift in research performer) and government regulation of experimental drugs (manufacturing, distribu-
tion, and safety) in interstate commerce through FDA. Another factor was the thalidomide tragedy abroad,
which triggered the 1962 Kefauver-Harris Amendments to the U.S. Food and Drug Act. Congress, in
debate and not in the original bill, added the requirement to the law that subjects or patients be informed
that they were to receive an experimental drug not fully licensed by the Federal Government and that
their consent be obtained prior to receiving it. In 1966, the U.S. Surgeon General issued the first PHS
Policy and Procedure Order for extramural research on human subjects.1 This Order required all institu-
tions receiving PHS funds to review projects for the potential of abuse and it led to the formalization
of the current system of IRBs.2

At present, most categories of human subjects research funded by Federal money or conducted at
institutions that receive Federal subsidies are subject to some form of review or regulation. Federal agen-
cies with oversight in this area specifically list those categories that are exempt or not subject to regula-
tion; but, research conducted without direct or indirect Federal funding is not subject to human subjects
regulations. In addition, some populations may not be adequately protected by existing regulations.

All research funded in whole or in part through DHHS by direct award, cooperative agreement,
or fellowship, then, is subject to human subjects regulations [45 C.F.R. 46, Section 46.101]. Indirectly,
all research conducted at or sponsored by institutions which do not receive DHHS funds are not legally
required to comply, but according to Charles McKay, of the NIH Office for Protection from Research
Risks, 96 percent of the 500 major institutions conducting research apply DHHS regulations to research
not funded by DHHS. Compliance is indicated through a statement of assurance. Regulations of FDA
cover clinical investigations with regard to products specified in the Food, Drug, and Cosmetic Act for
marketing. These include drugs, biological, blood and blood products, devices, and food additives.
In addition, the U.S. Department of Agriculture (USDA) regulates clinical investigations of food addi-
tives. For the Department of Defense, the Veterans Administration, and 20 other agencies, varying degrees
of regulations are tied to direct or indirect use of their funds. All use IRBs and informed consent prac-
tices. There is an effort underway by the Office of Science and Technology Policy-and near completion—
to have cross-agency uniform regulations very similar to the existing DHHS regulations.

Despite these efforts, research on human subjects does take place under conditions or in institutions
exempt from DHHS regulation. DHHS itself exempts educational research, test development, interview
and observation research, and research involving specimens and/or medical records, as long as the in-
formation taken from these sources is recorded in such a manner that subjects cannot be identified or
that the information revealed would place the subject at risk. The Department of Justice has exemptions
in their coverage of prison research, and has legal prohibitions against regulation of research on recidi-
vism and probation. The Department of Defense exempts epidemiological research from regulation. In-
dustrially related research (e.g., academics doing consultative work designing systems to improve worker
efficiency) is not subject to regulation. All product marketing research (testing of products not FDA or
USDA regulated) is exempt from DHHS regulations; some of it is covered by consumer safety laws,
but those only apply after the product is on the market. Moreover, the regulatory intent is to protect
the public rather than the subjects.

‘Judith P. Swazey,  “Protecting the ‘Animal of Necessity’: Limits to Injury in ClinicaJ  Investigation, ” Limits of scientific Inquiry, Gerald Holton
and Robert S. Morison (eds.  ) (New York: W.W. Norton & Co., 1979), p. 138.

William J. Curran, “The Approach of TWO Federal Agencies, ” Experimentation With  Human Subjects, Paul A. Freund (cd. ) (New York: George
Braziller, 1969).
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One of the solutions to criticism has been to sharpen the procedures for ensuring that subjects have
knowingly and willingly consented to participate in an experiment. There is now an extensive body of
law and regulatory controls, and literature, debating the  social and moral aspects surrounding the ques-
tion of informed consent to human experimentation. Today, the United States regulates research to pro-
tect the physical or psychological health or the privacy of the human subjects used in research under
guidelines established by the National Commission for the Protection of Human Subjects of Biomedical
and Behavioral Research. The National Research Act of 1974 instructs the Commission to: I) “identify
the basic ethical principles which should govern research involving human subjects and to recommend
guidelines and mechanisms for assuring that such principles are observed; 2) “to clarify the requirements
of informed consent to research in the cases of children, prisoners, and the institutionalized mentally
infirm;” and 3) “to investigate the use of psychosurgery and recommend policies for its regulation.”

ing employed on a research project.56 More re-
cently, the Federal Government has used grant
and contract terms as a means of directly control-
ling dissemination of research results, 57 by requir-
ing that the researcher or institution allow prepub-
lication review by the sponsoring or interested
Federal agency. Contracts for classified work, of
course, routinely include such provisions but some
agencies have begun to invoke prior approval pro-
visions previously considered to be pro forma (or
have considered revising their standard contracts
to include such provisions). The purpose of re-
quested delays or review is to allow the opportu-
nity for either classification or alteration (editing
and censorship).

In one such case in 1980, NSF refused to fund
parts of a cryptology proposal submitted by a
computer scientist because of the national secu-
rity implications of his work. A later decision
awarded the funds to the researcher with the stipu-
lation that he take responsibility for seeking prior
constraint as required by the content of his work.
NSF eventually drafted new language for all its
contracts to require that a grantee take responsi-
bility for notifying the cognizant NSF Program
Director if data, information, or materials devel-
oped in the course of research appear to require
classification. NSF retains the option—after re-
view of the information—to defer dissemination,
distribution, or publication.

“Scientific Freedom and National Securjty, Issue 5 (Washington,
DC: American Association for the Advancement of Science, March
1985), p. 7,

“interim Report of the Committee on the Changing Nature O;
Inlorrnation  (Cambridge, MA: Massachusetts Institute of Technol-
ogy, Mar. Q, 1983), Section 4.5,

The mechanism of classification (or the threat
of the possibility of classification) can also be used
to delay publication. This tactic has been used by
the National Security Agency to delay journal
publication of a number of scientific articles on
cryptography. 58 From 1982 to 1985, Federal reg-
ulations on the export of technical information
have been used to bar certain foreign nationals
from attending otherwise open society meetings
and have been used to require researchers to with-
draw unclassified technical papers scheduled for
presentation at professional society meetings be-
cause foreign nationals might attend those meet-
ings. 59

In addition to contract provisions, there are
nine major legal mechanisms by which the U.S.
Government can restrict formal and certain in-
formal communication of scientific and technical
information.

1. The Arms Export Control Act of 1976 and
the resulting International Traffic in Arms Regu-
lations and U.S. Munitions List, administered by
the Department of State, authorize control of the
export and import of defense articles and defense
services, including export of technical data related
to defense articles.

2. The Export Administration Act of 1979, im-
plemented through the Export Administration
Regulations, Commodity Control List (CCL), and
Militarily Critical Technologies List (MCTL), and
administered by the Department of Commerce,

581bid.
“Free Trade in Ideas: A Constitutional Imperative (Washington r

DC: American Civil Liberties Union, May 1984); Long, op. cit., see
especially the table of meetings that have been restricted.
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authorizes control of the export of tangible goods,
including technical data, in the interest of national
security and foreign policy and, to a lesser extent,
to protect the domestic economy. MCTL desig-
nates arrays of technical information, expertise,
or equipment that DOD believes would make a
significant contribution to the military potential
of another country if exported. The unclassified
version of this list is over 200 pages long; the clas-
sified is reported to be over 700. 60 Both the CCL
and the MCTL were not intended to be control
documents, but rather to be reference lists of the
sensitive technologies,

3. Executive Order 12356 of 1982 authorizes
classification of information, including that per-
taining to “scientific, technological, or economic
matters, ” that is “owned by, produced by or for,
or is under control of U.S. government” for na-
tional security purposes. The order contains a spe-
cific exemption for “basic scientific research in-
formation not clearly related to national security,”

4. The Atomic Energy Act of 1954, as amended,
places explicit controls on scientific information
and defines restricted data. The act is not limited
to nuclear physics nor even to activities of the Fed-
eral Government; its language is sufficiently broad
to allow the extension to “privately generated”
knowledge as well. A 1981 amendment allows the
Secretary of Energy to adopt regulations on the
dissemination of unclassified information regard-
ing either the design of facilities or their security
measures. 61

5. The Invention Secrecy Act of 1951 author-
izes the defense agencies to review applications
submitted to the Patent and Trademark Office

‘c’ Long, op. cit.
*] Harold C. Relyea,  “Shrouding the Endless Frontier—Scientific

Communication and Natlona]  Security: The Search for Balance, ”
Striking a Balance: NatIonaI  Secunt-t and Scientific Freedom, Harold
C. Relyea  (ed I (Washington, DC: American Association for the
Advancement of Science, 1985), p. 85
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and, if publication of the patent is deemed harm-
ful to national security, to declare the invention
secret for a period of 1 year (with restriction an-
nually renewable). The justifications for the In-
vention Secrecy Act (1951) are to allow defense
agencies to review applications for patents sub-
mitted to the Patent and Trademark Office, with
the goal of catching inadvertent violations. If pub-
lication of a patent is judged to be potentially
harmful to national security, then a 1-year, renew-
able secrecy order is issued .02

6. The Freedom of Information Act contains
provisions allowing but not requiring agencies to
exempt certain types of information from man-
datory disclosure.

7. Executive Order 12333 on Intelligence, issued
December 4, 1981, allows for the covert collec-
tion of information by agents posing as aca-
demics.

8. A number of DOD directives on national
security and classification based on 10 U.S. C. 140c
allow that agency to restrict information devel-
oped by scientists under DOD contract. Directive
5230.25 outlines the conditions under which DOD
can withhold classified data from general public
dissemination in accord with export control laws.
An October 1984 memorandum on “Publication
of the Results of DOD sponsored Fundamental
Research” sets forth policies on publications. And
Directive 5230.24 (November 1984) requires all
newly created technical documents in DOD to
carry statements defining distribution and indicat-
ing how requests for the document should be
handled.

9. The Immigration and Nationality Act may
be used to refuse admission to or deport foreign
scholars from U.S. research activities.

b21bid.

THE ROLE OF THE COURTS IN THE REGULATION OF RESEARCH

Statutory law governs the role that the judicial Congress or regulatory actions taken under Fed-
branch may play in the regulation of research: the eral, State, or local statutes.
courts respond to and interpret existing govern-
ment action. The Federal courts have no jurisdic- The courts have frequently been used, however,
tion other than to interpret the laws enacted by in environmental disputes to require Federal agen-
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cies to perform, commission, or use research to
support environmental policy decisions. The
intent—through lawsuit—has been to force the
agencies to increase or, in some cases, to improve
their use of research. The effect, at least in the
1970s, was to strengthen the quality and increase
the amount of environmental science research.
Environmental lawsuits are, however, just part
of a general shift in the use of the judicial system
to affect social policy.63 More dramatic use of the
courts occurs when, after a plaintiff has filed suit,
the court issues an injunction that prohibits the
research from going forward at all. In the case
study presented in chapter 7, the Supreme Judi-
cial Court of the Commonwealth of Massachu-
setts at first issued a temporary restraining order
against a municipal public health order that had
attempted to stop research at a local laboratory;
that court later ruled to uphold the city’s right to
impose such a ban.

In May 1984, Federal District Judge John Sirica,
in effect, put a moratorium on all field tests of
genetically modified microbes being conducted by
the University of California.64 The experiments
in question involved tests of genetically engineered
bacteria (Pseudomonas syringae) designed to pre-
vent frost formation on plants. In September
1983, a group of plaintiffs led by Jeremy Rifkin
and the Foundation on Economic Trends claimed
that NIH was violating National Environmental
Protection Act (NEPA) requirements for an envi-

“Donald L. Horowitz, The Courts and Social Policy  (Washing-
ton, DC: The Brookings  Institution, 1977),

b’Marjorie  Sun, “Rifkin  and NIH Win in Court Ruling, ” science,
vo]. 227, Mar.  15, 1985, p. 1,321.

ronmental impact statement. NIH claimed that its
approval process more than satisfied the NEPA
requirements. 65 On April 12, 1984, Rifkin filed a
motion for injunction to prevent the researchers
from proceeding with a field test experiment
scheduled for May. On May 16, Judge Sirica
granted the motion for a preliminary injunction
and ordered that: 1) NIH be enjoined from ap-
proving experiments involving the intentional re-
lease of recombinant DNA, and 2) that the Uni-
versity of California be enjoined from proceeding
with the experiment until final resolution on the
case. In subsequent court action, the U.S. Court
of Appeals for the District of Columbia ruled (Feb-
ruary 27, 1985) that experiments could proceed
if their potential environmental effects were prop-
erly evaluated. NIH must now prepare environ-
mental assessments.

Recently, an additional legal action has intro-
duced controversy into what has usually been a
quiet region of the scientific community, agricul-
tural research. In 1979, attorneys filed a lawsuit,
on behalf of 17 farm workers and the California
Agrarian Action Project, that charged the Univer-
sity of California with unlawfully spending pub-
lic funds on mechanization research that displaced
farm workers.66 (For a full description of the case,
see app. A,)

‘5Judith  A. Johnson, “Recombinant DNA: Legal Challenges to De-
liberate Release Experiments, ” U.S. Congress, Library of Congress,
Congressional Research Service, Science Policy Research Division,
report No. 85-502, Jan. 7, 1985.

~bphi]ip  L, Martin and Alan L. Olmstead,  “The Agricultural
Mechanization Controversy, ” Science, vol.  227, Feb. 8, 1985, pp.
601-606.

MECHANISMS FOR SOCIAL CONTROL OUTSIDE OF GOVERNMENT

Public opinion can be a potent force for pres-
suring government to enact regulation or enforce
more stringently existing rules. It is most often
expressed through the mechanisms of public meet-
ings, picketing, protest, violence, or political ac-
tion organizations. For example, recent activities
by animal rights organizations have included
break-ins, vandalism, and theft of animals, data
and equipment from laboratories using animals
in their research; in some cases, direct threats have

been made to the lives and safety of investigators
and their staff. More moderate groups have used
the traditional policy arena to seek change, lob-
bying Congress and State legislators for stricter
laws. In summer 1985, DHHS Secretary Margaret
Heckler suspended funding for a head trauma
study utilizing anesthetized baboons at the Univer-
sity of Pennsylvania after members of the Ani-
mal Liberation Front (ALF) illegally raided the
University lab, stealing videotapes and destroy-
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ing equipment. DHHS officials contend that while
the research protocol was considered to be scien-
tifically justifiable, the laboratory had violated
its animal welfare assurance to NIH, and that the
decision to suspend funds was unconnected to the
sit-in conducted by ALF at the NIH Bethesda
Campus.

A number of church groups, in the United
States and abroad, have recently provided an ad-
ditional mechanism for expression of social con-
trol on research. Through conferences, newslet-
ters, and “pastoral letters, ” religious organizations
have attempted to educate their members, raise
public awareness about the theological and ethi-
cal dilemmas posed by research, or to sway pub-
lic action concerning regulation of specific areas
of research. In 1979, for example, the World
Council of Churches sponsored a World Confer-
ence on Science, Faith, and the Future at which
scientists, theologians, trade unionists, business-
men, and politicians met to discuss the nature of
science and of faith. More recently, the Episcopal
Diocese of Massachusetts convened a Biotechnol-

SUMMARY

There have always been measures of control
imposed on the scientific community. Most often
the controls have been in the form of self-restraint,
imposed by the scientific community through peer
review and peer pressure. These controls have
been shaped by scientific and technological cri-
teria as well as by the social values and norms
apparent in the ethical codes and standards
adopted by most scientific societies. It is only re-
cently in the history of science that so many in-
stitutions and social forces have influenced in so
many ways the conduct of science.

As described in this chapter, research can be
directly controlled at all stages of the scientific
process. Forces can affect the agenda, the proc-
ess, and the dissemination of results. These forces

ogy Study Group to develop a study guide for
use in churches. The guide addresses the impli-
cations of new developments in gene therapy,
genetic engineering, and fetal research, Theolo-
gians have also taken more direct approaches in
registering their concern, such as the 1983 “The-
ological Letter Concerning the Moral Arguments
Against the Genetic Engineering of the Human
Germline Cells, ” a letter signed by representatives
of virtually every major church organization in
the United States. Most recently, the House of
Bishops of the Episcopal Church adoped an offi-
cial position on genetic engineering that “encour-
ages . . . research directed to an increase in hu-
man understanding of vital processes, recognizing
that human DNA is a great gift of God . . .”67 In
addition, the Bishops asked that Congress ensure
that FDA or an appropriate agency seek advice
from ethicists and the lay public to assure that
use of genetic engineering is ethically acceptable.68

‘-cited in Science, vol.  230, No. 4724, oct. 25, 1985, p. 423.
‘*Ibid.

can be exerted informally, through professional
and peer pressure; formally, through institutional
mechanisms; or legally, through Executive orders,
legislation, and agency rulemaking. Finally, the
courts can be used as a mechanism for interpre-
tation of legal controls.

The value of this “cobweb” of direct control lies
in its democratic and pluralistic nature. The dan-
ger of this system, however, lies in the potential
for uncoordinated and potentially conflicting
mechanisms for direct control. The potential com-
plexity of this approach to regulation may be ex-
acerbated when compounded by the many levels
and forms of indirect control of research, to be
examined in chapter 5.


