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ABSTRACT

In this paper, we study the particular scenario where several transmitter-receiver pairs communicate subject to mutual interference due to the usage of the same frequency bands. In particular, we focus on the case of heterogeneous networks, where radio devices have different interests (utility functions), transmit configurations (sets of actions), as well as different signal processing and calculation capabilities. The underlying assumptions of this work are the followings: (i) the network is described by a set of states, for instance, the channel realization vector; (ii) radio devices are interested in their long-term average performance rather than instantaneous performance; (iii) each radio device is able to obtain a measure of its achieved performance at least once after updating its transmission configuration. Considering these conditions, we model the heterogenous network by a stochastic game. Our main contribution consists of a family of behavioral rules that allow radio devices to achieve an epsilon-Nash equilibrium of the corresponding stochastic game, namely a logit equilibrium. A thorough analysis of the convergence properties of these behavioral rules is presented. Finally, our approach is used in the context of a classical parallel interference channel in order to compare with existing results.

1. INTRODUCTION

Self-configuring heterogeneous wireless networks is the term generally used to identify distributed networks where radio devices from different classes exploit common resources (e.g., frequency bands typically). Often, the difference from one device to another relies mainly on the physical layer technology, e.g., Wi-Fi, Bluetooth, Zigbee, etc, and also on the type of applications the devices are designed for. Within Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page to copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.
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It is due to the unfeasibility of any kind of message exchange, and thus, each radio device must autonomously determine its own optimal transmit configuration. This is one of the reasons why game theory and the concept of Nash equilibrium (NE) [12] has been widely accepted in the analysis of this kind of networks. The relevance of the NE stems from the fact that once it is achieved, each radio device’s transmission configuration is optimal with respect to the transmit configuration of all the other devices. Thus, the NE is clearly a desired solution from each radio device’s standpoint and appears to be relevant in wireless networks where neither coordination at all nor cooperation is possible. Nonetheless, achieving NE is not an easy task. As the main constraint, we highlight the fact that radio devices are not able to observe neither the transmit configuration (e.g., the transmit power level or the channel selected) for the other devices nor the instantaneous global state of the network, i.e., channel realizations, energy constrains and quality of service requirements of all the active radio devices. Thus, the lack of information naturally constrains each radio device to determine its optimal transmit configuration at a given instant.

From this perspective, an increasing interest has been observed in the design of behavioral rules to allow radio devices to achieve an NE configuration as a result of a short interaction with its counterparts, similar to a learning process [8]. In this direction, the best response dynamics (BRD) [5] and fictitious play (FP) [2] has been largely used in wireless communications [24, 16, 22, 25, 14] and have been shown to converge to NE in certain network topologies.

The main constraint in BRD, FP and its variants is the fact that each radio device must observe the transmit configurations of all the other devices, the actual game state and possess a closed form expression of the utility function, which is clearly a very demanding condition in practical scenarios. In some network topologies and depending on the performance metric, this condition can be weakened and a simple broadcast message from each receiver might be enough to implement either BRD or FP [24]. However, the amount of signaling might be too high depending on the number of dimensions of the scenario, e.g., the number of frequency bands or transmit antennas.

More elaborated behavioral rules for achieving equilibria are based on reinforcement learning (RL) [3, 21, 29]. In RL, the information required by each radio device is simply an
obstruction of its own achieved performance at least every time it changes its transmit configuration. The principle of RL is as follows. After observing the current value of its utility, each radio device updates a probability distribution over all its feasible transmit configurations (or actions). At each update, the probability of the played action increases or decreases depending on the observed utility. In the wireless communication domain, this idea has been used and has been proved to converge to NE in some particular radio resource allocation scenarios [28, 30]. The main advantages of RL with respect to BRD and FP are numerous (provided it converges to NE). For instance, RL is less demanding in terms of information: only a numerical observation for the achieved utility at each game stage is sufficient to implement the RL rule. However, aside from all the attractive advantages of RL, it has a critical drawback: each observation of the utility is used to directly update the probability distributions without maintaining an estimate of the performance achieved with each transmit configuration. This fact might lead the network to converge to a stationary state which is not an NE. We say stationary, in the sense that none of the radio devices changes its transmit configuration since it is unable to identify that other transmit configurations might bring a higher performance. Consider for instance, the simple power allocation game described in [17] and general examples in [9]. Motivated by this observation, in this paper, we introduce a kind of behavioral rules which are known in the domain of Markov decision processes as actor-critic algorithms [6, 27, 7]. Here, each radio device simultaneously learns both the time-average performance achieved with each of its transmit configurations and the equilibrium probability distribution. This estimation helps to solve the problem encountered in behavioral rules based on reinforcement learning, where convergence is observed but the final network configuration does not correspond to an NE. In particular, contrary to the RL algorithms described above, whenever these behavioral rules lead to a stationary network configuration, it corresponds to a logit equilibrium (LE), which is indeed, an epsilon-close Nash equilibrium concept.

The paper is organized as follows. In Sec. 2 the problem of spectrum sharing is formulated. In Sec. 3, such a problem is modeled by a stochastic game and the concept of epsilon-equilibrium and state-independent behavioral strategies is introduced. In Sec. 4 a particular epsilon-equilibrium known as logit equilibrium is introduced. In Sec. 5 and Sec. 6 a family of behavioral rules which allow radio devices to achieve a logit equilibrium are presented and a thorough analysis of its convergence in our particular system model is presented. In Sec. 7, we provide some numerical examples in order to evaluate the performance of the proposed behavioral rule. The paper is concluded by Sec. 8

2. SYSTEM MODEL

In the following, we describe a decentralized self-configuring network where transmitters aim to optimize their individual spectral efficiency by setting up their spectrum access scheme, i.e., number of channels to access, allocated power per channel. Nonetheless, as we shall see in Sec. 3, the contributions of this paper can be applied to scenarios where radio devices have different performance metrics and different sets of transmit parameters to set up.

Consider a set $\mathcal{K} = \{1, \ldots, K\}$ of transmitters and a set $\mathcal{J} = \{1, \ldots, J\}$ receivers. Each transmitter sends private information to its respective receiver through out a set $\mathcal{S} \triangleq \{1, \ldots, S\}$ of orthogonal channels. Here, the orthogonality is assumed in the frequency domain. All transmitters simultaneously use the same set $\mathcal{S}$ of channels and thus, communications are subject to mutual interference. Let $h_{j,k}^{(s)}(n)$ represent the channel realization between transmitter $k$ and receiver $j$ over channel $s$ at time $n$. In our analysis, flat fading channels are assumed during the frame period, i.e., the channel realization is assumed time-invariant during the transmission of one frame, however, the channel might vary from frame to frame period. Denote by $h_{j,k}^{(s)}(n) \in \mathbb{C}^{|\mathcal{S}| \times |\mathcal{J}|}$ the vector of channel realizations at interval $n$ and let $\mathcal{H}$ be the finite set of all possible channel realization vectors (in practice, relevant quantities like channel quality indicators in 3G cellular systems are quantized). Let $h_{j,k}^{(i)}$ be the $i$-th element of the set $\mathcal{H}$, with $i \in \{1, \ldots, |\mathcal{H}|\}$. For each channel use, the vector $h(n)$ is drawn from the set $\mathcal{H}$ following a probability distribution $p = (p_h(1), \ldots, p_h(|\mathcal{H}|)) \in \Delta(\mathcal{H})$. That is, $p_h(i) = \Pr(h_{j,k}^{(i)}(n) = h_{j,k}^{(i)})$, with $n \in \mathbb{N}$. The vector of transmitted symbols $x_{k,n}(n)$, $\forall k \in \mathcal{K}$, is an $S$-dimensional random variable with zero mean and covariance matrix $P_k(n) = \mathbb{E}(x_{k,n}(n)x_{k,n}^H(n)) = \text{diag}(p_{k,1}(n), \ldots, p_{k,S}(n))$. For all $(k, s) \in \mathcal{K} \times \mathcal{S}$, $p_{k,s}(n)$ represents the transmit power allocated by transmitter $k$ over channel $s$. A power allocation (PA) vector for transmitter $k \in \mathcal{K}$ is any vector $p_{k,n}(n) = (p_{k,1}(n), \ldots, p_{k,S}(n)) \in \mathcal{A}_k$, where, $\forall k \in \mathcal{K}$, $\sum_{s=1}^{S} p_{k,s}(n) = p_{k,\text{max}}$ and $p_{k,\text{max}}$ is the maximum transmit power of transmitter $k$. Following this notation, the power allocation vector $p_{k,n}(n)$ represents the $s$-th element of the set $\mathcal{A}_k$. We denote by $|\mathcal{A}_k| = |A_k|$ the cardinality of the set $\mathcal{A}_k$. We respectively denote the noise spectral density and the bandwidth of channel $s \in \mathcal{S}$ by $N_0$ and $B_s$. The total bandwidth is denoted by $B = \sum_{s=1}^{S} B_s$, independently of the receiver. We denote the individual spectral efficiency of transmitter $k \in \mathcal{K}$ as follows, $u_{k}(h(n), p_{k,n}(n), p_{-k,n}(n)) = \sum_{s=1}^{S} \frac{B_s}{B} \log_2(1 + \gamma_{k,s}(n))$, [bps/Hz]

(1)

where $\gamma_{k,s}(n)$ is the signal-to-interference plus noise ratio (SINR) seen by player $k$ over its channel $s$ at time $n$, i.e.,

$$
\gamma_{k,s}(n) = \frac{p_{k,s}(n)g_{j,k}^{(s)}(n)}{N_0B_s + \sum_{i \in \mathcal{J} \setminus \{k\}} p_{i,n}^{(s)}(n)g_{j,i}^{(s)}(n)},
$$

(2)

where, $j_k \in J$ is the index of the receiver with which transmitter $k$ is associated. Moreover, for all $(j, k) \in \mathcal{J} \times \mathcal{K}$ and $n \in \mathbb{N}$, $g_{j,k}^{(s)}(n) \triangleq |h_{j,k}^{(s)}(n)|^2$. In the following of this paper, our interest focuses on designing behavioral rules to determine how radio devices choose their power allocation vectors at each interval $n$ in order to maximize the time-average of their individual spectral efficiency (1).

3. GAME MODEL

The long-term behavior of the decentralized network described in the previous section can be modeled by a stochastic game. In the following, we formulate such stochastic game and the concept of epsilon-equilibrium. Finally, we describe a particular class of behavioral strategies, to which we restrict the analysis of our game.
3.1 Game Formulation

Consider the stochastic game $G$ described by the 5-tuple

$$
G = (K, \{A_k\}_{k \in K}, \{\bar{u}_k\}_{k \in K}, H, \{p_k\}_{k \in H}).
$$

(3)

The sets $K = \{1, \ldots, K\}$, $H = \{h^{(1)}, \ldots, h^{(H)}\}$ and $A_k = \{A_k^{(1)}, \ldots, A_k^{(N_k)}\}$, $\forall k \in K$, represent the set of players, the set of network states and the set of actions of player $k$, respectively. In this analysis, such sets are assumed finite, non-empty, and time-invariant sets. In the game $G$, each player represents an active transmitter of the network. The set of actions of a given transmitter corresponds to the set of all its feasible transmission configurations, for instance, the power allocation vectors, etc. The set $H$ is the set of all possible channel realizations. The vector $p = (p_k^{(1)}, \ldots, p_k^{(N_k)}) \in \Delta(H)$ is the probability distribution described in Sec. 2. The function $\bar{u}_k$ is the long-term performance metric of player $k$, for all $k \in K$, and will be described later.

The game $G$ is played by stage ad infinitum. At each stage, every player $k$ selects an action $a_k$ based on a power allocation vector $p_k(n)$. At the end of the stage, player $k$ observes a numerical value $\bar{u}_k(n)$ of its achieved performance $e$, the individual spectral efficiency $\bar{u}_k(n) = u_k(n, p_k(n), A_k(n))$. Note that these observations might be noisy [15]. However, this case is not the focus of the present work. Note that all the information gathered by player $k$ at stage $n$ is the 2-tuple $(a_k(n), \bar{u}_k(n)) \in A_k \times \mathbb{R}$. We denote by $\theta_k(n)$ the available information gathered by player $k$ up to interval $n$, i.e.,

$$
\theta_k(n) = \{(a_k(0), \bar{u}_k(0)), \ldots, (a_k(n-1), \bar{u}_k(n-1))\}.
$$

(4)

We refer to $\theta_k(n)$ as the private history of player $k$ at time $n$. The set of all possible private histories of player $k$ at time $n$ is denoted by $\Theta_k(n)$, and,

$$
\Theta_k(n) = (A_k \times \mathbb{R})^n.
$$

(5)

At each game stage, transmitters select their respective PA vector following a probability distribution

$$
\pi_k(n) = \left(\pi_{k,A_k^{(1)}}(n), \ldots, \pi_{k,A_k^{(N_k)}}(n)\right) \in \Delta(A_k)
$$

which is built on its private history $\theta_k(n)$. Here, $\forall n \in \{1, \ldots, N_k\}$, $\pi_{k,p_k^{(n_k)}}(n)$ represents the probability that player $k$ plays action $p_k^{(n_k)} \in A_k$ at time $n$, i.e.,

$$
\pi_{k,A_k^{(n_k)}}(n) = \text{Pr}\left(p_k(n) = p_k^{(n_k)}\right).
$$

(6)

Such probability is built as follows. There exists a function for each time interval $n$, which we denote by $\sigma_{k,n}$, and is defined as follows,

$$
\sigma_{k,n} : \Theta_k(n) \rightarrow \Delta(A_k).
$$

(7)

Thus, at each time $n$ player $k$ determines its probability distribution $\pi_k(n)$ based on its private history $\theta_k(n)$. Each player $k$ possesses an infinite sequence of functions,

$$
\sigma_k = \{\sigma_{k,n}\}_{n \geq 0},
$$

(8)

such that at each game stage $n$, it is able to generate the corresponding distribution $\pi_k(n)$. We refer to the sequence of functions $\sigma_k$ as the behavioral strategy (BS) of player $k$. In the following, we denote by $\Sigma_k$, the set of all possible BS of player $k$ and let $\Sigma = \Sigma_1 \times \ldots \times \Sigma_K$ be the set of all BS profiles.

Now note that, given any behavioral strategy $\sigma$, the initial channel selection profile $p(0) \in A$ induce a set of sequences of probability distributions $\{\pi_k(n)\}_{n \geq 0}$ for all $k \in K$. Hence the set of sequences $\{\pi_k(n)\}_{n \geq 0}$ induced by $p(0) \in A$ together with the initial probability distributions $\pi(0) = (\pi_1(0), \ldots, \pi_K(0))$ induce a probability distribution over all the possible sequences of action profiles $\{p(0), p(1), \ldots\}$. We denote the expectation with respect to such probability distribution by $E_{(\pi(0),\sigma)}$. Then, the long-term expected performance of player $k$ can be measured by the function,

$$
\bar{u}_k(\sigma_k, \sigma_{-k} | \pi(0)) = \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} \bar{u}_k(i).
$$

(9)

The function (9) captures the situation in which the interaction between all transmitters in the network lasts many time intervals and the instantaneous performance is insignificant compared with the performance in all the other time intervals.

In the following, the game $G$ is analyzed assuming that the aim of each player $k$ is to choose a BS $\sigma_k \in \Sigma_k$ such that it maximizes its performance metric (9) given the BS $\sigma_{-k} \in \Sigma_{-k}$ adopted by all the other players and regardless of the initial action profile $a(0) \in A$. In particular, we look for a BS profile $\sigma^* = (\sigma_1^*, \ldots, \sigma_K^*) \in \Sigma_1 \times \ldots \times \Sigma_K$ such that none of the players can obtain a performance improvement by unilaterally using other BS. We provide a more precise concept of this expected solution of the stochastic game $G$ in the following subsection.

3.2 Nash Equilibrium and $\epsilon$-Equilibrium

In the following, we describe the concept of $\epsilon$-equilibrium and Nash equilibrium in the context of the stochastic game $G$. First, let us define the $\epsilon$-equilibrium as follows,

**Definition 1** ($\epsilon$-equilibrium in the game $G$). Let $\epsilon > 0$. In the game $G$, a strategy profile $\sigma^* \in \Sigma_1 \times \ldots \times \Sigma_K$ is an $\epsilon$-equilibrium if it satisfies, for all $k \in K$, and for all $\sigma_k \in \Sigma_k$,

$$
\bar{u}_k(\sigma_k^*, \sigma_{-k}^* | \pi(0)) \geq \bar{u}_k(\sigma_k, \sigma_{-k}^* | \pi(0)) - \epsilon,
$$

(10)

independently of the initial probability distributions $\pi_k(0) \in \Delta(A_k)$, $\forall k \in K$.

An $\epsilon$-equilibrium can be interpreted as a BS profile such that, none of the players can obtain an improvement higher than $\epsilon$ by unilaterally changing its own BS. Note also that, by letting $\epsilon = 0$ in Def. 1, the classical definition of Nash equilibrium is obtained.

In the following section, we discuss the feasibility of achieving these equilibrium concepts in the game $G$.

3.3 Stationary State Independent Behavioral Strategies

Stationary state independent behavioral strategies (SSI-BS) are considered the simplest class of BS in stochastic games [26, 13]. Let the set of stationary state independent behavioral strategy (SSI-BS) profiles be denoted by $\Sigma$ and let a given SSI-BS profile be defined as follows,

**Definition 2** (Stationary State Independent BS). Consider the game $G$ and let $\sigma \in \Sigma$ be a behavioral strategy. Then, $\sigma$ is said to be stationary state-independent (SSI) if for all $k \in K$ and any two private histories $\theta_k(n) \in \Theta_k(n)$ and $\theta_k(m) \in \Theta_k(m)$, with $n \neq m$, it follows that

$$
\sigma_{k,n}(\theta_k(n)) = \sigma_{k,m}(\theta_k(m)),
$$

(11)

independently of the states $h(n)$ and $h(m)$.
From Def. 2, it can be implied that for a player \( k \), an SSI-BS does not depend on any of the previous channel selections \( p_k(0), \ldots, p_k(n-1) \) and neither on the previous nor current channel realizations \( h(0), \ldots, h(n) \). Thus, a SSI-BS \( \sigma_k \in \Sigma \) can be identified by a vector \( \pi = (\pi_1, \ldots, \pi_K) \in \Delta (A_i) \times \cdots \times \Delta (A_K) \), such that, \( \forall k \in K \) and \( \forall h(n), h(n) \in \psi_{\pi_k} (h(n)) \), it holds that \( \sigma_k (\theta_k (h(n))) = \pi_k \). In the sequel, we will use the inductive set of sequences \( \sigma_k = \{ \pi_k(n) \}_{n=0}^{\infty} \) or the vectors \( \pi_k \), with \( k \in K \), to refer to the SSI-BS \( \sigma \). Moreover, with a slight abuse of notation, we will write either \( \bar{u}_k (\pi_k, \sigma_{\cdot k}) \) or \( \bar{u}_k (\pi_k, \sigma_{\cdot k}) \) to denote the achieved performance of player \( k \) given the SSI-BS \( \sigma \). In the following, we restrict the analysis of the game \( G \) to the set of SSI-BS. The justifications for this choice are manifold. First, note that none of the players is able to identify the current network state at each stage of the game. Moreover, given the information gathered by player \( k \) up to stage \( n - 1 \), i.e., \( \theta_k (n-1) \), with \( k \in K \) and \( n > 0 \), it is not possible to infer any information about the network state \( h(n) \). This implies that, player \( k \) is unable to calculate an optimal probability distribution \( \pi_k (n) \) at each stage \( n \), since the ignorance of the network state at each stage implies the ignorance of a closed form expression of the instantaneous performance metric \( u_k \) and the long-term performance metric \( \bar{u}_k \). Thus, regardless of the stage \( n \) and all the information gathered up to such stage \( n \), all players face the same scenario.

4. LOGIT EQUILIBRIUM

In this section, we introduce the concept of an \( \epsilon \)-equilibrium known as logit equilibrium. We define the logit equilibrium in the context of the game \( G \) in SSI-BS and we conclude this section claiming its existence and providing some insight on its uniqueness in the game \( G \).

4.1 Logit Equilibrium in SSI-BS

Before we provide a formal definition of the logit equilibrium, we introduce the idea of logit best response.

**Definition 3 (Logit Best Response).** Consider the game \( G \) and let the vector \( \pi_{\cdot k} \in \Delta (A_i) \times \cdots \times \Delta (A_K) \) represent a given SSI-BS profile, with \( k \in K \). Then, the logit best response of player \( k \), with parameter \( \gamma_k > 0 \), is the probability distribution \( \beta^{(\gamma_k)} (\bar{u}_k (\cdot, \pi_{\cdot k})) \in \Delta (A_i) \) such that, \( \beta^{(\gamma_k)} : \mathbb{R}^{N_k} \to \Delta (A_i) \) is the logit function,

\[
\beta^{(\gamma_k)} (\bar{u}_k (\cdot, \pi_{\cdot k})) = \left( \gamma_k \bar{u}_k (e^{(m)}_{\pi_k}), \ldots, \gamma_k \bar{u}_k (e^{(m)}_{\pi_k}) \right)
\]

and \( \forall n_k \in \{1, \ldots, N_k\} \),

\[
\beta^{(\gamma_k)}_{k, \bar{u}_k (\cdot, \pi_{\cdot k})} \left( \bar{u}_k (\cdot, \pi_{\cdot k}) \right) = \frac{\exp \left( \gamma_k \bar{u}_k (e^{(m)}_{\pi_k}), \pi_{\cdot k} \right)}{\sum_{m=1}^{N_k} \exp \left( \gamma_k \bar{u}_k (e^{(m)}_{\pi_k}), \pi_{\cdot k} \right)}
\]

From Def. 3, it can be implied that at each stage of the game, every power allocation vector of a given transmitter has a non-zero probability of being played, i.e., \( \forall k \in K \) and \( \forall n_k \in \{1, \ldots, N_k\} \) and \( \forall \gamma_k \in K_+ \), it holds that, \( \beta^{(\gamma_k)}_{k, \bar{u}_k (\cdot, \pi_{\cdot k})} (\bar{u}_k (\cdot, \pi_{\cdot k})) > 0 \). More generally, it can be stated that the logit best response in SSI-BS is represented by a probability distribution that assigns high probabilities to the power allocation vectors associated with a high average individual spectral efficiencies and low probability to power allocations associated with low average individual average performance.

Finally, note also that conversely to the case of the best response in the case of Nash equilibrium [12], the logit best response of player \( k \) is unique for all the SSI-BS profiles the other players might adopt.

Using Def. 3, we define the logit equilibrium as follows.

**Definition 4 (Logit Equilibrium in SSI-BS).** Consider the game \( G \) and let the vector \( \pi^* = (\pi_1^*, \ldots, \pi_K^*) \in \Delta (A_1) \times \cdots \times \Delta (A_K) \) represent a stationary state-independent behavioral strategy (SSI-BS). Then, \( \pi^* \) is a logit equilibrium SSI-BS profile with parameter \( \gamma = (\gamma_1, \ldots, \gamma_K) \) if for all \( k \in K \), it holds that,

\[
\pi_k^* = \beta^{(\gamma_k)} (\bar{u}_k (e^{(N_k)}_{\pi_k}), \pi_{\cdot k}^*), \ldots, \bar{u}_k (e^{(N_k)}_{\pi_k}, \pi_{\cdot k}^*)
\]

At the logit equilibrium, since all actions are played with non-zero probability, at some given game stages the actions taken by player \( k \) do not maximize the instantaneous performance \( u_k \), which negatively impacts the long-term performance \( \bar{u}_k \). In [15], it has been shown that the maximum loss of performance player \( k \) might experience is not higher than \( \frac{1}{\gamma_k} \max \ln (N_k) \), which confirms that the logit equilibrium falls in the class of \( \epsilon \)-equilibrium described in Def. 1.

4.2 Existence and Uniqueness of the LE

The main result regarding the existence of an LE in the game \( G \) is the following.

**Theorem 5 (Existence of the LE).** The stochastic game \( G \) has at least one logit equilibrium in the set of stationary state-independent behavioral strategies.

The proof of Theorem 5 is presented in [15].

The uniqueness of the LE in the game \( G \) in SSI-BS is strongly related to the parameters \( \gamma_k \), with \( k \in K \). For instance, when \( \forall k \in K \), \( \gamma_k \to 0 \), there exits a unique LE in SSI-BS and corresponds to the vectors \( \pi_k = \frac{1}{N_k} (1, \ldots, 1) \in \Delta (A_k) \). This LE (uniform probability distributions over the sets \( A_1, \ldots, A_K \)) is unique, independently of the number of NE the game \( G \) might possess. Conversely, when \( \forall k \in K \), \( \gamma_k \to \infty \), the set of LE becomes identical to the set of NE and, thus, the game \( G \) exhibits as many LE as NE might exist in \( G \) in SSI-BS.

The number of NE (and thus, the number of LE) of the game \( G \) is often not unique. In fact, it has been already shown that even the simplest cases exhibit several NE. For instance, when \( K = \{1, 2\} \) and \( H = \{1\} \), the number of NE can be 1 or 2 in pure strategies [16]. When \( J = K = \{1, 2\} \) and \( H = \{1\} \), the number of NE can be 1, 2 or 3 in pure strategies [19].

5. LEARNING LOGIT EQUILIBRIA

In this section, we design behavioral strategy profiles \( \sigma = (\sigma_1, \ldots, \sigma_K) \in \Sigma \) such that given the information gathered by player \( k \) at each stage \( n \), i.e., given the sets \( \{\theta_k (n)\}_{n=0}^{\infty} \) for all \( k \in K \), it is able to generate infinite sequences \( \{\pi_k (n)\}_{n=0}^{\infty} \), such that, \( \lim_{n \to \infty} ||\pi_k (n) - \pi_k^*|| = 0 \), where

\[
\pi^* = (\pi_1^*, \ldots, \pi_K^*) \in \Delta (A_1) \times \cdots \times \Delta (A_K)
\]

is a logit equilibrium in SSI-BS of the game \( G \) (Def. 4).

An important remark is that achieving a logit equilibrium implies that at a given game stage, radio devices are able to build logit best responses in order to face the other players behavioral strategies. Nonetheless, building such a probability requires each player to know the vector \( \bar{u}_k (\cdot, \pi_{\cdot k} (n)) \).
Thus, radio devices must estimate their corresponding vector \( \hat{u}_k(\cdot, n_k(n)) \) at each game stage \( n \) based on their current history \( \theta_k(n) \) in order to generate their logit best response.

Let the \( N_k \)-dimensional vector

\[
\hat{u}_k(n) = \left( \hat{u}_{k,1}(n), \ldots, \hat{u}_{k,N_k}(n) \right)
\]

be the estimation, at the game stage \( n \), that player \( k \) possesses of the vector \( u_k(\cdot, n_k(n)) \). In the following, we present a result initially introduced in [17, 15], which allows radio devices to simultaneously estimate the vector \( u_k(\cdot, n_k(n)) \) and determine the probability distribution \( \pi_k(n) \), with which it chooses the power allocation vector \( p_k(n) \).

**Theorem 6** (LE Behavioral Strategy). Consider the game \( G \) and assume that for all \( k \in K \) and for all \( n_k \in \{1, \ldots, N_k\} \), it holds that for all \( n \in N \),

\[
\begin{align*}
\bar{u}_{k,n}(n_k(n)) &= \frac{\alpha_k(n) \left( p_{k}(n_k(n)) - p_{k}(n_k(n-1)) \right)}{\bar{u}_{k,n}(n_k(n))} \left( \hat{u}_{k,n}(n_k(n)) - \bar{u}_{k,n}(n_k(n)) \right), \\
\bar{v}_{k,n}(n_k(n)) &= \frac{\beta_k(n) \left( p_{k}(n_k(n)) - p_{k}(n_k(n-1)) \right)}{\bar{v}_{k,n}(n_k(n))} \left( \hat{v}_{k,n}(n_k(n)) - \bar{v}_{k,n}(n_k(n)) \right).
\end{align*}
\]

where, \( p_k(0) = A_k \), \( \hat{u}_k(0) \in \mathbb{R}^{N_k} \) and \( \bar{v}_k(0) \in \Delta(\mathbb{A}_k) \) are arbitrary initializations. Consider also the following assumptions and for all \((j, k) \in K^2\), the learning rates \( \alpha_k \) and \( \lambda_j \) satisfy that

\[
\begin{align*}
(B0) & \quad \lim_{T \to \infty} \sum_{n=0}^{T} \alpha_k(n) = +\infty \quad \text{and} \quad \lim_{T \to \infty} \sum_{n=0}^{T} \alpha_k(n)^2 < +\infty, \\
(B1) & \quad \lim_{T \to \infty} \sum_{n=0}^{T} \lambda_j(n) = +\infty \quad \text{and} \quad \lim_{T \to \infty} \sum_{n=0}^{T} \lambda_j(n)^2 < +\infty,
\end{align*}
\]

and,

\[
(B2) \quad \lim_{n \to \infty} \alpha_k(n) = 0.
\]

Then, if the set of coupled stochastic approximation algorithms (15) converge, it holds that

\[
\begin{align*}
\lim_{n \to \infty} \pi_k(n) &= \pi_k^*, \\
\lim_{n \to \infty} \hat{u}_{k,n}(n_k(n)) &= \hat{u}_k(e_{k}^{(N_k)}, \pi_k^*),
\end{align*}
\]

where \( \pi_k^* \in \Delta(\mathbb{A}_k) \) satisfies that

\[
\pi_k^* = \pi_k^* \left( \hat{u}_k(e_{k}^{(N_k)}, \pi_k^*), \ldots, \hat{u}_k(e_{k}^{(N_k), n_k(n)}(\pi_k^*) \right).
\]

6. **CONVERGENCE ANALYSIS**

In the following, we consider some particular cases of the scenario described above and present some results on the convergence of the proposed algorithms.

6.1 Parallel Multiple Access Channels (J = 1)

Note that when \( J = 1 \), the scenario described before reduces to a parallel multiple access channel [4], and thus, the corresponding game has a potential function \( \phi \), defined as follows,

\[
\phi(\pi) = \sum_{h \in H} \sum_{s \in S} \log_2 \left( \sigma_h^2 + \sum_{i=1}^{K} p_{i,s} \left| \lambda_i^{(s)}(n) \right|^2 \right) \rho_h \prod_{j=1}^{K} \pi_j, p_j.
\]

Then, from Theorem 4.6.1 in [15], the following holds.

**Proposition 7.** When \( J = 1 \), the algorithm in (15), with \( \lambda_1 = \ldots = \lambda_K \), converges to a logit equilibrium of the resulting game \( G \).

In particular, the BRD has been used to achieve equilibria in this context [24] and proved to converge to NE. Other algorithms such as FP and its variants are also shown to converge [18]. Nonetheless, the advantages of the algorithm in (15) over the BRD and FP stem from the fact that there is no synchronization required for the radio devices to coordinate in sequential or simultaneous updates of their configuration [20]. Here, the only requirement for each device is to observe a numerical value of its SINR each time it updates its configuration, independently of all the other devices' strategy update timing. Moreover, contrary to the case of simultaneous BRD, the convergence is always ensured [18].

6.2 Parallel Interference Channels (J = 2)

When \( J = 2 \) receivers, the resulting network topology describes in the simplest case, i.e., when \( \forall j \in J, |K_j| = 1 \), the parallel interference channel [4]. In the most general case, i.e., when \( \forall j \in J, |K_j| > 1 \), it describes a 2-cell multi-carrier cellular channel (in uplink), e.g., an OFDM cellular network system. In both cases, the resulting game is no longer a potential game and thus, convergence of the BRD (and FP) are not always observed [25, 23]. Nonetheless, using our algorithm, convergence is always achieved, as we show in the following proposition.

**Proposition 8.** When \( J = 2 \), \( \lambda_1 = \lambda_1, \forall i \in K_1, \lambda_j = \lambda_2, \forall j \in K_2 \) and

\[
\lim_{n \to \infty} \lambda_i(n) = 0
\]

the algorithm in (15) converges to a logit equilibrium of the resulting game \( G \).

The proof of proposition 8 follows from Theorem 4.6.2 in [15].
7.1 Convergence in Finite Time

In the following, we say that a learning algorithm converges to either a LE, if there exists a number \( n \in \mathbb{N} \), given a sufficiently small number \( \epsilon > 0 \), such that,
\[
\forall k \in K, \quad ||\pi_k(n) - \pi_k^*|| < \epsilon, \tag{21}
\]
where \( \pi_k^* = (\pi^*_1, \ldots, \pi^*_K) \) is a LE strategy profile, respectively. We measure the convergence time, as the number of iterations required to observe convergence in the sense of (21), assuming that all convergence updates occur periodically at a constant frequency. We refer as achieved performance to the time-average utility observed by the radio devices from the first strategy update up to convergence. As another note, we point out the fact that there exist other ways to measure convergence other than Euclidian distance as in (21). For instance, using the Kullback-Leibler divergence as in [10]. In the following, we evaluate numerically the convergence time and the achieved performance by radio devices in the particular cases described above.

Consider the decentralized wireless network described in Sec. 2, when there exist only two transmitters, i.e., \( K = \{1, 2\} \), two receivers, i.e., \( J = \{1, 2\} \) and two channels \( S = \{1, 2\} \). We limit the set of power allocation vectors, to the channel selection case, i.e.,
\[
A_k = \{ p_k^{(s)} = p_{k,\text{max}} e_s : \forall s \in S, \ e_s = (e_{s,1}, \ldots, e_{s, S}), \forall r \in S \setminus s, \ e_{s,r} = 0, \text{ and } e_{s,s} = 1 \}.
\tag{22}
\]
In order to facilitate a fair comparison of the behavioral rule in Theorem 6 with existing results [20], we consider the set \( \mathcal{H} \) is unitary. This implies that the stochastic game reduces to play the same game repeatedly \( ad \ infinitum \). At each stage, the corresponding one-shot game \( G(\mathbf{h}) \) might have either one NE in pure strategies or two NE in pure strategies plus one NE in mixed strategies [19]. Here, we generate 10000 channel realizations. For each channel realization, we calculate the sum of individual spectral efficiencies at the NE. We treat separately the case of unique and multiple equilibria. Similarly, for each channel realization, we determine the sum of individual spectral efficiencies achieved by both transmitters when their learning time is limited to a fixed number of time intervals (game repetitions). In Fig. 1, we plot the average sum of individual spectral efficiencies as a function of the number of times the game is let to be repeated. On the left, we consider the case of a unique equilibrium and on the right, the case of multiple equilibria is considered.

In Fig. 1, it is clearly seen that the longer the radio devices are left to learn, the better their achieved performance. Interestingly, after certain number of iterations, radio devices are able to achieve an average sum spectral efficiency which is better than the worst NE, i.e., the NE with the lowest sum spectral efficiency. Another important remark, is the impact of the parameter \( \gamma \), for all \( k \in K \). In Fig. 1, it is also shown that the smaller \( \gamma \) the more interest player \( k \) has in playing uniformly all its own actions. Conversely, when the parameter \( \gamma \) is large, the corresponding radio devices is tempted to use more often the best configuration and thus, it achieves a better performance.

7.2 Impact of the Number of Choices

In this subsection, we increase the number of available channels and let each transmitter to use either a unique channel or any subset of adjacent channels. Thus, if we consider \( S \) channels, the cardinality of the sets \( A_k \) is \( \frac{S}{2} (1 + S) \), for all \( k \in K \). Here, we generate 10000 channel realizations and we let radio devices to learn through 1000 game repetitions. In Fig. 2, it is shown that increasing the number of available channels leads to a loss of spectral efficiency. This observation is due to the fact that letting each radio device to use an additional channel implies increasing the number of possible power allocation vectors. This implies that the radio device has to try more power allocation vectors in order to estimate the individual spectral efficiency it obtains with each of them. However, such power allocation vectors might not be those bringing the highest individual spectral efficiency, and thus, using them reduces the average individual spectral efficiency.

8. CONCLUSIONS

This paper presents a framework to learn distributed strategies in communication networks where the transmitters may not know much about the structure of the game, have different action sets, have different utility functions, and only know the realizations of their utility and nothing else (in particular the utility function is not assumed to be known). The interesting case where transmitters learn at different
speeds is addressed, which is also a possible feature in heterogeneous networks. In this context, we have shown that the proposed (behavioral) strategies are independent of the closed-form expression of the performance metric and the set of transmit configurations of each radio device. Here, the required conditions for our results to be valid are: Each device must possess a finite set of feasible actions and it must be able to observe its achieved instantaneous performance at least once after each update of its transmit configuration. When the proposed behavioral rule is used and convergence is observed, then the system is said to achieve a Logit equilibrium. A convergence analysis was carried out for a particular scenario considering as performance metric the individual spectral efficiency.
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