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Abstract

Computational grids provide computing power by
sharing resources across administmtive domains. This
sharing, coupled with the need to execute untrusted
code from arbitmry users, introduces security hazards.
This paper addresses the security implications of mak-
ing a computing resource available to untrusted appli-
cations via computational grids. It highlights the prob-
lems and limitations of current grid environments and
proposes a technique that employs runtime monitor-
ing and a restricted shell. The technique can be used
for setting-up an execution environment that supports
the full legitimate use allowed by the security policy of
a shared resource. Performance analysis shows up to
2.14 times execution overhead improvement for shell-
based applications. The approach proves effective and
provides a substmte for hybrid techniques that combine
static and dynamic mechanisms to minimize monitor-
ing overheads.

Key Phrases: access control, grid environments,
grid security, Unix access model.

providing an active enforcement of the security policy
of the shared resources. This requirement, if not ad-
dressed, presents significant obstacles to the viability
of computational grids, which typically span multiple
administrative domains.

The ability to share resources is a fundamental con-
cept for realization of grids; therefore, resource se-
curity and integrity are prime concerns. If the goal
is to allow arbitrary users to submit applications to
the grid, new dimensions to security issues will be
introduced [2]. The issues of authorization and se-
cure communications are addressed in great length in
Globus [www .globus.org] .However, in this case, the
fact that the users and resources no longer enjoy a mu-
tual relationship complicates the problem. Two scenar-
ios may arise, the shared resource may be malicious and
affects the results of the program utilizing the resource,
or the grid program may be malicious and threatens
the integrity of the resource. Although the first sce-
nario is a crucial issue [25] , this paper focuses on the
latter issue providing a step towards achieving better

security.
A two-Ievel approach consisting of a restricted shell

and runtime monitoring is presented, to provide a se-
cure execution environment for unmodified binaries.
The second level provides active runtime monitoring
to prevent any malicious use in programs. However ,
development environments generally require an inter-
active shell environment. H only runtime monitoring
were to be employed, the shell itself will also have
to be monitored therefore incurring extra overheads.
To overcome these overheads, the first level of the ap-
proach consists of a restricted shell that is not moni-
tored directly by the second level. The shell utilizes its
own checks to control the user's ability to freely peruse
resources during an interactive session. For example,
the shell controls reads to otherwise world-readable re-

1. Introduction

Grid environments of the future will require an abil-
ity to provide a secure execution environment for ap-
plications. The Grid should allow arbitrary code from
untrusted users to legitimately share resources, while
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standard Web browsers (see www.punch.purdue.edu).
As in typical grid environments, users in PUNCH are
also transient and mostly utilize the system for specific
projects. Usage policies associated with machines are
complex and often change. The diversity of PUNCH
users and applications has significant value in terms of
validating research concepts and simulations. However ,
operating and supporting such a service in a research
environment is impractical unless the administrative
cost of maintaining security is kept under control.

In this context, there are two categories of grid ap-
plications. There are applications that are provided by
the grid-service providers for use-only purposes. Users
have very restricted access to these applications and
cannot do much damage. However, a more challenging
scenario is presented by research applications that are
typically submitted by the users, and no safety guar-
antees can be provided for the behavior of these appli-
cations.

3. Grid Security

From a security standpoint, the users the applica-
tions, or the grid middleware -or some combination
of the three -must be trusted. In dynamic, scalable,
wide-area computing environments, it is generally im-
practical to expect that all users can be held account-
able for their actions. Accountability comes after the
damage has been done, making this a costly solution.
Another option is to trust the applications. This is typ-
ically accomplished either by constraining the develop-
ment environment to a point where the generated ap-
plications are guaranteed to be safe or by making sure
that the applications come from a trusted source. How-
ever, limiting the functionality of applications also lim-
its the usefulness of the computing environment. His-
tory has shown that it is too easy for applications from
trusted sources to contain bugs that compromise the
integrity of resources. Grid applications can be classi-
fled, as shown in Figure 1, based on the entity trusted
for guaranteeing safety of grid applications, and the
corresponding limitations imposed on allowed grid ap-
plications. At the origin of the plot, we have the ideal
grid environment that allows the execution of arbitrary
legal code from untrusted users while preventing illegal
code from causing damage. Systems such as PBS [4] ,
GLOBUS [10], and Sun Grid Engine [24] only allow
accountable users. During the application generation
process, safety checks can be implemented at the source
code level (by using a safe language), at compile-time
or at static link-time (as in Condor [18]). The space
between the region where access checks are applied and
execution time indicates the window of opportunity

sources and access to arbitrary directories. The ex-
perimental measurements of execution time overheads
for various shell-based applications show that the two-
level technique is up to two times faster than runtime
monitoring alone.

'lraditional methods of controlling access to com-
puting resources are based on choosing a principal [22] ,
an entity responsible for usage and actions of the re-
sources. In UNIX-based systems, this assignment is
done by creation of an account for users. The process
of assigning such user accounts serves two purposes:
1) it helps to ensure that users are responsible for their
actions (for example, by obtaining personal and contact
information for each user) j and 2) it allows administra-
tors to enforce usage policies (for example, by not giv-
ing out accounts on certain machines). The logistical
overheads associated with manual account creation and
maintenance become overwhelming when this approach
is extended to grid environments. Dynamic and tempo-
rary usage, which will constitute a vast majority of grid
users, may be precluded by these overheads. Another
problem is that resource owners must implicitly rely on
the accountability of the users of the resources, making
it difficult and imprudent for resource owners to share
resources outside their administrative domains. An-
other issue results from the inability of resource own-
ers to control how users employ the resources. For
example, resource owners may want some users to use
only certain machines for specified applications, how-
ever given the conventional account paradigm, there is
no easy way to enforce this.

The rest of the paper is organized as follows. sec-
tion 2 presents a description of the various require-
ments of grid applications and the premises that un-
derlie this investigation. Section 3 describes the var-
ious approaches adopted by current grid systems and
the shortcomings associated with providing a secure
execution environment. Section 4 describes an online
technique to implement access control that can sup-
port arbitrary code from untrusted users. Section 5
provides a brief discussion of other techniques that can
be used to provide the necessary execution environ-
ment required for grid applications. Finally, Section 6
presents concluding remarks.

2. Background

Although this work is applicable to generic grid envi-
ronments, the implementation observations were con-
ducted in the context of Purdue University Network
Computing Hubs (PUNCH) [16] that is a platform for
grid computing that allows users to access and run
unmodified applications on distributed resources via
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Figure 1. Classification of grid environments

Table 1. Access control techniques adopted
by grid environments, the corresponding re-
strictions on allowed code/applications and
the associated issues

policy are not permitted, only due to coarse grain of
control. This limits the functionality of applications
more than that could be supported on the host. The
difference in what is allowed to an application and what
is permitted by the host security policy is a function of
the grain of control, and therefore can serve as quanti-
fying criteria for a comparison of relative effectiveness
of the various schemes.

when an application can be tampered with to intro-
duce malicious behavior. Grid environments, such as
Distributed.Net [5] , Entropia [6] , and SETI@Home [23]
control the entire application generation and deploy-
ment process. Though the grid users are not account-
able, the grid-service providers implement or check the
application on behalf of these users and are liable in
their stead. The top rectangle covering many phases
of application generation indicates the large amount of
third-party software that needs to be trusted by the
shared resources. Shadow accounts with runtime mon-
itoring in PUNCH [15] and generic virtual machines,
such as VMWare [26], can apply the access-control
checks at runtime to support arbitrary code and un-
trusted users.

The future grid environments will be as close to the
origin as possible in order to provide legitimate re-
source sharing to arbitrary unmodified binaries. Con-
sequently security is best achieved by way of active
enforcement of policies within grid middleware layers.

For an application to function properly, it should be
provided with an execution environment on a remote
host that grants the least-required privileges, based on
the principle of least privilege [22]. However, the least
required privilege of an application might require more
accesses than a shared resource is willing to provide. In
most cases, lack of fine grain control mechanism forces
the grid-service providers to be conservative. Applica-
tions that can be run on a host with a given security

3.1. Trusted Applications

Table 1 summarizes the techniques adopted
by current grid environments for trusting appli-
cations, the corresponding restrictions on allowed
code/applications, and the associated security issues.

The approach adopted by grid-service providers
such as Distributed. Net [5], Entropia [6], and
SETI@Home [23], is only to accept code from a trusted
source and control the entire development process -

generation to deployment -of a grid application. The
code that actually runs on the target host is guaranteed
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Figure 2. Sample grid application code that
can invoke the malicious code at run time. It
bypasses the system-calllibrary and invokes
fork ( ) and exec ( ) via the kernel.

voking the malicious code is relatively easy compared
to a general case where execution requires knowledge
of loopholes in the target application. The goal of this
code is to access a resource that is protected by the grid
security enforcement. The left panel shows a snippet of
C code that is safe except for the explicit cast of a data
pointer to a function pointer (also a legal C operation).
It loads a file into memory and executes it. The right
panel shows a piece of malicious machine code that is
unavailable at compile-time, but is injected into the ex-
ecution stream. The machine code, in essence, executes
the fork() and exec() system-calls using system trap
interrupt.

These system-calls were chosen as representative of
malicious behavior, because if arbitrary access is al-
lowed to these system-calls, all operations allowed to a
local user can be done on the machine executing the
code. The malicious nature of the code is not de-
tectable; even when compiled using special libraries
that do not allow the said system-calls because of the
absence of the malicious part at compile-time.

The static checks can be extended by incorporating
proof-carrying codes [20] , enforcing security checks at
link-time, or at load-time. But due to the absence of
any run-time checks, these approaches remain suscep-
tible to the malicious code of Figure 2, because the code
does not rely on specific libraries and calls the kernel di-
rectly at run-time. Such codes practically render these
security checks insufficient. Finally, for techniques im-
plemented via trusting applications, the source code
requirement precludes legacy binaries.

4. Proposed Approach to Grid Security

The analysis of current approaches shows that the
injection of malicious code into an otherwise secure ap-
plication cannot be detected offline using static meth-
ods. In order to support arbitrary user-submitted ap-
plications, irrespective of the language and compiler
used to produce them, an execution environment on the
host machine is necessary to meet the security require-
ments. Runtime monitoring of the system-calls trace
of an application can provide control over the arbitrary
accesses of an application. However, development en-
vironments generally require an interactive shell en-
vironment. Runtime monitoring alone of all the ap-
plications, including the shell, incurs extra overheads.
To avoid these overheads, a two-Ievel approach is pre-
sented: level-one to handle interactive shell sessions,
and level-two to handle arbitrary (user-submitted) ap-
plications.

to be safe by grid-service providers.
This typically implies that applications have to be

rewritten and prepared for the grid, which in turn
requires that the programmer, compiler, linker, and
loader must all be trusted. Such incurred adaptation
overhead may be large, hence limiting the rate at which
new applications are deployed. Moreover, if a trusted
source is the only protection for a host system, a breach
on the source side can affect all resources. This places
very stringent security requirements on the source.

The compiler has access to the source code and can
perform static analysis to determine code that can pos-
sibly infringe on the host security policy. However, in
the absence of runtime checks, the most a compiler can
do is to either allow or disallow certain actions based
on this analysis. The security enforced in this man-
ner has the drawback that if a malicious piece of code
is imported into the program, the security checks can
easily be avoided.

A dynamic library that allows runtime modification
of a process to act maliciously is described in [19] , a se-
curity breach in context of Condor [18] is provided as
an example. It also provides a list of probable meth-
ods for preventing such a breach, however, no actual
prevention technique is described. In the following dis-
cussion, it is shown that the process behavior can also
be modified in a simple way that does not require so-
phisticated libraries. Moreover, a solution that over-
comes the limitations of the current approaches is also
proposed in the next section.

Figure 2 shows a grid application code that does
a stack-smashing attack [1] on its own stack. In this
case, since the grid user owns the target process, in-
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Figure 3. An illustration of modules and inter-
actions in the two-Ievel approa'ch.

4.1. The Tw()-level Approach

In case access to one or more of the required files (or the
executable) is not specifically granted to the user, the
command is not allowed to complete. Even for allowed
commands, the set of checks implemented in level-two
are not completely disabled. However, before actual
execution of a permitted application, the shell informs
level-two to set up proper monitoring mode, based on
the configuration policy for the application. In case a
shell script is executed, each line is separately parsed,
and the shell checks can allow or deny the commands
on per line bases.

For sandboxing the user under the control of the se-
curity module, the restricted shell is made the default
shell, and execution of other shell binaries is prohib--
ited. For instance, during an interactive session, the
restricted shell is capable of locking the user in a pre-
specified directory and preventing reads to arbitrary
wor!d-readable files by the remote users. When ar-
bitrary or user-developed programs are executed, the
shell can no longer control the accesses, as programs
can access resources maliciously via direct calls to the
kernel. This is also the case when scripts written in lan-
guages such as Per! are executed. Level-two controls
all the applications spawned by the shell.

The heart of level-two is the process-tracing ca-
pabilities in modern UNIX/LINUX systems provided
by the ptrace systems-call and the /proc file-system.
This functionality allows a parent process to keep a
check on its child process and modify the behavior
of the child process [8]. There have been several at-
tempts [3, 11, 14] to intercept system calls made by an
application and modify the behavior to enforce host se-
curity policies. J anus [28] is also an example of such a
technique. Once the system calls trace is obtained, the
techniques discussed in [9, 17, 27] can be employed to
ascertain whether the application is behaving in a mali-
cious manner. The design oflevel-two is based on sim-
ilar methods. However, the use of level-one serves two
purposes. First, for shell-based applications it avoids
the extra overheads of monitoring the shell itself. Sec-
ondly, the shell provides a mechanism to switch moni-
toring modes of level-two on per application basis dur-
ing runtime. For example, an application provided by
the system may be allowed to access certain directories,
whereas an application provided by a user may not.

Grid middleware initially configures level-two with
two or more sets of system-calls, those which should
always be monitored for proper operation of the moni-
toring module, for instance fork(), and those specified
in host security policy as malicious and should be moni-
tored for all applications other than the restricted shell,
for instance exec ( ) .socket ( ) .At startup, the mon-
itor defaults to monitoring the first set of calls, switch-

Figure 3 shows the block diagram of the two-
level approach, comprising of a restricted shell and a
system-call monitoring module. The shell consists of
a standard command shell augmented with a security
module that actively checks the commands issued by
the grid user. The module, via these checks, enforces
the host security policy. The policy is specified in a
configuration file containing a list of options, such as
allowing executables from user-directory or directory
change privilege to directories outside home directory
hierarchy, and a template containing allowed executa-
bles, accessible files, allowed directories outside home
directoryetc. These constraints can be captured ei-
ther explicitly by specifying a list or implicitly by using
wildcards.

The file can be configured to be either an allow list
( default behavior) or a deny list, where access to spec-
ified resources is either allowed or denied respectively.
Grid middleware can configure the security module ac-
cording to the needs and privileges of individual grid
users by providing a proper configuration file. On ini-
tialization of each session, the module reads this file for
options and then bases its decisions on them.

The restricted shell works by breaking down a user
issued command into two parts, the actual executable
name and a list of files that are required for completion
of the command. A match of the executable name to
the pre-configured specifications is then searched, fol-
lowed by a similar matching for the list of required files.

Proceedings of the International Parallel and Distributed Processing Symposium (IPDPS�02) 
1530-2075/02 $17.00 © 2002 IEEE 



control and executes the application. Level-two then
starts monitoring calls. The approach proves effec-
tive by detecting the calls and terminating the mali-
cious process. Attacks such as unauthorized informa-
tion gathering) monitoring of other users) undermining
local systems) and arbitrary communication to remote
resources are prevented as they require the ability to
freely access the world-readable resources; an activity
that can easily be restricted by specifying the allowed
resources and monitoring the system-calls to enforce
the policy.

Figure 4 shows performance overheads of the two-
level approach, observed utilizing a set of synthetic
benchmarks consisting of a program with repeated
fork( ) calls, a program with successive pairs of open( )
and close ( ) calls, a typical shell session emulation,
and a typical run of Spice. Execution time for each set
of benchmark was observed for three cases: without
any monitoring) with monitoring alone, and with the
proposed two-Ievel scheme. The overhead is computed
as a ratio of the execution time of two monitoring meth-
ods to the normal execution time without monitoring.

Since the fork() system-call has to be intercepted
for each occurrence, the first set of observations shows
the effects of monitoring on a program that is composed
of 200 fork() calls. The purpose of this run is to deter-
mine a worst case bound on runtime monitoring over-
head. From 1000 observations, an average overhead of
2.59 times was observed for proposed approach as com-
pared to 2.64 times for full monitoring. The more than
twice overhead is due to an extra fork ( ) call made by
the monitoring module for each fork() call executed
by the program, as well as the processing time of the
system-call monitoring module to determine what ac-
tions to take on specific system-calls. In typical appli-
cations the frequency of fork() calls is much smaller
than other system-calls. The overhead of a fork ( ) call
has a small effect on the overall performance of the ap-
plication. Moreover, the difference in the overheads of
full-monitoring and the proposed scheme is due to the
fact that runtime monitoring alone monitors the shell
as well, where as the proposed scheme does not.

Another set of results consists of 1000 observa-
tions) obtained for 200 pairs of successive open() and
close() calls on a file. Here the purpose is to deter-
mine the effect of monitoring on innocuous calls. In this
scenario, because the calls are not being intercepted,
the average overhead is 1.01 for both runtime monitor-
ing and the proposed scheme. For this scenario, file
caching may affect the time taken by the open() and
close() calls. The relative effect remains the same on
both sets of observations. This run shows that runtime
monitoring alone or with in the proposed scheme in-

Figure 4. Performance results of the two-
level approach, showing comparative execu-
tion times for various synthetic.-benchmarks
used for observations.

ing to another set of higher monitoring, only when an
application is executed as indicated by the restricted
shell. The monitor works by passively waiting until an
application invokes a call that is not permitted. When
such a call is invoked, the kernel system-call mecha-
nism transfers control to the security module that can
then analyze the call and inform the kernel of whether
or not to allow the action to complete. In case the
call is permitted, it is allowed to complete, and con-
trol is finally given back to the application. Otherwise,
the application is returned an abort flag, or even ter-
minated if it continues executing the same restricted
system-call. If the fork() system-call is allowed, it
is always monitored, and a companion monitoring pro-
cess has to be spawned for every child spawned by an
application. This is necessary for preventing an appli-
cation from spawning unmonitored children that can
create security hazards.

4.2. Performance Analysis

Two aspects of the approach are discussed, the effec-
tiveness in preventing malicious program behavior, and
the execution overhead for shell-bas(~d applications as
compared to runtime monitoring only.

The tw0--Ievel approach avoids the ill effects of user-
contributed binaries discussed earlier. For example,
when the code of Figure 2 is executed on a system
configured to prevent the fork() and exec() calls,
level-one signalslevel-two that the shell is no longer in
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gram. The restricted shell of level-one provides a step
towards this goal. Such schemes are currently being in-
vestigated to determine whether they can be employed
efficiently in the grid environment.

5. Discussion

It is clear from the presented scenarios that the
UNIX kernel is not designed for the tasks that are re-
quired in the execution of remote code in grid environ-
ments. The proposed solution has relied on user-mode
techniques in order to avoid modifications to the ker-
nel. Redesigning the required portions of the kernel
may provide more efficient solutions to the investigated
Issues.

Finer-grain access-control in the form of access-
control lists is evolving in the Unix kernel that allows
a finer-grain user access-model. The access-control
list approach is not suitable to the presented scenario
because it modifies properties associated with the re-
source rather than the user [7] .The functionality re-
quired for setting-up an execution environment for grid
applications is a means for a user to specify the list
of resources to which access is allowed or denied on
per-process-basis that, in essence, leads to a capability
model.

Another approach for addressing the described se-
curity issues is the use of a virtual machine, such as
the sandbox of Java Platform [12]. For grid environ-
ments, the need to write J ava code, or port applications
to Java platform can be eliminated by a virtual ma-
chine that is decoupled from applications. Examples
of application-independent virtual machines include
IBM's Virtual Image Facility [13} and VMware [26].
These systems support sandboxing at the level of op-
erating systems and can provide a substrate for exe-
cuting arbitrary untrusted code without compromising
the host machine security.

6. Conclusions

The paper shows that the execution environment
required for allowing user-developed arbitrary binaries
to run on shared resources entails a more constrained
view of the system than provided by the traditional
Unix environment. The access-control model is not
enough to handle the security hazards introduced by
shared resource usage in dynamic, large-scale grid en-
vironments. The proposed approach is to employ run-
time monitoring and process-tracing that allows only
permitted actions. In an attempt to minimize the run-
time monitoring overhead, a secure restricted shell is

cur negligible overheads for unmonitored calls. Hence,
if the shell can determine and chan!~e modes of mon-
itoring on per application basis, the overall effect of
monitoring can be minimized.

Next is a shell script that emulates an interactive
shell. It was executed 1000 times and measurements
were taken for each case of no monitoring, runtime
monitoring with a standard shell, and under the pro-
posed scheme. The overhead of molnitoring on mali-
cious actions that can be determined via the shell is
evident from the figure, 1.07 times ov'erhead due to the
proposed scheme as compared to the 2.29 times over-
head of monitoring all system calls -a improvement of
2.14 times. This improvement is du,~ to the fact that
the shell employs exec() and fork() system calls for
execution of each command in the s<:ript. In case of a
standard shell, these calls are monitored by level-two
and as measured earlier incur large overheads, where
as in the restricted shell they are not, hence the gain
in performance.

Another typical application on PUNCH is
PROPHET, a simulator for sol"ing systems of
partial differential equations. It has a shell interface,
and hence pose a problem when arbitrary users
are allowed to access the shell. However, when the
restricted shell replaces the default shell, and a policy
of minimum system calls is employed, the risk of
an arbitrary user freely accessing: local resources
is eliminated. In a typical run, negligible security
overhead is observed, partially because the secure shell
replaces the default shell and has similar runtimes, and
partially due to the fact that malicious calls do not
occur in typical runs, and thereforc~, the monitoring
module remains dormant.

In the last set of observations, Spice, a commonly
used application, is executed to plot voltage/current
characteristics of a Nanoscale MOSFET (a typical ap-
plication on PUNCH). As Spice does Illot make any ma-
licious calls in its legal execution, th,e execution times
with or without system-call monitoring, and with the
proposed scheme are almost the same with only 1.06
times overhead. As Spice is not necessarily a shell-
based application, the proposed scheme behaves simi-
larly to runtime monitoring alone.

The results show that interceptin!~ system-calls in-
troduce a significant overhead, and there is a need for
minimizing the number of calls thai; are intercepted.
Static schemes as discussed in [21, 29] have the ca-
pability to determine unsafe portions of code by ex-
tended program analysis. Hence, som'e of these schemes
can be leveraged in the present setting for minimizing
the overhead of runtime checking, b;y selecting differ-
ent monitoring modes for different portions of the pro-
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utilized that avoids the process-tra~ing overhead of
the shell environment itself. The pJroposed two-level
approach provides a reduction of up to 2.14 times in
execution-time overheads for shell-based applications
as compared to monitoring alone. In the future, hy-
brid techniques to minimize the number of system-calls
monitored, as well as virtual machines can also pro-
vide an appropriate execution environment. Virtual
machines that can efficiently provide desired environ-
ments are a nascent technology and may become key
players in the long run.
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