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ABSTRACT
We propose a new model for learning that relates video-watching behavior and engagement to quiz performance. In our model, a learner’s knowledge gain from watching a lecture video is treated as proportional to their latent engagement level, and the learner’s engagement is in turn dictated by a set of behavioral features we propose that quantify the learner’s interaction with the lecture video. A learner’s latent concept knowledge is assumed to dictate their observed performance on in-video quiz questions. One of the advantages of our method for determining engagement is that it can be done entirely within standard online learning platforms, serving as a more universal and less invasive alternative to existing measures of engagement that require the use of external devices. We evaluate our method on a real-world massive open online course (MOOC) dataset, from which we find that it achieves high quality in terms of predicting unobserved first-attempt quiz responses, outperforming two state-of-the-art baseline algorithms on all metrics and dataset partitions tested. We also find that our model enables the identification of key behavioral features (e.g., larger numbers of pauses and rewinds, and smaller numbers of fast forwards) that are correlated with higher learner engagement.
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1. INTRODUCTION
The recent and rapid development of online learning platforms, coupled with advancements in machine learning, has created an opportunity to revamp the traditional “one-size-fits-all” approach to education. This opportunity is facilitated by the ability of many learning platforms, such as massive open online course (MOOC) platforms, to collect several different types of data on learners, including their assessment responses as well as their learning behavior [9]. The focus of this work is on using different forms of data to model the learning process, which can lead to effective learning analytics and potentially improve learning efficacy.

1.1 Behavior-based learning analytics
Current approaches to learning analytics are focused mainly on providing feedback to learners about their knowledge states – or the level to which they have mastered given concepts/topics/knowledge components – through analysis of their responses to assessment questions [10, 24]. There are other cognitive (e.g., engagement [17, 31], confusion [37], and emotion [11]) as well as non-cognitive (e.g., fatigue, motivation, and level of financial support [14]) factors beyond assessment performance that are crucial to the learning process as well. Accounting for them thus has the potential to yield more effective learning analytics and feedback.

To date, it has been difficult to measure these factors of the learning process. Contemporary online learning platforms, however, have the capability to collect behavioral data that can provide some indicators of them. This data commonly includes learners’ usage patterns of different types of learning resources [12, 15], their interactions with others via social learning networks [7, 28], their clickstream and keystroke activity logs [2, 8, 30], and sometimes other metadata including facial expressions [35] and gaze location [6].

Recent research has attempted to use behavioral data to augment learning analytics. [5] proposed a latent response model to classify whether a learner is gaming an intelligent tutoring system, for example. Several of these works have sought to demonstrate the relationship between behavior and performance of learners in different scenarios. In the context of MOOCs, [22] concluded that working on more assignments lead to better knowledge transfer than only watching videos, [12] extracted probabilistic use cases of different types of learning resources and showed they are predictive of certification, [32] used discussion forum activity and topic analysis to predict test performance, and [26] discovered that submission activities can be used to predict final exam scores. In other educational domains, [2] discovered that learner keystroke activity in essay-writing sessions is indicative of essay quality, [29] identified behavior as one of the factors predicting math test achievement, and [25] found that behavior is predictive of whether learners can provide elegant solutions to mathematical questions.

In this work, we are interested in how behavioral data can be used to model a learner’s engagement.

1.2 Learner engagement
Monitoring and fostering engagement is crucial to education, yet defining it concretely remains elusive. Research has sought to identify factors in online learning that may drive engagement; for example, [17] showed that certain production styles of lecture videos promote it, [20] defined disengagement as dropping out in the middle of a video and studied the relationship between disengagement and video content, while [31] considered the relationship between engagement and the
We first formalize a method for quantifying a learner’s behavior. These features are intuitive quantities such as the fraction of video played, the number of pauses made, and the average playback rate, some of which have been associated with mind wandering while reading text documents [6], and pupil dilation measurements, which are claimed to be highly correlated with engagement [16]. Activity-based approaches, on the other hand, measure engagement using heuristic features constructed from learners’ activity logs; prior work includes using replies/upvote counts and topic analysis of discussions [28], and manually defining different engagement levels based on activity types found in MOOCs [4, 21].

Both of these types have their drawbacks. Device-based approaches are far from universal in standard learning platforms because they require integration with external devices. They are also naturally invasive and carry potential privacy risks. Activity-based approaches, on the other hand, are not built on the same granularity of data, and tend to be defined from heuristics that have no guarantee of correlating with learning outcomes. It is therefore desirable to develop a statistically principled, activity-based approach to inferring a learner’s engagement.

1.3 Our approach and contributions

In this paper, we propose a probabilistic model for inferring a learner’s engagement level by treating it as a latent variable that drives the learner’s performance and is in turn driven by the learner’s behavior. We apply our framework to a real-world MOOC dataset consisting of clickstream actions generated as learners watch lecture videos, and question responses from learners answering in-video quiz questions.

We first formalize a method for quantifying a learner’s behavior while watching a video as a set of nine behavioral features that summarize the clickstream data generated (Section 2). These features are intuitive quantities such as the fraction of video played, the number of pauses made, and the average playback rate, some of which have been associated with performance previously [8]. Then, we present our statistical model of learning (Section 3) as two main components: a learning model and a response model. The learning model treats a learner’s gain in concept knowledge as proportional to their latent engagement level while watching a lecture video. Concept knowledge is treated as multidimensional, on a set of latent concepts underlying the course, and videos are associated with varying levels to different concepts. The response model treats a learner’s performance on in-video quiz questions, in turn, as proportional to their knowledge on the concepts that this particular question relates to.

By defining engagement to correlate directly with performance, we are able to learn which behavioral features lead to high engagement through a single model. This differs from prior works that first define heuristic notions of engagement and subsequently correlate engagement with performance, in separate procedures. Moreover, our formulation of latent engagement can be made from entirely within standard learning platforms, serving as a more universally applicable and less invasive alternative to device-based approaches.

Finally, we evaluate two different aspects of our model (Section 4): its ability to predict unobserved, first-attempt quiz question responses, and its ability to provide meaningful analytics on engagement. We find that our model predicts with high quality, achieving AUCs of up to 0.76, and outperforming two state-of-the-art baselines on all metrics and dataset partitions tested. One of the partitions tested corresponds to the beginning of the course, underscoring the ability of our model to provide early detection of struggling or advanced students. In terms of analytics, we find that our model enables us to identify behavioral features (e.g., large numbers of pauses and rewinds, and small numbers of fast forwards) that indicate high learner engagement, and to track learners’ engagement patterns throughout the course. More generally, these findings can enable an online learning platform to detect learner disengagement and perform appropriate interventions in a fully automated manner.

2. Behavioral data

In this section, we start by detailing the setup of lecture videos and quizzes in MOOCs. We then specify video-watching clickstream data and our method for summarizing it into behavioral features.

2.1 Course setup and data capture

We are interested in modeling learner engagement while watching lecture videos to predict their performance on in-video quiz questions. For this purpose, we can view an instructor’s course delivery as the sequence of videos that learners will watch interspersed with the quiz questions they will answer. Let \( Q = (q_1, q_2, \ldots) \) be the sequence of questions asked through the course. A video could have any number of questions generally, including none; to enforce a 1:1 correspondence between video content and questions, we will consider the “video” for question \( q_0 \), to be all video content that appears between \( q_{n-1} \) and \( q_n \). Based on this, we will explain the formats of video-watching and quiz response data we work with in this section.

Our dataset. The dataset we will use is from the fall 2012 offering of the course Networks: Friends, Money, and Bytes (FMB) on Coursera [1]. This course has 92 videos distributed among 20 lectures, and exactly one question per video.

2.1.1 Video-watching clickstreams

When a learner watches a video on a MOOC, their behavior is typically recorded as a sequence of clickstream actions. In particular, each time a learner makes an action — play, pause, seek, ratechange, open, or close — on the video player, a clickstream event is generated. Formally, the ith event created for the course will be in the format

\[ E_i = (u_i, v_i, e_i, p_i, p^i, x_i, s_i, r_i) \]
Here, \( u_i \) and \( v_i \) are the IDs of the specific learner (user) and video, respectively, and \( e_i \) is the type of action that \( u_i \) made on \( v_i \); \( p_i \) is the position of the video player (in seconds) immediately after \( e_i \) is made; \( p'_i \) is the position immediately before.\(^1\) \( x_i \) is the UNIX timestamp (in seconds) at which \( e_i \) was fired, \( s_i \) is the binary state of the video player—either \textbf{playing} or \textbf{paused}—once this action is made, and \( r_i \) is the playback rate of the video player once this action is made.

Our FMB dataset has 314,632 learner-generated clickstreams from 3,976 learners.\(^2\)

The set \( E_{u,v} = \{ E_i | u_i = u, v_i = v \} \) of clickstreams for learner \( u \) recorded on video \( v \) can be used to reconstruct the behavior \( u \) exhibits on \( v \). In Section 2.2, we will explain the features computed from \( E_{u,v} \) to summarize this behavior.

### 2.1.2 Quiz responses

When a learner submits a response to an in-video quiz question, an event is generated in the format

\[
A_m = (u_m, v_m, x_m, a_m, y_m)
\]

Again, \( u_m \) and \( v_m \) are the learner and video IDs (i.e., the quiz corresponding to the video). \( x_m \) is the UNIX timestamp of the submission, \( a_m \) is the specific response, and \( y_m \) is the number of points awarded for the response. The questions in our dataset are multiple choice with a single response, so \( y_m \) is binary-valued.

In this work, we are interested in whether quiz responses were correct on first attempt (CFA) or not. As a result, with \( A'_{u,v} = \{ A_m | u_m = u, v_m = v \} \), we consider the event \( A'_{u,v} \) in this set with the earliest timestamp \( x'_{u,v} \). We also only consider the set of clickstreams \( E'_{u,v} \subseteq E_{u,v} \) that occur before \( x'_{u,v} \), as the ones after would be anti-causal to CFA.

### 2.2 Behavioral features and CFA score

With the data \( E'_{u,v} \) and \( A'_{u,v} \), we construct two sets of information for each learner \( u \) on each video \( v \), i.e., each learner-video pair. First is a set of nine behavioral features that summarize \( u \)'s video-watching behavior on \( v \) [8]:

1. **Fraction spent.** The fraction of time the learner spent on the video, relative to the playback length of the video. Formally, this quantity is \( e_{u,v} / l_v \), where

\[
e_{u,v} = \sum_{i \in S} \min(x_{i+1} - x_i, l_v)
\]

is the elapsed time on \( v \) obtained by finding the total UNIX time for \( u \) on \( v \), and \( l_v \) is the length of the video (in seconds). Here, \( S = \{ i \in A'_{u,v} : a_{i+1} \neq \text{open} \land s_i = \text{playing} \} \).

2. **Fraction completed.** The fraction of the video that the learner completed, between 0 (none) and 1 (all). Formally, it is \( c_{u,v} / l_v \), where \( c_{u,v} \) is the number of unique 1-second segments of the video that the learner visited.

3. **Fraction played.** The fraction of the video that the learner played relative to the length. Formally, it is calculated as \( g_{u,v} = \sum i \in S \min(p'_{i+1} - p_i, l_v) \)

is the total length of video that was played (while in the playing state). Here, \( S = \{ i \in A'_{u,v} : a_{i+1} \neq \text{open} \land s_i = \text{playing} \} \).

4. **Fraction paused.** The fraction of time the learner stayed paused on the video relative to the length. It is calculated as \( h_{u,v} = \sum i \in S \min(t_{i+1} - t_i, l_v) \)

is the total time the learner stayed in the paused state on this video. Here, \( S = \{ i \in A'_{u,v} : a_{i+1} \neq \text{open} \land s_i = \text{paused} \} \).

5. **Number of pauses.** The number of times the learner paused the video, or \( \sum i \in A'_{u,v} \mathbb{1}\{ a_i = \text{pause} \} \)

where \( \mathbb{1}\{ \} \) is the indicator function.

6. **Number of rewinds.** The number of times the learner skipped backwards in the video, or \( \sum i \in A'_{u,v} \mathbb{1}\{ a_i = \text{skip} \land p'_i < p_i \} \)

7. **Number of fast forwards.** The number of times the learner skipped forward in the video, i.e., with \( p'_i > p_i \) in the previous equation.

8. **Average playback rate.** The time-average of the learner’s playback rate on the video. Formally, it is calculated as

\[
r_{u,v} = \frac{\sum i \in S r_i \min(x_{i+1} - x_i, l_v)}{\sum i \in S \min(x_{i+1} - x_i, l_v)}
\]

where \( S = \{ i \in A'_{u,v} : a_{i+1} \neq \text{open} \land s_i = \text{playing} \} \).

---

\(^1\) \( p_i \) and \( p'_i \) will only differ when \( i \) is a skip event.

\(^2\)This number excludes invalid stall, null, and error events, as well as open and close events which are generated automatically.
(9) Standard deviation of playback rate. The standard deviation of the learner’s playback rate. It is calculated as
\[
\sqrt{\frac{\sum_{t\in S} (r_t - \bar{r}_{u,v})^2 \cdot \min(x_{t+1} - x_t, l_u)}{\sum_{t\in S} \min(x_{t+1} - x_t, l_u)}}
\]
with the same \( S \) as the average playback rate.

The second piece of information for each learner-video pair is \( u \)’s CFA score \( y_{u,v} \in \{0, 1\} \) on the quiz question for \( v \).

2.3 Dataset subsets
We will consider different groups of learner-video pairs when evaluating our model in Section 4. Our motivation for doing so is the heterogeneity of learner motivation and high dropoff rates in MOOCs [9]: many will quit the course after watching just a few lectures. Modeling in a small subset of data, particularly those at the beginning of the course, is desirable because it can lead to “early detection” of those who may drop out [8].

Figure 1 shows the dropoff for our dataset in terms of the number of videos each learner completed: more than 85% of learners completed just 20% of the course. “Completed” is defined here as having watched some of the video and responded to the corresponding question. Let \( T_u \) be the number of videos learner \( u \) completed and \( \gamma(v) \) be the index of video \( v \) in the course, we define \( \Omega^{T_0, \gamma_0} = \{(u, v) : T_u \geq u_0 \land \gamma(v) \leq v_0 \} \) to be the subset of learner-video pairs such that \( u \) completed at least \( u_0 \) videos and \( v \) is within the first \( v_0 \) videos. The full dataset is \( \Omega^{T, \gamma} \), and we will also consider \( \Omega^{T_0, \gamma_0} \) as the subset of 346 active learners over the full course and \( \Omega^{T_1, \gamma_0} \) as the subset of all learners over the first two weeks\(^3\) in our evaluation.

3. STATISTICAL MODEL OF LEARNING WITH LATENT ENGAGEMENT

In this section, we propose our statistical model. Let \( U \) denote the number of learners (indexed by \( u \)) and \( V \) the number of videos (indexed by \( v \)). Further, we use \( T_u \) to denote the number of time instances registered by learner \( u \) (indexed by \( t \)); we take a time instance to be a learner completing a video, i.e., watching a video and answering the corresponding quiz question. For simplicity, we use a discrete notion of time, i.e., each learner-video pair will correspond to one time instance for one learner.

Our model considers learners’ responses to quiz questions as measurements of their underlying knowledge on a set of concepts; let \( K \) denote the number of such concepts. Further, our model considers the action of watching lecture videos as part of learning that changes learners’ latent knowledge states over time. These different aspects of the model are visualized in Figure 2: there are two main components, a response model and a learning model.

3.1 Response Model
Our statistical model of learner responses is given by
\[
p(y_u^{(t)} = 1 | c_u^{(t)}) = \sigma(w_{c(u,t)}^T c_u^{(t)} - \mu_{v(u,t)} + a_u),
\]
where \( v(u, t) : \Omega \subseteq \{1, \ldots, U \} \times \{1, \ldots, \max_u T_u\} \to \{1, \ldots, V\} \) denotes a mapping from a learner index-time index pair to the index of the video \( v \) that \( u \) was watching at \( t \). \( y_u^{(t)} \in \{0, 1\} \) is the binary-valued CFA score of learner \( u \) on the quiz question corresponding to the video they watch at time \( t \), with 1 denoting a correct response (CFA) and 0 denoting an incorrect response (non-CFA).

The variable \( w_v \in \mathbb{R}_+^K \) denotes the non-negative, \( K \)-dimensional quiz question–concept association vector that characterizes how the quiz question corresponding to video \( v \) tests learners’ knowledge on each concept, and the variable \( \mu_v \) is a scalar characterizing the intrinsic difficulty of the quiz question. \( c_u^{(t)} \) is the \( K \)-dimensional concept knowledge vector of learner \( u \) at time \( t \), characterizing the knowledge level of the learner on each concept at the time, and \( a_u \) denotes the static, intrinsic ability of learner \( u \). Finally, \( \sigma(x) = \frac{1}{1 + e^{-x}} \) is the sigmoid function.

We restrict the question–concept association vector \( w_v \) to be non-negative in order to make the parameters interpretable [24]. Under this restriction, the values of concept knowledge vector \( c_u^{(t)} \) can be understood as follows: large, positive values lead to higher chances of answering a question correctly, thus corresponding to high knowledge, while small, negative values lead to lower chances of answering a question correctly, thus corresponding to low knowledge.

3.2 Learning Model
Our model of learning considers transitions in learners’ knowledge states as induced by watching lecture videos. It is given by
\[
c_u^{(t)} = c_u^{(t-1)} + d_{u,v}^{(u,t)} \quad t = 1, \ldots, T_u,
\]
where the variable \( d_v \in \mathbb{R}_+^K \) denotes the non-negative, \( K \)-dimensional learning gain vector for video \( v \); each entry characterizes the degree to which the video improves learners’ knowledge level on each concept. The assumption of non-negativity on \( d_v \) implies that videos will not negatively affect learners’ knowledge, as in [23]. \( c_u^{(0)} \) is the initial knowledge state of learner \( u \) at time \( t = 0 \), i.e., before starting the
The obtained ACC and AUC metrics on different subsets of the FMB dataset are given. Our proposed model obtains higher quality than the SPARFA and BKT baselines in each case.

Table 1: Quality comparison of the different algorithms on predicting unobserved quiz question responses.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ACC (Ω^{20,92})</th>
<th>ACC (Ω^{1-20})</th>
<th>ACC (Ω^{1,92})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed model</td>
<td>0.7293 ± 0.0070</td>
<td>0.7096 ± 0.0057</td>
<td>0.7058 ± 0.0054</td>
</tr>
<tr>
<td>SPARFA</td>
<td>0.7209 ± 0.0070</td>
<td>0.7061 ± 0.0069</td>
<td>0.6975 ± 0.0048</td>
</tr>
<tr>
<td>BKT</td>
<td>0.7038 ± 0.0084</td>
<td>0.6825 ± 0.0058</td>
<td>0.6803 ± 0.0055</td>
</tr>
</tbody>
</table>

4. EXPERIMENTS

In this section, we evaluate the proposed latent engagement model on the FMB dataset. We first demonstrate the gain in predictive quality of the proposed model over two baseline algorithms (Section 4.1), and then show how our model can be used to study engagement (Section 4.2).

4.1 Predicting unobserved responses

We evaluate our proposed model's quality by testing its ability to predict unobserved quiz question responses.

Baselines. We compare our model against two well-known, state-of-the-art response prediction algorithms that do not use behavioral data. First is the sparse factor analysis (SPARFA) algorithm [24], which factors the learner-question matrix to extract latent concept knowledge, but does not use a time-varying model of learners' knowledge states. Second is a version of the Bayesian knowledge tracing (BKT) algorithm that tracks learners’ time-varying knowledge states, which incorporates a set of guessing and slipping probability parameters for each question, a learning probability parameter for each video, and an initial knowledge level parameter for each learner [13, 27].

4.1.1 Experimental setup and metrics

Regularization. In order to prevent overfitting, we add $\ell_2$-norm regularization terms to the overall optimization objective function for every set of variables in both the proposed model and in SPARFA. We use a parameter $\lambda$ to control the amount of regularization on each variable.

Cross validation. We perform 5-fold cross validation on the full dataset ($\Omega^{1,92}$), and on each subset of the dataset introduced in Section 2.3 ($\Omega^{20,92}$ and $\Omega^{1,20}$). To do so, we randomly partition each learner’s quiz question responses into 5 data folds. Leaving out one fold as the test set, we use the remaining four folds as training and validation sets to select the values of the tuning parameters for each algorithm, i.e., by training on three of the folds and validating on the other. We then train every algorithm on all four observed folds using the tuned values of the parameters, and evaluate them on the holdout set. All experiments are repeated for 20 random partitions of the training and test sets.

For the proposed model and for SPARFA, we tune both the...
Table 2: Regression coefficient vector $\beta$ learned over the full dataset, associating each clickstream feature to engagement. All but one of the features (number of fast forwards) is positively correlated with engagement.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraction spent</td>
<td>0.1941</td>
</tr>
<tr>
<td>Fraction completed</td>
<td>0.1443</td>
</tr>
<tr>
<td>Fraction played</td>
<td>0.2024</td>
</tr>
<tr>
<td>Fraction paused</td>
<td>0.0955</td>
</tr>
<tr>
<td>Number of pauses</td>
<td>0.2233</td>
</tr>
<tr>
<td>Number of rewinds</td>
<td>0.4338</td>
</tr>
<tr>
<td>Number of fast forwards</td>
<td>$-0.1551$</td>
</tr>
<tr>
<td>Average playback rate</td>
<td>0.2797</td>
</tr>
<tr>
<td>Standard deviation of playback rate</td>
<td>0.0314</td>
</tr>
</tbody>
</table>

4.1.2 Results and discussion

Table 1 gives the evaluation results for the three algorithms. The average and standard deviation over the 20 random data partitions are reported for each dataset group and metric.

First of all, the results show that our proposed model consistently achieves higher quality than both baseline algorithms on both metrics. It significantly outperforms BKT in particular (SPARFA also outperforms BKT). This shows the potential of our model to push the envelope on achievable quality in performance prediction research.

Notice that our model achieves its biggest quality improvement on the full dataset, with a 1.3% gain in AUC over SPARFA and a 5.7% gain over BKT. This observation suggests that as more clickstream data is captured and available for modeling – especially as we observe more video-watching behavioral data from learners over a longer period of time (the full dataset $\Omega^{1,92}$ contains clickstream data for up to 12 weeks, while the $\Omega^{1,20}$ subset only contains data for the first 2 weeks) – the proposed model achieves more significant quality enhancements over the baseline algorithms. This is somewhat surprising, since prior work on behavior-based performance prediction [8] has found the largest gains in the presence of fewer learner-video pairs, i.e., before there are many question responses for other algorithms to model on. But our algorithm also benefits from additional question responses, to update its learned relationship between behavior and concept knowledge.

The first two weeks of data ($\Omega^{1,20}$) is sparse in that the majority of learners answer at most a few questions during this time, many of whom will drop out (see Figure 1). In this case, our model obtains a modest improvement over SPARFA, which is static and uses fewer parameters. The gain over BKT is particularly pronounced, at 5.7%. This, combined with the findings for active learners over the full course ($\Omega^{20,92}$), shows that observing video-watching behavior of learners who drop out of the course in its early stages (these learners are excluded from $\Omega^{20,92}$) leads to a slight increase in the performance gain of the proposed model over the baseline algorithms. Importantly, this shows that our algorithm provides benefit for *early detection*, with the ability to predict performance of learners who will end up dropping out [8].

4.2 Analyzing engagement

Given predictive quality, one benefit of our model is that it can be used to analyze engagement. The two parameters to consider for this are the regression coefficient vector $\beta$ and the engagement scalar $e^{(t)}$ itself.

Behavior and engagement. Table 2 gives each of the estimated feature coefficients in $\beta$ for the full dataset $\Omega^{1,92}$, with regularization parameters chosen via cross validation. All of the features except for the number of fast forwards are positively correlated with the latent engagement level. This is to be expected since many of the features are associated with processing more video content, e.g., spending more time, playing more, or pausing longer to reflect, while fast forwarding involves skipping over the content.

The features that contribute most to high latent engagement levels are the number of pauses, the number of rewinds, and the average playback rate. The first two of these are likely indicators of actual engagement as well, since they indicate whether the learner was thinking while pausing the video or re-visiting earlier content which contains knowledge that they need to recall or revise. The strong, positive correlation of average playback rate is somewhat surprising though: we may expect that a higher playback rate would have a
Engagement over time. Figure 3 visualizes the evolution of $e_i^{(t)}$ over time for 1/3 of the learners (randomly selected). Patterns in engagement differ substantially across learners; those who finish the course mostly exhibit high engagement levels throughout, while those who drop out early vary greatly in their engagement, some high and others low.

Figure 4 breaks down the learners into three different types according to their engagement patterns, and plots their engagement levels over time separately. The first type of learner (a) finishes the course and consistently exhibits high engagement levels throughout the duration. The second type (b) also consistently exhibits high engagement levels, but drops out of the course after up to three weeks. The third type of learner (c) exhibits inconsistent engagement levels before an early dropout. Equipped with temporal plots like these, an instructor could determine which learners may be in need of intervention, and could design different interventions for different engagement clusters [8, 36].

5. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new statistical model for learning, based on learner behavior while watching lecture videos and their performance on in-video quiz questions. Our model has two main parts: (i) a response model, which relates a learner’s performance to latent concept knowledge, and (ii) a modeling component, which relates the learner’s concept knowledge in turn to their latent engagement level while watching videos. Through evaluation on a real-world MOOC dataset, we showed that our model can predict unobserved question responses with superior quality to two state-of-the-art baselines, and also that it can lead to engagement analytics: it identifies key behavioral features driving high engagement, and shows how each learner’s engagement evolves over time.

Our proposed model enables the measurement of engagement solely from data that is logged within online learning platforms: clickstream data and quiz responses. In this way, it serves as a less invasive alternative to current approaches for measuring engagement that require external devices, e.g., cameras and eye-trackers [6, 16, 35]. One avenue of future work is to conduct an experiment that will correlate our definition of latent engagement with these methods.

Additionally, one could test other, more sophisticated characterizations of the latent engagement variable. One such approach could seek to characterize engagement as a function of learners’ previous knowledge level. An alternative or addition to this would be a generative modeling approach of engagement to enable the prediction of future engagement given each learner’s learning history.

One of the long-term, end-all goals of this work is the design of a method for useful, real-time analytics to instructors. The true test of this ability comes from incorporating the method into a learning system, providing its outputs – namely, performance prediction forecasts and engagement evolution – to an instructor through the user interface, and measuring the resulting improvement in learning outcomes.
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