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Following a high angle-of-attack (\(\alpha\)) “blunt body” entry from orbit, the space shuttle orbiter will rotate to a low \(\alpha\) for flight to an airport and a conventional aircraft landing. It is likely that the transition trajectory will carry the vehicle through a region of aerodynamic instability at intermediate \(\alpha\). Transition trajectories which minimize operation within the unstable region through the use of a subsonic jump maneuver are investigated here. Angle-of-attack penalties shape the control profile, which otherwise minimizes load factor while meeting terminal state conditions. Using a steepest-descent algorithm, the intermediate-\(\alpha\) penalty is suppressed for the first several iterations, allowing the minimum load trajectory to be established. Increasing weighting on this penalty during succeeding iterations forces the control into the stable regions at higher and lower angles. These regions are then connected by a rapid (but continuous) jump through the unstable region. Numerical results for a straight-wing shuttle vehicle are obtained, including solutions for variations in initial and final conditions and for a range of lift/drag ratios and wing loadings. Small initial condition measurement errors are shown to be stable, and two forms of near-optimal control are considered.

Introduction

The space shuttle orbiter will return to Earth on a trajectory which can be separated into three distinct flight regimes. The lifting hypersonic atmospheric entry will occur at high angle of attack, in order to provide in-plane and crossrange maneuverability, low deceleration, and low heating rates. Prior to landing, the vehicle will fly subsonically at low \(\alpha\), maneuvering as an aircraft in cruising flight and runway approach. Although many questions of control remain to be answered, the modes of trajectory and altitude control are fairly well-defined in these phases. During entry, the lift vector is rotated by reaction control thrusters to null landing point error, whereas in the latter case, aircraft practice can be followed. The third phase, the transition from entry to cruising flight, is less well understood. It possesses elements of both these flight conditions and involves rapidly changing dynamical parameters.

The principal requirement of the transition maneuver is that it provide a continuous link between entry and cruise while meeting the operational constraints of the mission, the vehicle, and its passengers. This must be accomplished for a variety of initial conditions, in the presence of state measurement uncertainties, and with high reliability. Total energy should be managed so that cruise range, with or without auxiliary air breathing propulsion, is maximized.

Aerodynamic instability is a fundamental problem of the transition phase. It is possible that the transition trajectory will carry the shuttle vehicle through a region where attitude motions would diverge in the absence of a stability augmentation system. Examples of such regions include the lateral-directional instability of the X-15 at \(\alpha\) above 20°, the well-known yaw-roll coupling of lifting bodies in transonic flight, and the subsonic, longitudinal, pitch up instability of high aspect ratio designs.

Numerical simulations of transition trajectories are an aid to understanding the maneuver, but the number and variety of boundary conditions and mission constraints preclude effective use of an experimental, open-loop approach to trajectory shaping. Optimal control methods reduce the guesswork in design, affording a consistent framework for generating and evaluating control strategies. Optimality, in the sense of minimizing time or fuel, is not a goal of the present study. The energy necessary for control is small, and the time available for the maneuver is open.

What is optimized is the terminal state error, subject to penalties on load factors other than 1 and on operation within unstable regions (in this case, defined by the control only). The tolerance on the desired terminal state, cruise velocity and flight path angle at a given altitude, is large, as the shuttle can adjust to a wide range of cruise flight conditions by manipulating \(\alpha\); hence, some terminal error is allowable, and there is no need for a hard terminal constraint. The control penalty demonstrated here establishes two acceptable (stable) regions of control for each point on the trajectory with an unacceptable (unstable) region separating them. Since the unstable region must be traversed, it is done so only once, and the control profile follows local minima at all other times.

The problem posed for this paper is the transitional control of velocity, flight path angle, and altitude through aerodynamic forces, using \(\alpha\) as the control variable. Range is open, and rotational dynamics are not considered; thus, terminal navigation and stability augmentation are not addressed. After presenting the equations of motion and the steepest-descent optimization equations, numerical results for a typical shuttle vehicle are obtained. Solutions for a variety of initial conditions, final conditions, and vehicle parameters are given, and the effects of some initial condition measurement errors are noted.

Dynamics

The equations of motion are written for a vehicle free to translate in planar motion about a spherical, nonrotating Earth of radius \(R\). The angle of attack \(\alpha\) is measured between the velocity vector (whose magnitude and angle down from the local vertical are \(x_2\) and \(x_3\)) and the vehicle centerline. Altitude above the Earth's surface is \(x_1\) and range from some initial point is \(x_4\). The nonlinear dynamical equation of the state vector \(\mathbf{x}\) is

\[
\dot{x} = f(x, \alpha, \beta),
\]

(1)
where
\[ f_1 = -D/M - g \cos x_2 \]  
(2)
\[ f_2 = [g/x_1 - x_2/(R + x_3)] \sin x_2 - L/mz_1 \]  
(3)
\[ f_3 = x_1 \cos x_2 \]  
(4)
\[ f_4 = x_1 \sin x_2/(1 + x_4/R) \]  
(5)

For the transition maneuver, the mass \( m \) is assumed constant. The drag and lift forces \( D \) and \( L \) are functions of the state through the intermediate variables, Mach number \( M \) and dynamic pressure \( q \):
\[ L = C_L(a, M)Sq \]  
(6)
\[ D = C_D(a, M)Sq \]  
(7)
\[ M = x_1/a(x_3) \]  
(8)
\[ q = \rho(x_2)x_3^2/2 \]  
(9)

Density \( \rho \) and sound speed \( a \) are tabulated functions of altitude taken from the 1962 U.S. Standard Atmosphere, and gravity is inversely proportional to the Earth radius magnitude:
\[ g = g_0/(1 + z_2/R)^2 \]  
(10)

Linear interpolation has been used for points between the tabulated values of \( C_L, C_D, a, \) and \( q \), whereas an exponential interpolation is used for \( \rho \). A Runge-Kutta algorithm with variable time step is used to integrate Eq. (1).

### Optimization Equations

A steepest-descent method, which follows Bryson and Ho, has been used to find the local optimal control profile, \( \alpha(t) \). The object of the optimization is the minimization of the cost function,
\[ J = (x - x_c)^TQ(x - x_c) + \int_{t_1}^{t_2} \left[ \mathcal{L} + 2\alpha(t - \delta \mathcal{L})^T \right] dt \]  
(11)

where \( x_c \) denotes the cruise condition at the terminal altitude, \( x_{cr} \). For near-horizontal flight (\( \gamma \approx 0 \)) and the velocities of interest (<3500 fps), the cruise velocity \( x_{cr} \) satisfies the equation,
\[ C_L(a, M)Sq/mg = 1 \]  
(12)

where \( C_L \) is chosen to yield maximum lift/drag ratio, and \( M \) and \( q \) are defined by Eq. (8) and (9). For powered cruising flight, \( \gamma = 0 \), and \( x_{cr} = \pi/2 - \gamma = \pi/2 \). For an unpowered equilibrium glide,
\[ x_{gr} = \pi/2 + \tan^{-1}(D/L) \]  
(13)

The weighting matrix \( Q \) is a diagonal matrix chosen to equate error variances of the final state variables, i.e., to establish the tradeoff between velocity, angle, and altitude which are acceptable at the transition's final time. Except as noted, \( Q \) places equal weights on standard deviations of 5 fps, 1 deg, and 200 ft – altitude, with no consideration given to range (\( x_{2i} \) is unspecified and \( q_{4i} = 0 \)). The Lagrangian \( \mathcal{L} \) is composed of two parts. \( \mathcal{L}_1 \) assesses penalties to load factors other than 1 and is
\[ \mathcal{L}_1 = k_l[(C_{L1}^2 + C_{L2}^2)/2]q/m - g]^2 \]  
(14)

The control penalty \( \mathcal{L}_2 \) has continuous first derivatives but is functionally separated into five \( \alpha \) regions. There are quadratic penalties for exceeding the maximum and minimum boundaries of control \( \alpha_0 \) and \( \alpha_2 \) and there is an internal range of unacceptable angles between \( \alpha_1 \) and \( \alpha_2 \). \( \mathcal{L}_2 \) is described by
\[ \mathcal{L}_2 = \begin{cases} 
  k_2(\alpha - \alpha_0)^2 & \alpha < \alpha_0 \\
  0 & \alpha_0 \leq \alpha \leq \alpha_1 \\
  k_2(n) \sin^2(\alpha - \alpha_1)/(\alpha_2 - \alpha_1) & \alpha_1 < \alpha < \alpha_2 \\
  0 & \alpha_2 \leq \alpha \leq \alpha_3 \\
  k_2(\alpha - \alpha_3)^2 & \alpha < \alpha_3 
\end{cases} \]  
(15)

\( k_2(n) \) is a weighting factor which is dependent on the number of iterations in the optimizing process. The sine-squared term erects a barrier between the acceptable control regions \([\alpha_1, \alpha_2]\) and \([\alpha_3, \alpha_4]\); therefore, it is suppressed until a trajectory minimizing end-state error and the time integral of \( \mathcal{L}_2 \) is obtained. Once a suitable control in \([\alpha_2, \alpha_3]\) is found, the penalty on control in \([\alpha_1, \alpha_2]\) grows, forcing \( \alpha(t) \) to take values in the acceptable regions. In the current example,
\[ k_2(n) = 0, \quad n < m \]  
(16a)
\[ k_2(n) = C_1(n - m)^2/(n - m)^2 + C_2, \quad n > m \]  
(16b)

The optimization is an iterative process, beginning with the forward integration of Eq. (1), using an initial guess for the control profile. The adjoint equation,
\[ \lambda_i = -r_i^T \mathcal{L}^T \]  
(17)

is integrated from \( t_f \) to \( t_i \), using partial derivatives tabulated during the state integration and the starting conditions (at \( t_f \)),
\[ \lambda_i(t_f) = 2q_{4i}(x_{1i} - x_{1o}), \quad i = i, 4 \]  
(18)

Having obtained a time history of \( \lambda_i \), the control for the next forward integration is perturbed by
\[ \delta \alpha(t) = -k_l(\lambda_i + 2\mathcal{L}_1)^T \]  
(19)

The final time for the next state integration is modified by the relation
\[ \Delta t_f = -k_l \left[ \phi_{t_f} - \phi_{t_{f-1}} \right] + \mathcal{L}_f \]  
(20)

where the \( \phi \) 's are the weighted terminal state error variances at the final time and the previously tabulated time, \( t_f \) and \( t_{f-1} \). For a given run, the tabulation time increment is fixed (at 2 seconds), and final time perturbations are rounded to multiples of the time increment. For \( \Delta t_f > 0 \), \( \alpha(t) \) is fixed at the last computed value.

In the numerical results which follow, the choice of the \( \alpha \), \( k_l \), and \( m \) has been governed by considerations of linearity and convergence. Eqs. (17) and (19) predict linear perturbations about a reference state and control. The lift and drag control forces meet this criterion only for small angle-of-attack changes, and \( k_l \) is chosen accordingly. \( k_l \) is a saturation element limiting \( \Delta t_f \) to one or two time increments. This is made necessary by the sensitivity of all three state components to changes in final time. \( k_l \) attenuates the load factor penalty, allowing angle-of-attack penalties to dominate the control perturbation and terminal errors to control the final time variation.

### Vehicle Model

The straight-wing orbiter proposed by Fagel is taken as a prototype for the transition study. The vehicle is assumed to weigh 164,000 lb and to have a wing area of 1850 ft\(^2\), resulting in a wing loading \((W/S)\) of 89 psf.

One form of instability which can occur within the control range and which cannot be avoided in a subsonic transition from high to low angle of attack is a positive pitch moment coefficient slope at intermediate angles. Ref. 3 presents
Fig. 1 Transition trajectories to an equilibrium glide at 50,000-ft altitude.

this case and further indicates that there is sufficient control power to break the high \( \alpha \), deep-stall equilibrium and to perform the transition.

At the time of this study, lift and drag coefficients were available only for hypersonic and low subsonic flight. These data provided adequate coverage of the \( \alpha \) range, but gave no information concerning the transonic and supersonic regimes. It was necessary, therefore, to fill in the missing data using theoretical and empirical functions which strictly apply only to lift coefficients at low \( \alpha \).

Under these assumptions, the maximum subsonic lift/drag ratio of 7.55, which occurs at \( \alpha = 4^\circ \), is independent of Mach number, and the trim flight path angle is \(-7.16^\circ \) for subsonic glide at \((L/D)_{max}\). The corresponding cruise velocities range from 508 to 860 fps (Mach numbers from 0.51 to 0.89) as cruise altitude increases from 30,000 to 60,000 ft. Glide range, which is proportional to \( L/D \) and starting altitude, increases from 39 to 78 nautical miles for this range of possible transition terminal conditions.

For the optimal paths of this study, the outer \( \alpha \) penalties are established at \( 2^\circ \) and \( 60^\circ \), while the unacceptable intermediate region lies between \( 20^\circ \) and \( 50^\circ \).

**Numerical Results**

A typical orbital return trajectory begins at 100,000 ft, with a flight path angle of \(-1.5^\circ \) and an Earth-relative velocity of 24,400 fps. Entering with positive lift and an \( \alpha \) of \( 60^\circ \), the shuttle passes through Mach 3 (3203 fps) at an altitude of 150,000 ft; the flight-path angle is \(-5.97^\circ \).

Maintaining \( \alpha \) at \( 60^\circ \) would result in a subsonic \( L/D \) of 0.59 and a trim glide angle of \(-59^\circ \) as the spacecraft descended to Earth. The vehicle would have a near-horizontal pitch attitude \( \theta \) in this stable deep-stall condition. It is necessary to dive sharply in order to avoid the unstable region, to capture a low-\( \alpha \) equilibrium, and to pick up sufficient velocity for cruising flight (trading potential energy for kinetic energy). It is possible to "overspeed" during the dive, i.e., to exceed the vehicle’s Mach limit for low-\( \alpha \), high-dynamic-pressure (g) flight. This limitation also applies to the cruise condition and is the prime consideration in determining the terminal altitude of the subsonic transition maneuver.

Numerical examples of the effects of initial condition variations, final condition variations, transition duration, wing loading, subsonic \( L/D \), initial condition measurement errors, and the range of the unstable region follow.

**Nominal Transition**

The nominal transition for this study begins at the Mach 3 point mentioned above and terminates at an altitude of 50,000 ft with velocity and \( \gamma \) of 733 fps and \(-7.16^\circ \). The Mach number is 0.76. Figure 1 compares the altitude-range profiles of optimal transitions (with and without the intermediate-\( \alpha \) penalty) with the constant-\( \alpha \) trajectory. The optimal paths first diverge from the constant-\( \alpha \) path at an altitude of 125,000 ft, terminating in the 50,000-ft cruise condition.

Several parameters of the optimal transitions are plotted against time in Fig. 2. The control profiles are identical during the first 108 sec, at which point the constrained-\( \alpha \) case fixes on the unstable region’s upper boundary. The unconstrained, minimum load factor control decreases continuously to the end point. At 148 sec, the constrained control takes 2 sec to jump to the lower unstable region boundary, holding constant until meeting the unconstrained control at 182 sec. The mid-point of the jump (35°) coincides with minimum "g" control. Flight path angle also is plotted (with opposite sign) in Fig. 2a. Without the intermediate-\( \alpha \) penalty, \( \gamma \) reaches a single minimum of \(-47^\circ \); the penalty forces a second minimum in the vicinity of the absolute minimum and a third near the final time. Since,

\[
\theta = \alpha + \gamma = \alpha - (-\gamma),
\]

the difference between the \( \alpha \) and \( \gamma \) curves of Fig. 2a defines the spacecraft’s attitude with respect to the local horizontal. Both trajectories begin with the vehicle pitched up 54°.

Fig. 2 Parameters of the transition trajectories.

Fig. 3 Effects of transition jump duration on flight parameters.
The attitude is horizontal at 114 sec and dips 9° below the horizontal before coming to a -3° equilibrium at the end of the unconstrained transition. In the second case, the α penalty forces the vehicle to remain pitched up until the time of transition. The α jump requires a pitch change of -30°, and θ reaches minima of -27° and -10° on the constrained trajectory.

Figures 2b and c indicate that the α jump superimposes oscillations on other parameters as well. The Mach number oscillation is of most concern; a peak of 0.63 is reached while at an α of 20° and a dynamic pressure of 54 psf. It will be seen that this peak always occurs and that its value diminishes with increasing jump duration and decreasing altitude. Load factor reaches a relative maximum of 1.53 during the transition. This is less than the maximum (1.9) during entry.

**Transition Duration Effects**

In the previous section, (and in later sections), the intermediate-α penalty is large enough to force a 2-sec angle-of-attack jump. Reducing the penalty allows a more gradual transition, with accompanying reductions in maximum load factor and low-α Mach number. Defining the transition duration as the time required for α to drop from 49° to 21°, the 2- and 60-sec cases of Fig. 3 correspond to the nominal jump and minimum-load-factor cases of the previous section. This figure shows that θ excursions decrease as transition duration increases and that θ is predominantly negative during the transition. In addition to lessening the post-jump Mach rise and maximum load factor, a gradual transition is more realistic than the 2-sec maneuver, for the spacecraft possesses inertia and limited control power. Furthermore, when rotational dynamics are considered, the abrupt maneuver constitutes a larger input to the short period mode, with the possible result of increased attitude, load factor, and Mach number overshoot. The choice of transition duration is thus affected not only by the moment instability but by the transient response as well. (A separate report indicates that such overshoots can be controlled if the jump maneuver is forced by an elevator doublet. As jump duration is decreased, elevator rate and deflection range increases. Slower transitions case this problem but increase the need for a stability augmentation system.)

**Variations in Final Altitude**

For the assumed vehicle model, subsonic cruise equilibrium can be achieved up to altitudes greater than 60,000 ft. End points from 30,000 to 60,000 ft have been examined at 10,000-ft intervals, each having a γ of -7.16° and the appropriate cruise velocity. Difficulty in end-point convergence was experienced for the 60,000-ft case, where terminal corrections were made at transonic velocities and where coefficient variations from point to point were large. As a result, altitude error is 250 ft, and velocity/γ errors oscillate between 10 fps/3.3° and 30 fps/1.6° on succeeding iterations.

**Variations in Final Flight Path Angle**

The principal differences between trajectories with trim-glide and near-zero flight path angles are the α-jump altitude and the V, α, and γ during the last 30 sec of the transition. Targeting on zero γ(-1.63° was achieved), the jump...

---

**Fig. 4** Angle-of-attack profiles for transition to several final altitudes.

**Fig. 5** Effects of final altitude on flight parameters.

**Fig. 6** Variations in angle-of-attack profiles caused by known changes in initial conditions.
Fig. 7  Comparison of angle-of-attack profiles for nominal and ballistic entry initial conditions.

occurs 5000 ft lower than on the nominal control, incidentally reducing the maximum low-\(\alpha\) Mach number of 0.88. In order to achieve horizontal flight at the cruise velocity, an additional 30 fps is maintained, and a steeper pullout is performed in the last 16 sec.

\section*{Known Initial Condition Variation}

Perturbations to the initial state produce their most significant effects in the control profile prior to the \(\alpha\) jump. For the cases considered (\(\pm 100\) fps, \(\pm 1^\circ\), \(\pm 1000\) ft), the time for the jump is unchanged. As listed in Table 1, variations of \(V\) and \(\gamma\) from nominal are small at jump time. Altitude variations at jump time are large because it is an integral of \(V\) and \(\gamma\), and close control of the latter is more important to the minimization of the state error.

The \(\alpha\) profiles are plotted in Fig. 6. The point-to-point variation is a predictable phenomenon of the steepest descent algorithm and is not significant. Differences in control for the velocity perturbation are spread evenly over the time interval. Differences for \(\gamma\) perturbations are larger in the early portion, and they are larger at the later times for altitude perturbations.

The particular importance of early flight path control is emphasized by the ballistic case, whose initial conditions are representative of a rolling entry from orbit in which net lift is cancelled up to the beginning of transition. This case also is similar to an early abort; the Mach 3 point is entered with the steep angle of \(-15.9^\circ\) at an altitude of 120,000 ft. The load factor here is 5.6. The altitude profile of control is compared with the nominal case in Fig. 7. The ballistic and nominal controls reach the 50\(^\circ\) boundary and leave the 20\(^\circ\) boundary at nearly identical altitudes. As indicated by Table 1, the jump altitudes are 3819 ft apart; and the flight path angles differ by just 1\(^\circ\). Referenced to the Mach 3 starting time, the \(\alpha\) jump is 64 sec earlier on the ballistic transition.

\section*{Unknown Initial Condition Variations}

In the previous case, it was assumed that the initial state perturbations were measured exactly. New control profiles were computed, giving examples of control sensitivity. If, on the other hand, the perturbations are not measured and it is assumed that the initial conditions are nominal, what is the effect of the nominal control on terminal state error?

Terminal state errors for desired final altitudes of 30,000 and 50,000 ft appear in Table 2. Keeping in mind that a positive (unknown) variation is a negative measurement error, it can be seen that the flight path is stable. Even of like kind decrease between initial and terminal times, and errors for the 30,000-ft case are smaller than those of the 50,000-ft case. Seekel\(^{(5)}\) provides a simplified, quasi-steady equation governing \(V, \gamma\) perturbations about steep trajectories. With a change of notation, the characteristic equation is

\[
p + (C_D - W \sin \gamma/2Sg) p + [(C_L + W \cos \gamma/2Sg) \cos \gamma - C_D \sin \gamma(W/2Sg) = 0 \tag{22}
\]

where \(p\) is the operator, \(d(\ )/dt\text{, while} S = \text{area of the trajectory, it is clear that Eq. (23) is stable about all working points of the transition, since} \gamma\text{ is negative and both coefficients of the equation are always positive.}

\section*{Wing Loading Effects}

For the given set of initial conditions and a 50,000-ft final altitude, changes to the spacecraft's wing loading, \(W/S\), produce several interesting effects in the transition trajectory. The trim glide \(\gamma\) is unchanged, as it is a function only of \((L/D)_{\text{MAX}}\), but the corresponding velocity for unity load factor must vary. Reducing \(W/S\) to 75% of the nominal (89 psf) value reduces the cruise velocity from 733 to 656 fps, while increasing \(W/S\) by 25% raises the velocity to 793 fps.

The control profiles are quite different, as the lighter vehicle stays at 60\(^\circ\) for over 100 sec and the heavier vehicle begins to lower its angle almost immediately. It is surprising, then, that the jump altitudes are only 442 ft apart. Figure 8a provides this information and also indicates that altitude rate is relatively constant until \(\alpha\) leaves the lower unstable boundary. Dynamic pressure profiles are similar up to the jump, at which time they begin to adjust to their cruising flight values (see Fig. 8b). From 90 sec on, load factors are very nearly equal in magnitude, differing up to 20 sec in timing. In both cases the minimum pitch angle is \(-28^\circ\).

\begin{table}[h]
\centering
\caption{Effects of known initial condition variations on flight parameters at final time and transition jump time}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
                                  & \text{Initial Condition} & \text{Perubration} & \text{\(\Delta \alpha_n\)} & \text{\(\Delta \gamma_n\)} & \text{\(\Delta \alpha_j\)} & \text{\(\Delta \gamma_j\)} & \text{\(\Delta \alpha_j\)}
\hline
\text{\(\pm 100\) fps}          & \text{\(\pm 100\) fps}     & \pm 0.1 & \pm 0.3 & 39.0 & 2.3 & -0.3 & 206.0\text{ ft}
\hline
\text{\(\pm 1000\)}            & \text{\(\pm 1000\)}         & \pm 1.1 & \pm 0.4 & 43.0 & 7.1 & 0 & -531.0\text{ ft}
\hline
\text{\(\pm 1\)}               & \text{\(\pm 1\)}             & \pm 0.1 & \pm 0.3 & 29.0 & 9.2 & 0 & 461.0\text{ ft}
\hline
\text{\(\pm 1\)}               & \text{\(\pm 1\)}             & \pm 0.1 & \pm 0.4 & 30.0 & -7.8 & -0.2 & -574.0\text{ ft}
\hline
\text{\(\pm 1000\) ft}        & \text{\(\pm 1000\) ft}       & \pm 0.1 & \pm 0.2 & 25.0 & -5.9 & -0.3 & -507.0\text{ ft}
\hline
\text{\(\pm 1000\) ft}        & \text{\(\pm 1000\) ft}       & \pm 0.1 & \pm 0.3 & 27.0 & -8.0 & 0.1 & -806.0\text{ ft}
\hline
\text{\(\pm 1\) deg}          & \text{\(\pm 1\) deg}         & \pm 0.1 & \pm 0.2 & 25.0 & -5.9 & -0.3 & -507.0\text{ ft}
\hline
\text{\(\pm 9.9\) deg}        & \text{\(\pm 9.9\) deg}       & \pm 0.1 & \pm 0.3 & 27.0 & -8.0 & 0.1 & -806.0\text{ ft}
\hline
\end{tabular}
\end{table}

Fig. 8  Effects of wing loading on altitude, angle of attack, dynamic pressure, and load factor.
Lift/Drag Effects

Optimal transitions have been obtained for arbitrary variations of +50% and −25% in subsonic $C_L$, resulting in lift/drag ratios of 11.93 and 5.96; supersonic $L/D$ was unchanged. A direct consequence of the $L/D$ variation is that terminal state cruise conditions are modified. Cruise velocities for the high and low $L/D$ become 625 and 810 fps, while the trim-glide flight path angles are −4.79 and −9.5°. The transonic cruise Mach number for the low $L/D$ case ($M = 0.84$) produces the convergence difficulty mentioned earlier in connection with a 60,000-ft terminal altitude. As shown in Fig. 9, $M$ rises to 1.3 after the $\alpha$ jump for this case. This figure also indicates the qualitative differences due to $L/D$ variation, particularly the variation in $\alpha$ jump altitude, the divergence of dynamic pressure profiles to account for desired terminal conditions, the lack of significant Mach rise in the high $L/D$ case, and the 74 sec difference in flight times during the transition. Using Eq. (22), Fig. 9a indicates that $\theta$ profiles are also substantially different: although both are oscillatory after the jump, the low $L/D$ pitch angle is always negative, while the high $L/D$ angle has a positive peak. As might be expected, the post-jump load factor is lower at high $L/D$ reaching a maximum of 1.51 compared to 1.7 for the low $L/D$ case.

Near-Optimal Control

Three reasons for consideration of near-optimal $\alpha$ profiles are greater simplicity, control sensitivity, and low-$\alpha$ Mach limitation. If, for example, the 60° entry angle of attack can be maintained up to the transition's jump, trajectory control is simplified (although the elevator deflection profile required to produce the $\alpha$-profile may be complex). In obtaining numerical results for the previous cases, it was noted that control before the $\alpha$ jump is very sensitive to terminal time, yet post-jump control is capable of nulling terminal errors for a wide range of terminal times. If the low-$\alpha$ Mach limitation is exceeded in the post-jump dive, it is necessary to reshape the control profile. An additional penalty; perhaps of the form,

$$\xi_\alpha = k_\alpha (\alpha_0 - \alpha)^2 (M - M_0)^2, \quad \alpha_0 < \alpha_0, M > M_0$$

(23a)

$$\xi_\alpha = 0, \text{ otherwise} \quad \text{(23b)}$$

could be considered; however, upon consideration of the topology of ($\xi_\alpha + \xi_\gamma$), it is easy to see that local minima which violate $\xi_\alpha$ and $\xi_\gamma$ separately are formed and could confound the minimization. The first near-optimal control to be considered is the constraint of pre-jump $\alpha$ to 60° by extending the upper boundary of the intermediate penalty region to 60°. Transition trajectories are obtained as before and are nonoptimal only in the sense that the penalty region is greater than the unstable region of control. This strategy will be called high-$\alpha$ constraint control.

The control profiles which result are shown in Fig. 10 (the 60,000-ft terminal altitude case has been excluded). Comparing this figure with Fig. 4, the $\alpha$ jumps are seen to occur a few thousand feet above their counterparts. This is caused by the greater deceleration at the higher $\alpha$ and by the shift in the unacceptable region's midpoint to 40° (which determines jump time from the unconstrained optimal control). Overlaying the two figures reveals that the control profiles for given final altitudes have the lower penalty region boundary at virtually identical altitudes. The undershoots occurring after two of the jumps are thought to be artifacts of the steepest-descent algorithm.

There is little that is different about the resulting trajectories. Changes to the maximum dynamic pressures (see Fig. 5) are negligible, and maximum load factors increase about 7%. Maximum Mach numbers increase from 0.03 to 0.05, a matter for concern in the 50,000-ft case. The minimum $\theta$ decreases 9°, i.e., becomes steeper. For comparison of $\alpha$, $\gamma$, and $\theta$, with Fig. 2, a similar plot is given in Fig. 11. Flight path angles have similar contours in both cases, but reach more negative values in the near-optimal case. Pitch attitude is positive up to the jump and again near 180 sec.

A pragmatic, if nonoptimal, solution to the Mach limitation problem is to delay the jump time of the high-$\alpha$ constraint control, optimizing only the low-$\alpha$ control. The jump is then initiated at a lower Mach number, and a greater increase is needed to reach the limit.

An example with jump time delayed by 20 sec is considered. Referring to Fig. 11, the delayed jump trajectory stays with the $\alpha = 60°$ reference case down to an altitude of 7400 ft and 0.61 Mach number. Following the jump, the 50,000-ft cruise condition is reached at a range of 35.3 nm, and the maximum low-$\alpha$ Mach number is 0.85. The Mach rise

Table 2: Effects of unknown initial condition variations on flight parameters at 2 terminal conditions

<table>
<thead>
<tr>
<th>Measurement</th>
<th>30,000-ft Terminal</th>
<th>30,000-ft Terminal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Altitude</td>
<td>Altitude</td>
</tr>
<tr>
<td>Error</td>
<td>$\Delta x_\alpha$</td>
<td>$\Delta y_\alpha$</td>
</tr>
<tr>
<td>$\pm 100$ fps</td>
<td>5.8 0.1 469.0</td>
<td>2.5 0.1 275.0</td>
</tr>
<tr>
<td>$\pm 100$ fps</td>
<td>-1.1 -0.1 -411.0</td>
<td>-2.5 0.1 -271.0</td>
</tr>
<tr>
<td>$\pm 1'$</td>
<td>-7.1 0.1 -670.0</td>
<td>-3.6 0.1 -344.0</td>
</tr>
<tr>
<td>$\pm 1000$ ft</td>
<td>3.0 0.1 232.0</td>
<td>1.4 0.0 151.0</td>
</tr>
<tr>
<td>$\pm 1000$ ft</td>
<td>... ... ...</td>
<td>... ... ...</td>
</tr>
</tbody>
</table>

Fig. 9 Effects of lift/drag ratio on angle of attack, flight-path angle, Mach number, dynamic pressure, and altitude.

Fig. 10 Angle-of-attack profiles for high $\alpha$ constraint control.
for analysis of state and parameter variations is essential, as prior art does not provide satisfactory comparisons.

A Mach 3 starting point was chosen for the investigation to eliminate heating constraints yet allow ample time for optimal maneuvers. Assuming a subsonic cruise terminal condition, it was found that a terminal altitude of 50,000 ft can be obtained without exceeding the speed of sound at low $\alpha$, using a control profile which jumps through an unstable angle-of-attack region while minimizing load factor. The time spent within the unstable region is controlled by assessing a penalty to the range of $\alpha$ for which the instability occurs. For the assumed vehicle model, transition to a 60,000-ft altitude requires a return to supersonic speed at low $\alpha$, and convergence to the 0.89 Mach number cruise condition is complicated by the transonic compressibility rise in $C_L$ and $C_D$.

Although shaping of the $\alpha$ profile prior to the transition jump is an aid to end state and load factor control, a high-$\alpha$ constraint control is nearly as effective. It appears that optimal control after the jump is sufficient for a range of initial conditions, and that varying jump time either in an optimal or empirical fashion, provides additional control of end state and maximum low-$\alpha$ Mach number.

**Conclusions**

Transition trajectories connecting the entry and cruising phases of a lifting vehicle’s return from orbit are readily studied using optimal control. The consistent framework
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