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There are a large number of tests for instability or breaks in coefficients in regression models de-
signed for different possible departures from the stable model. We make two contributions to this litera-
ture. First, we consider a large class of persistent breaking processes that lead to asymptotically equivalent
efficient tests. Our class allows for many or relatively few breaks, clustered breaks, regularly occurring
breaks, or smooth transitions to changes in the regression coefficients. Thus, asymptotically nothing is
gained by knowing the exact breaking process of the class. Second, we provide a test statistic that is
simple to compute, avoids any need for searching over high dimensions when there are many breaks,
is valid for a wide range of data-generating processes and has good power and size properties even in
heteroscedastic models.

1. INTRODUCTION

It is reasonable to expect that there is some instability in most econometric relationships across
time or space. In cross sections, there is likely (as is typically found in longitudinal data) some
degree of heterogeneity among agents. In time series, changing market conditions, rules and reg-
ulations, etc. will also result in heterogeneity in the relationships. So long as this heterogeneity is
not “too strong”, standard regression methods still have reasonable properties with the replace-
ment of “true” values of the coefficients with averages of the individual or inter-temporal true
values of coefficients (see White, 2001, for precise results for limit theory under heterogene-
ity). If the heterogeneity is of a stronger form, then inference using standard methods will be
misleading.

For this reason there is a large literature on testing for instability or “breaks” in parameters in
time series regressions (restrictions to time series reduce the dimension of the problem since there
is a natural ordering to the data). We consider tests of the null hypothesis of a stable linear model
Yt = X{B + Z{6 + & against the alternative of a partially unstable model y; = X{ B + Z{d + &1,
where the variation in f; is of the strong form.

The literature on this problem is huge as numerous difficulties have arisen in testing this pos-
sibility. The diversity of testing approaches in this literature follows primarily from the diversity

1. This paper is a revision of an earlier working paper circulated under the title “Optimally Testing General Break-
ing Processes in Linear Time Series Models”.
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of possible ways {ft} can be non-constant. Tests have been derived for many different posited
models of the breaking process {f:}, despite theory giving relatively little guide as to what alter-
natives to expect in practice. Tests developed for one model of a non-constant {f;} may not be
useful for other possible models. A secondary effect is that many of the tests for each of these
models are justified on the grounds that they provide consistent tests rather than an appeal to
being optimal for some particular model. Progress has been made in examining optimality for
particular special models of the alternative. But for many plausible models of the breaking pro-
cess optimal tests have not been derived, and to do so requires overcoming many difficulties.
Even when optimal tests have been derived, they often become computationally very involved,
since they require searching over all possible combinations of the break dates. Alternatively, for
other cases the test statistic is simple to compute but asymptotic distributions are not available
for construction of valid critical values under realistic assumptions.

This paper analyses tests for parameter stability in a single unified framework. We point
out that when restricting attention to efficient tests, the seemingly different approaches of “struc-
tural breaks” and “random coefficients” are in fact equivalent. Thus approaches that describe the
breaking process with a number of non-random parameters are unified with tests that specify
stochastic processes for {ft}. The crucial determinant of any efficient test for structural stability
is the assumption it makes for the evolution of {;}. We argue that for most applications, it is rea-
sonable to focus on testing against the alternative of persistent time variation in {}, although that
clearly leaves a myriad of possibilities for the exact evolution of {;}. Making further progress
hence requires a systematic investigation of the impact of the specific choice of persistent process
under the alternative on efficient tests of parameter stability.

This paper carries out such an investigation in a novel analytical framework. We consider
general mean-zero and persistent breaking processes such that the scaled parameter coefficients
converge weakly to a Wiener process. The processes we study include breaks that occur in a
random fashion, serial correlation in the changes of the coefficients, a clustering of break dates,
and so forth. The main result is that under a normality assumption on the disturbances, small
sample efficient tests in this broad set are asymptotically equivalent. Optimal tests for any spe-
cific breaking process that satisfies our assumptions are interchangeable with an optimal test
for another breaking process that satisfies the assumptions—the tests are asymptotically equally
capable of distinguishing the null hypothesis from any of the breaking processes we examine.
We hence show that leaving the exact breaking process unspecified (apart from a scaling pa-
rameter) does not result in a loss of power in large samples. In a simulation section, we show
this asymptotic result to be an accurate prediction for some simple small sample data-generating
processes: for 100 observations and a martingale assumption on {g;} with five known break
dates, the gain in power of the small sample efficient invariant tests over asymptotically equiv-
alent tests that focus on Gaussian random walk variation in {f} never exceeds five percentage
points.

An important precursor to this work is Nyblom’s (1989) result that the small sample locally
best test is unique as long as {f;} follows a martingale. Locally best tests maximize the slope
of the power function at the null hypothesis of a stable model, where power and the level of
a test coincide. In contrast, our asymptotic equivalence result concerns the behaviour of tests at
distinguishable alternatives, that is at alternatives where tests have power between level and unity.
At the same time, our set of breaking processes neither contains nor is contained in the class of
all martingales.

Our equivalence result has a number of positive implications for testing for breaks, both
theoretically and empirically. From a theoretical perspective, the equivalence of power over many
models means that there is little point in deriving further optimal tests for particular processes in
our set. Doing so will not lead to any substantive power gains over tests already in the literature
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or the one developed here. From a practical perspective it means that the researcher does not have
to specify the exact path of the breaking process in order to be able to carry out (almost) efficient
inference. This is fortunate for applied work—for many of the breaking processes optimal tests
are highly cumbersome to derive, and in most cases theory provides no guidance as to what form
of time variation to expect.

Finally, we suggest a new, easy-to-compute statistic that is asymptotically point-optimal for
our broad set of breaking processes. It remains valid under very general specifications of the error
term, including heteroscedasticity as well as general assumptions on the covariates. The proposed
test has a number of advantages over previously suggested tests. Computation of the test statistic
requires no more than k+ 1 ordinary least squares (OLS) regressions, where k is the dimension
of the vector X;. This is a significant simplification over tests that require computations for each
possible combination of break dates. Our test statistic requires no trimming of the data, often
a feature of other tests for breaks. This simplifies testing not only in regards to programming
the test statistic, but also avoids the awkward and empirically relevant dependence of the test
outcome on the trimming parameter. Finally, we find that our statistic has superior size control
in small samples than other popular tests, particularly when the disturbances are heteroscedastic.
Since the implications of our theoretical results are that among reasonable tests power will be
very comparable, it would seem that simplicity of construction and good size control are strong
reasons to choose between available tests.

The following section examines the testing problem and describes the new test statistic. In
the third section we establish the asymptotic equivalence of optimal tests for a large class of
breaking processes. The construction of the recommended point-optimal statistic is taken up in
Section 4, and Section 5 evaluates the small sample size and power of a number of tests for time
variation in ;. A final section concludes. Proofs are collected in an appendix.

2. THE MODEL AND TESTS FOR BREAKS

This paper is concerned with distinguishing the null hypothesis of a stable regression model
Vi=X{f+Z{d+e t=1,...,T (1)
from the alternative hypothesis of the unstable model
Ve=X{p+Zio+e t=1,....T )

with non-constant {5y, where y; isascalar, X;, St are k x 1 vectors, Zy anddared x 1, {yt, Xt, Z}
are observed, /3, {#}, and ¢ are unknown, and &; is a mean-zero disturbance. In words, we want
to test whether the coefficient vector that links the observables X; to y; remains stable over time,
while allowing for other stable links between y; and the observables through Z;. We focus on a
situation where there is little or no reliable information on the form of potential instabilities.

Hypothesis tests that distinguish between models (1) and (2) have received a great deal
of attention in both the statistical and econometrics literature. It might usefully be organized
into two strands: the “structural break” literature, which views the path of {;} under the alter-
native as unknown but fixed and described by vector of unknown parameters, and the “time-
varying parameter” literature, which views {f:} under the alternative as random with some
distribution.

(© 2006 The Review of Economic Studies Limited
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The “structural break” literature posits a model with a fixed number N of breaks at fixed
points in time

ﬂtZﬁ_o fort <71
ﬁtZﬂ_l forrp<t<n

: 3)
Br=Pn-1 foronog <t <o
Bi=pn foren<t<T

where S are non-zero fori =1,..., N.

By far the most attention has been given to the single break model in which N = 1. In this
literature, fo, 1, and 77 are fixed but unknown parameters. With z; unknown, Quandt (1958,
1960) suggested considering the maximum of the usual Chow (1960) F-tests computed over all
possible 71, denoted here by supF. This search over a set of dependent F-statistics results in the
asymptotic distribution of the test ceasing to be y2. Andrews (1993) derives asymptotic proper-
ties of such tests. Many other tests have been suggested (e.g. Brown, Durbin and Evans, 1975;
Ploberger, Kramer and Kontrus, 1989; Ploberger and Krédmer, 1992). Fewer results are available
when N > 1. Bai and Perron (1998) extend the Quandt approach and examine the maximum of
the F-statistics over all combinations of (z1, ..., 7). Because the number of break date combi-
nations becomes huge even for moderate N (with T =100 and N = 5, there are over 75 million
combinations), they employ some clever dynamic programming and additional assumptions on
the breaking process to implement such a test. Most tests are motivated on consistency grounds,
which often provides no reason to distinguish between them or think that they provide “best”
tests. And though the supF statistics can be naturally motivated as generalized likelihood ratio
tests, this does not necessarily make them desirable tests. Under the null hypothesis the break
dates 7 are unidentified, which strips standard testing procedures like the likelihood ratio and
Wald or Lagrange multiplier tests of their usual asymptotic optimality properties.> Andrews and
Ploberger (1994) have devised an optimal method for dealing with testing problems of this kind,
which can also be applied to testing structural stability against (3). Their procedure is (asymp-
totically) optimal in the sense of maximizing a weighted average power criterion: for each fixed
set of break dates and magnitudes (ﬁ_j —ﬂ_,-_l), the power of a test is potentially different. In
choosing among possible tests, Andrews and Ploberger (1994) identify the test that maximizes
the weighted average of these powers, where the non-negative weighting is over the magnitude of
the breaks and over the break dates under the alternative. Using the same criterion, Sowell (1996)
derives asymptotically optimal tests for the set of statistics that are continuous functionals of the
partial sums of the sample moment condition. By choosing the weighting over the magnitude of
the breaks as a Gaussian density function, the expressions for these test statistics become much
more compact, but still involve a sum over all combinations of break dates. While not posing
any conceptual difficulties, even a moderate N thus leads to computationally very cumbersome
test statistics. Andrews, Lee and Ploberger (1996) and Forchini (2002) derive analogous small
sample optimal statistics, but calculations are only made for N = 1.

The “time-varying parameter” literature approaches the problem from a seemingly very dif-
ferent angle. There the non-constant {f;} is viewed as being random, and contributions to this
strand differ in the probability law they pose for {f;}. While some studies investigate mod-
els in which {f;} deviates only temporarily from a constant (e.g. Watson and Engle, 1985;
Shively, 1988a), the majority of studies have considered the model where deviations of {;} are

2. Andrews and Ploberger (1995) showed, however, that the supF statistic does possess an optimality property.
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permanent. In these models the alternative hypothesis is that {;} follows a random walk. In the
case where X; = 1 this model is the “unobserved components” model examined in Chernoff and
Zacks (1964) and Nyblom and Makel&inen (1983). For more general stationary X; the model has
been examined in Garbade (1977), LaMotte and McWorter (1978), Franzini and Harvey (1983),
Nabeya and Tanaka (1988), Shively (1988b), Leybourne and McCabe (1989), Nyblom (1989),
and Saikkonen and Luukonen (1993)—see the annotated bibliography by Hackl and Westlund
(1989) for further references. More recently, there has been a renewed interest in a fully Bayesian
analysis of such models. Chib (1998), Koop and Potter (2004), and Giordani, Kohn and van Dijk
(2005) employ Markov Chain Monte Carlo methods to overcome computational challenges. Also
see Pesaran, Pettenuzzo and Timmermann (2004) for an application to forecasting.

As with the deterministic approach, optimal tests have been derived in closed form only for
the simplest cases. With distributional assumptions for {e¢} and {f}, efficient tests are given by
the likelihood ratio statistic. The difficulty consists of analysing the likelihood of the model under
both the null and alternative hypothesis—even for independent Gaussian disturbances {¢;} and
a Gaussian random walk of {f} the resulting expressions are such complicated functions of the
observables that the asymptotic distributions have not been derived for non-constant covariates.
As a by-product of our derivations in Section 3, we derive this analytical result, enabling the
computation of asymptotic critical values. For more complicated processes, this is even more
difficult and, in general, depends on the specific alternative.

As noted in the introduction, a focus on the slope of the power function greatly simplifies
testing for time variation: Nyblom (1989) establishes the remarkable result that for gy and ¢
known, the small sample locally best test of parameter constancy is unique as long as {5} follows
a martingale. The generality and implications of this result are not quite clear, however. Not all
economically interesting processes for {4} are martingales. Furthermore, in non-standard testing
problems local optimality does not necessarily imply good power relative to other tests even for
alternatives very close to the null hypothesis. In the case of testing for a unit root, for instance,
the locally best test has significantly lower power against local alternatives than nearly all other
tests—see Stock (1994).

Despite their different rationales, we would suspect that tests against a time-varying param-
eter have power against the alternative of structural breaks and vice versa. Ploberger et al. (1989)
show the consistency of their approach against a wide range of alternatives, and Stock and Wat-
son (1998) derive the asymptotic local power of the supF statistic and the Andrews and Ploberger
(1994) tests in a time-varying parameter model. But the relationship between tests for these two
models runs deeper than this insight.

Consider the typical path of {4} in a time-varying parameter model with g; = Zts=l ws, Ws
independent zero-mean Gaussian variates. This is quite different from a model with N breaks
such as (3). But, as noted by Nyblom (1989), we could let w; have a continuous distribution with
probability p and wy = 0 with probability (1 — p). The number of breaks N in f; (i.e. the number
of Apy which are non-zero) then follows a Poisson distribution with E[N] = (T — 1)p. The
outcome of such a model can hence be cast in terms of model (3), with N and {5, f1, ..., in}
being random variables. By allowing for a suitable dependence in {w¢}, a model with a fixed
number of breaks can be written in the time-varying parameter form, too.

Similarly, tests of model (3) that are optimal in the weighted average power sense of An-
drews and Ploberger (1994) and Andrews et al. (1996) will have to specify weight functions
on (i) the number of breaks, (ii) the distribution of break dates given their number, and (iii)
the distribution of the breaks given their dates and number. A reinterpretation of these weights
as probability measures naturally leads to a particular time-varying parameter model. Thinking
about the unobserved {f:} as fixed and using weights for their outcomes under the alternative or
treating them as random hence amounts to the same thing. This equivalence between efficient

(© 2006 The Review of Economic Studies Limited
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frequentist tests in the weighted average power sense and Bayesian decision rules has long been
understood—see, for instance, Ferguson (1967) or Berger (1985) for general treatments and An-
drews and Ploberger (1994) for the application to tests for parameter stability.

With this insight, the one essential determinant of efficient tests—derived from either the
structural break perspective or the time-varying parameter perspective—is hence its weighting
function, or, equivalently, the probability distribution it posits for {/;} under the alternative. As
argued, the time-varying parameter literature and the structural break literature have emphasized
quite different processes for {;}. This raises the important question how this weighting function
should be chosen. The answer obviously depends crucially on why we want to test for parameter
constancy in the first place. Three main motivations come to mind:

First, the stability of a relationship can be an important question in its own right. The sta-
bility of the link between monetary aggregates and output, for instance, is a crucial question for
monetary policy-makers (see Clarida, Gali and Gertler, 2000, for a recent example). Also, tests
for the Lucas critique arise directly as tests of parameter instability (Engle, Hendry and Richard,
1983; Engle and Hendry, 1993; Oliner, Rudebusch and Sichel, 1996; Linde, 2001). Typically, the
alternative of interest here is absence of any stable relationship, including long-term relations.
Relevant alternatives are hence those in which changes in {f;} are permanent. Second, if a model
turns out to be unstable, then this must be taken into account in the construction of appropriate
forecasts, since recent observations of the relationship (2) will be closer to the (unknown) future
relationship than past observations—see Chernoff and Zacks (1964), Cohen and Kushary (1994),
and Clements and Hendry (1999), among others. Temporary unforecastable breaks are important
for the width of confidence intervals but less so for computing the point forecasts, since they
can be thought of as an extra source of stationary noise. Third, parameter stability tests are a
crucial specification test for standard inference on /3. Consider model (2) with X; =1 and no Z;.
If pi = Ztszl ws, then model (2) is an unobserved components model where y; contains a unit
root. While it is possible to estimate the sample mean of y; for any realization, it is difficult to
interpret it in a meaningful way. More generally, whenever {5} varies in a permanent fashion (as,
for instance, in (3)), ignoring its variation and computing averages makes little sense—the com-
puted average value has no interpretation as describing the effect on y; of a marginal change X;,
since the true marginal effect depends on time t. Note that temporary deviations of {f;} from a
constant do not necessarily lead to the same interpretational difficulties. In the extreme temporary
case of {} being independent and identically distributed with mean 4, X{(5; — ) can usefully
be thought of as part of a heteroscedastic disturbance. There is no problem in interpreting /3 as a
meaningful and interesting parameter of the model. The more persistent {;} becomes, however,
the more £ becomes an inadequate description of the time homogenous marginal effect on y; of a
marginal change in X; and the more misleading standard inference ignoring parameter variation
will be.

The more pervasive all three motivations are, the more persistent the changes in {f;}. When
carried out for one of the reasons discussed, a useful test of parameter stability should hence
maximize its power against persistent changes of {;}. While this suggests a focus on alternatives
with a persistently varying {f:}, the obvious problem remains that there exist many different
persistent breaking processes. What is being called for, then, is a systematic investigation of
the impact of alternative assumptions for persistently varying {f;} on the properties of efficient
tests. Given that the stochastic properties of the process {fi} (or, equivalently, the weighting
function employed over various fixed paths of {$;}) are the one determinant of efficient tests for
parameter instability, the answer to this question is of great theoretical and practical interest. At
least intuitively, it seems that knowledge about the precise form of the (persistent) variation in
{ft} under the alternative is required in order to carry out an efficient hypothesis test of parameter
stability.

(© 2006 The Review of Economic Studies Limited
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This paper shows that this intuition is largely mistaken. We develop a new analytical frame-
work to show that for a large class of breaking processes with persistently varying {5} and an
assumption on the distribution of the disturbances, the optimal small sample statistics are asymp-
totically equivalent. In other words, the precise form of the breaking process {f:} is irrelevant
for the asymptotic power of the tests. The one parameter that drives the asymptotic power of the
optimal statistics is the expected average size of the breaks. The set of breaking processes we
consider is as follows.

Condition1. Let{Apr }beadoublearrayofk x 1 randomvectors Aft+ = (ASTt,1,---»
ApT.t.x) . Assume that

(i) {T Apr.t} isuniform mixing with mixing coefficient of size —r /(2r — 2) or strong mixing of
size—r/(r—2),r >2
(i) E[ASTt] =0, andthereexists K < co suchthat E[|TASTil'] <K forall T,t,i
(i) {T Apt.t} isglobally covariance stationary with non-singular long-run covariance matrix

Q, thatis, limr_ T1E [(Zt[s:Tl] T A,BT,I) (Zt[fl] TA/)”U)] =sQ for all s.

For notational simplicity, we will drop the dependence on T of all elements defined in
Condition 1 and subsequent similar conditions. The dependence of the scale of {AS;} on T
is introduced because optimal tests in an asymptotic framework will have power in a local
neighbourhood of the null hypothesis of parameter constancy. The appropriate neighbourhood
of non-trivial power of optimal tests is where the global covariance matrix Q of {Ap} is of
order T—2. We stress that optimal tests against a random {f;} as described in Condition 1 may
equally be interpreted as optimal tests that maximize weighted average power over alterna-
tives with non-stochastic {f;}, where the weighting is according to a distribution that satisfies
Condition 1.

Condition 1 enables the application of theorem 7.30 in White (2001), ensuring that suitably
scaled, the breaking process {ft — fo} is asymptotically well approximated by a k x 1 Wiener pro-
cess. This allows for a multitude of diverse breaking models from relatively rare to very frequent
breaks. For any finite sample even a model with a single break satisfies Condition 1. The asymp-
totic thought experiment then entails that a larger sample from the same data-generating process
will contain more breaks eventually. The alternative thought experiment of having a finite num-
ber of breaks independent of the sample size—as employed by Andrews and Ploberger (1994),
for instance—is not covered by Condition 1. Also stationary processes {f:}, such as those typi-
cally arising from Markov switching models, are ruled out by Condition 1. Note that Nyblom’s
(1989) martingale assumption is different from Condition 1: not all Condition 1 processes are
martingales, and not all martingales are Condition 1 processes.

Examples of Condition 1 processes include models, which are subject to breaks every period
with probability p and arbitrary mean-zero distribution with covariance Qy, in case of a break. In
this case, Q = pQp. Thus, Condition 1 spans a wide range of specifications from models with rare
large breaks to models with frequent small breaks. This covers the economically interesting case
of persistent stochastic shocks that hit the economy infrequently but repeatedly. Autocorrelations
in Ap: allow the coefficient vector to smoothly adjust to a new level after a break. The effect of an
oil price shock, for instance, might take several periods before it is fully felt in the economy. Such
breaking processes are, of course, not martingales. Furthermore, mixing allows for variation in
the variance of Apt, thus generating periods of fewer or more changes. Similar to the randomly
occurring breaks, Condition 1 covers the case of breaks that occur with a certain regular pattern,
say, every 16 quarters. Such a set-up might be motivated by policy changes following presidential
elections.

(© 2006 The Review of Economic Studies Limited
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In the next section, we derive small sample efficient tests of parameter stability for any se-
lected alternative process {f;} of the set described by Condition 1, which by the Neyman—Pearson
lemma might be based on the likelihood ratio statistic LRt. We also consider an approximate
statistic LRt that depends on the selected process only through Q. Additional regularity con-
ditions concerning {X;, Zt}, and the assumption of Gaussian disturbances {¢;} are summarized
in Condition 2 below. The following theorem, which implies the asymptotic equivalence of all
small sample efficient tests of parameter stability against Condition 1 processes with a common
Q, is the main result of this paper.

Theorem 1. Under Conditions1 and2,asT — oo,
LRt —LRT 50
under both the null and alter native hypotheses.

The equivalence of efficient tests in this class is not only of theoretical interest, but also
dramatically simplifies the practice of testing against parameter instability: it allows the applied
researcher to leave the exact form of the alternative unspecified without foregoing (asymptotic)
power. Any tailor-made statistic against a certain breaking process approaches the power of any
other optimal statistic as the sample size increases, as long as the breaking processes are such that
Condition 1 holds. This insight allows us to suggest an easy-to-compute test statistic qT.T. based
on a “quasi Local Level” model, that is asymptotically point-optimal for Condition 1 processes.

For the special case of X; = 1 and serially uncorrelated, homoscedastic {¢t}, q’LT_ is the most
powerful invariant test in a Gaussian unobserved component model, as analysed by Franzini and
Harvey (1983) and Shively (1988b). For more general assumptions on {X¢} and {et}, qLL does
not correspond to a test previously suggested in the literature. The statistic is asymptotically valid
under very general assumptions on the disturbances and the regressors—see Section 4 for details.
The test requires no trimming at the end points and the estimation of only k+ 1 regressions. This
contrasts with considerable computational complexity of test statistics against, say, four breaks.
In addition, we find qLL to have very attractive small sample properties in our simulations in
Section 5.

qT.T. is computed in the following simple steps:

e Step 1. Compute the OLS residuals {&t} by regressing {yi} on {Xt, Zt}

e Step 2. Construct a consistent estimator Vx of the k x k long-run covariance matrix of
{Xtet}. When ¢; can be assumed uncorrelated, a natural choice is the heteroscedasticity
robust estimator Vx = T2 Zthl Xt X{étz. For the more general case of possibly autocor-
related &, many such estimators have been suggested; see Newey and West (1987) or
Andrews (1991) and the discussion in Section 4.

o Step 3. Compute {Ut} = (V5 X} and denote the k elements of {Ut} by {Uyi},
i=1,....k

e Step 4. For each series {Ot’i }, compute a new series, {{t i} via 0t = Fbt—1; + Aljt,i,
and 1 = Uy, where F =1—10/T.

e Step 5. Compute the squared residuals from OLS regressions of {ib ; } on {F} individually,
and sum all of those overi =1,...,k.

e Step 6. Multiply this sum of sum of squared residuals by F, and subtract z:;l Zthl(Ut,i )2,

The null hypothesis of parameter stability is rejected for small values of qLL, and asymptotic
critical values are given in Table 1 for k =1, ...,10. The critical values are independent of the
dimension of Z;.

(© 2006 The Review of Economic Studies Limited



ELLIOTT & MULLER TESTS FOR REGRESSION COEFFICIENTS 915

TABLE 1
Asymptotic critical values of qLL (reject for small values)
k 1 2 3 4 5 6 7 8 9 10
1% —11.05 -17.57 -23.42 -29.18 —-35.09 —40.24 —-45.85 -51.18 5646 —61.77
5% —8-36 —-14.32 -19-84 —-25.28 -30-60 —3574 —40-80 —46-18 —-51.10 -—56-14
10% —7-14 -12.80 -18.07 -—-23.37 —28.55 -33.45 3849 —-43.59 —-48.78 —53.38

Note: Percentiles reported are calculated from 40,000 draws from distributions of the random variable reported in
Lemma 2, p. 919, with ¢; = 10 for all i using 2000 standard normal steps to approximate Wiener processes.

The intuition for these computations is most easily developed in the “local-level model”
(see Harvey, 1989), where X; is constant, and there is no Z;. In this model, an efficient test for
stability can be based on the difference in the log likelinood between the stable model y; =  + &t
and the time-varying model y; = f; + &, where T—1 Zthl,b’t = f. The requirement that the
average value of the parameter path in the unstable model equals that of the stable model ensures
that power is directed entirely at detecting parameter instability, rather than different average
parameter values between the null and alternative hypothesis. Theorem 1 shows the equivalence
of the small sample efficient test statistics for alternative Condition 1 assumptions, so that we
might conveniently derive the optimal test when f; — 5o follows a Gaussian random walk. Under
this alternative, the first differences of y;, Ayt = Apt + Aet, follow a Gaussian moving average
of order one, that is, Ay; ~ nt +1,nt—1 for e ~iidN(O, a,f) and constantr,, < 1, where r,, and
o,f are functions of ¢2, T, and Q. If 7, was known, one could easily solve for #; recursively via
nt = Ayy —r,ne—1, mirroring Step 4, and evaluate the log likelihood (apart from constants) under
the alternative as —%an‘zznf, interpreted as a function of {Ay;}. Under the null hypothesis,

the log likelihood is —%ag‘ZZ(Ayt)z, such that an efficient test statistic would be given by
Z—Lz > 72 — 3 (Ayr)? (Step 6). Now 71 is not known, but with the restriction T-1 3" g = 4, it
turns out after some matrix algebra (cf. Lemma 4 of Appendix) that the appropriate modifications
can be written in terms of regressions (Steps 1 and 5). In practice, also Q is, of course, unknown,
but we argue in Section 4 below for the specific choice that underlies qLL as defined above.

The intuition for general regressors X is that for purposes of testing the stability of g, the
unstable model yr = X{ St + ¢t is asymptotically well approximated by the k x 1 vector local level
model Xy = ixﬂt + Xiet, where x = T3 X X{. Our results show that treating X;y; as
if they were Gaussian observations with time-varying mean x f; under the alternative yields an
asymptotically efficient test. See Eliasz, Stock and Watson (2004) for a similar heuristic argument
concerning the equivalence of an unstable linear regression to a vector local level model.

3. ASYMPTOTIC EQUIVALENCE OF OPTIMAL TESTS FOR
GENERAL BREAKING PROCESSES

We now turn to the proof of the asymptotic equivalence result in Theorem 1. It turns out that
optimal tests depend on the average magnitude of the breaks, as described by Q of Condition 1,
even asymptotically. With our focus on understanding the impact of assuming breaking pro-
cesses of different forms—rather than differences in breaking processes that simply arise by some
unknown scaling—we will treat Q as known in this section. This will establish the relevant
benchmark case in which additional knowledge about the exact form of the breaking process
is without asymptotic value for the testing problem.
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To write the model in matrix form, define the T x k matrix X = (X1, ..., X1)’,the T x d ma-
trix Z=(Zy1,...,Z7), the T x 1 vector ¢ = (1, ..., 1), the (KT) x 1 vector g = (f],..., /I)/
and the T x (KT) matrix Z =diag(X], ..., X;), the T x 1 vector e of ones, Me = I —e(€'e) "¢
and, for future reference, the T x (d + k) matrix Q = (X, Z)and M = IT — Q(Q'Q)~1Q’. The
symbol “®” denotes the Kronecker product.

By the Neyman-Pearson lemma, optimal tests to distinguish the unstable model (2) from
the stable model (1) can be based on the likelihood ratio statistic. We are interested in deriving
efficient tests of stability of the coefficient of X;. For this purpose, it makes sense to ensure that
under the alternative, the average value of the random parameter path is always the same as that
under the stable model, that is, T ~* Zthl Bt = . Under Condition 1, this can be achieved by let-
ting fo=4—T 131, >\, Aps. This normalization ensures that the likelihood ratio statistic
efficiently detects variation in the coefficient of X, rather than differences between the average
value of the parameter. In matrix form, the stable and unstable model can then be rewritten as

y=XB+Zi+e @
y=E[Me® I]B+ XB+Z+e.

To be able to write down the likelihood, we must make distributional assumptions on ¢ and
Q. Let §t.¢ be the sigma field generated by {QT ¢, yT.t, QT.t—1, ¥T.t-1,..., QT,1, ¥1,1} and F10
the trivial sigma field. (We assume all random elements introduced here and below to be defined
on the same probability space.)

Condition 2. Inthe stable model (1) and the unstable model (2)

(i) QT.t and &1t are conditionally independent given § t—1, and the conditional distribution
of et given §r.t—1 iISN(0,02),fort =1,...,T andall T.

(if) Qr.t given §T,t—1 has density fQ,IJ with respect to the sigma-finite measures v T t, and
{fo,7.t.VQ,T,t} donot dependon g, {ft}, andoforallt=1,...,T andall T.
Furthermore, the stable model (1) satisfies

(iii) {QT.t,eT,t} iseither uniform mixing of size —r /(2r —2) or strong mixing of size —r /(r —
2),r > 2.

(iv) E[Qr.Qf J=2q TN Qr QB sEquniformlyins, Sqand T3, Qr
Q/T’t are positive definite for all T and there exists K < oo such that the elements Qr ¢
of Qrt satisfy E[|QT.t,iI"] < K foral T,t,andi.

The distributional assumption on ¢; is crucial for the development of an optimal statistic,
but our test will be valid under much less stringent conditions on ¢;—see Section 4 below. Part
(ii) of Condition 2 requires the conditional distribution of Q; given past values of Q; and y;
not to depend on £, {4}, and ¢, which is the assumption of weak exogeneity as described in
detail by Engle et al. (1983). This will allow the factorization of the likelihood of (y, Q) under
the alternative into two pieces, one capturing the contribution to the likelihood of {e; = y; —
X{pt — Z{5} and the other the contribution of Q; given Ft—1. The independence of the latter
piece of {f} will ensure that it cancels in the ratio of the likelihoods of the null and alternative
hypothesis, making the resulting optimal statistic independent of the exact form of either { fq ¢}
or {vgt}.

Further restrictions on {Q¢} in parts (iii) and (iv) are only required to hold under the null
hypothesis of a stable model. The assumptions are rather weak, allowing for stationary as well as
non-stationary behaviour of the regressors. They do not, however, accommodate deterministic or
stochastic trends.
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Under Condition 2, we find that for a given parameter path § = b, the conditional density of
fy.Qip=b(y, Q)

the data is
T B T
=[]@x) exp{ (yt—x;(mbt—T—les)—zga) /02} fQ.t(Q)
t=1 s=1

.
= <2m?>—T/2exp[—%<h — E[Me® Ik]b)' (h— E[Me® lk]b)/az} I fet(Qv
t=1

2

where h =y — X — Z4. The unconditional density under the alternative may hence be written as
1
o Q= @rod) T2 [ex [‘z(h ~ 5[Me Iiby

T
x(h—ZE[Me® |k]b)/021| dv/g(b)H fQ.t(Qt) ®)

t=1

where vy is the measure of £, whereas under the null hypothesis, clearly

fo o, Q) = @ro )‘T/zexp[ o2 h] H fo.(Qu). (6)
We therefore find the likelihood ratio statistic to be
LRt = /exp[ “?h'E[Me® Ik]b— —O'_Zb'[MeQZ) IK]E E[Me® |k]b] dvg(b). — (7)

Note that computation of LR, a function of h, requires knowledge of # and ¢. One way to
resolve this difficulty is to derive the efficient test that is invariant to transformations of the form

(Y, Q) = (y+ Xb+2d, Q) forany band d. (8)

All standard tests for structural breaks satisfy this invariance requirement. From the theory of
invariant tests as described in Lehmann (1986, pp. 282-364), any invariant test can be written
as a function of a maximal invariant of the group of transformations (8). One maximal invariant
is given by (My, Q), which can be computed without knowing /8 or d. By the Neyman—Pearson
lemma, the optimal invariant test can be based on the likelihood ratio statistic LR'T of (My, Q).
When the regressors {Q} are independent of {¢}, it follows from standard calculations that

1
LRY =/exp |:a_2y/M Eb—za_zb’E/M Ebi|dv5(b). 9)

In the weakly exogenous case, though, the density of the maximal invariant (My, Q) becomes a
complicated function of { fq ¢}, since { fg ¢} depends on {y;}. Note that invariance is an additional
restriction on the class of tests under consideration, so that the power of LR} can be at most as
large as that of LR. At the same time, LRy defined below in (10) is a function of the maximal
invariant (My, Q), so that a test based on LRI has at least as much power as a test based on
LRt. But Theorem 1 shows that the asymptotlc power of LRt and LRy is identical, so that,
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by this sandwich argument, this also holds for LR'T. The following derivations therefore focus
exclusively on the analysis of LRt.

The essential problem for obtaining the optimal test for a particular break process (i.e. a
particular choice of vg) revolves around the complexity of evaluating LRy. For any specific
choice of vg, it is in principle possible to write LRt as an explicit function of y and Q. But
even for moderately complex breaking processes, the resulting function becomes analytically
intractable. The usual way of obtaining asymptotic optimality results—writing down the small
sample optimal statistic and taking limits—is thus not feasible here.

Rather, we will show that LRt converges in probability under both the null and alternative
hypothesis to the much more tractable statistic LRt that depends on the distribution of 4 only
through Q. On the one hand, this proves the claim that all small sample optimal statistics for any
breaking process that satisfies Condition 1 will be asymptotically equivalent. On the other hand,
we will choose LRt in a way that makes the actual computation of the statistic straightforward,
thus making progress towards the goal of deriving a simple statistic with good power against any
Condition 1 process.

For the definition of LRt and the subsequent proofs, we will need some additional notation
and definitions. Let

Q" =s257%Qx)?,
where E[X¢ X{] = Xx is the upper left k x k block of Xq, and note that Q* is the long-run vari-
ance of {TAS} = (To1 Z;/Z Api}. QF is the average size of the breaks after having normalized
the model for the covariance of { Xt} and the variance of &t, a more appropriate measure for the
relative magnitude of the breaking process.

The spectral decomposition of Q* will play a major role in the subsequent analysis. Let
P* be the k x k orthonormal matrix of the eigenvectors of Q* and let A = diag(af,...,aﬁ)
be the diagonal matrix of the eigenvalues of Q* (such that Q* = P*AP*), where we define

a,i =1,...,k, to be non-negative. Furthermore, define the k x 1 vector i ; with a one in
100
11--0
the i-th row and Q’s elsewhere, the T x T matrix F = | .. .|, the T x T matrix G5 =
111
10+ 00
—tal- 0 0
Ha'—Hile(@Hite) te/Hy ! where Ha =17 FALALF  Aa=| . . . .| andra=

0 0 —ral
$2+a’T2-T"1/4a2 +a%T-2) = 1—aT ~1+o(T ). Further define the following random
elements, that are needed for the ensuing arguments: let T ~ AN (0, FF' ®Q), let j bea (Tkx 1)
random vector, and let { Ayt +} be a double array of k x 1 random vectors with elements Ayt ,
where (i) 7 has the same distribution as £ and {AyT ¢} has the same distribution as {AfT 1} of
Condition 1 and (ii) ,5’ 7 and {AyT t} are mutually independent and independent of {&t}, {QT.t},
and {ApT 1} in the stable model.

We will show that LRt is asymptotically equivalent to the statistic

__ 1
LRt =/exp [a_zy’M E[Me® Ik]b—za_zb’[Me@) Zx]b} dvl,);(b). (10)

Note that LRt depends on the generally unknown parameters 2 and Tx. Let LRt be defined
just like LR, with o2 and = replaced by the estimators 62 = T~1y’My and £x = T~1X’X,
respectively. We show in Theorem 2 and Corollary 1 below that LRt and LRt have the same
asymptotic distributions under both the null and alternative hypothesis. The lack of knowledge
of 62 and Zx hence has no cost in terms of asymptotic power.
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We begin by considering the asymptotic behaviour of LRt and will then show LRt —

LRt & 0. Because v is the distribution of a multivariate normal, we can explicitly carry out
the integration in (10) by “completing the square”. By some matrix manipulations detailed in the
appendix, we arrive at the following equality.

Lemma 1.

la
where the t-th element v; 1 of v; isthe ((t — 1)k +i)-th element of [IT ® P¥o ‘12_1/2]”’My
or, equivalently, v = [IT ®1; P¥o 71 X3 l/Z]E’My
A test based on the statistic
k
gLL =D "0/[Ga — Me]vi (11)

i=1

will hence be exactly equivalent to a test based on LR, since gLL is just a monotone trans-
formation of LR. Being an explicit function of observables, it is tedious but straightforward to
derive the asymptotic distribution of gLL under the null hypothesis, which is an obvious special
case of the following lemma (the greater generality is needed for an argument in the proof of
Theorem 2 below).

Here and in subsequent derivations, the limits of integration are understood to be 0 and 1, if
not stated otherwise. Further, [ G stands for [ G(s)ds and so forth.

Lemma 2. Under Condition 2 and the null hypothesis (1), for any positive cy, ..., Ck

k

ZD{[GCi - Me]l)i

R 2¢; 2 2
:Z[—cﬂi(l)z—c?/aiz m[ qJ.(l)—i—c./e_CisJi} +[Ji(1)+ci/Ji] }

i=1

where Ji (s) = W,.i (s) — G [; € 9C~DW,  (1)d2 and W, ; isthei-th element of the k x 1 stan-
dard Wiener processes W.

We now turn to the argument that LRt — LRt & 0. Given that it is not feasible to compute
the integral in the expression for LRt explicitly, we will take advantage of the similarity of
the expressions inside the integral in expressions (7) and (10). The strategy will be to do the
asymptotic reasoning “inside the integration”. Recall that y and £ are independent and identically
distributed Condition 1 processes, and 7 and /# are independent and distributed A/(0, FF’ ®
T—2Q), all independent of & and Q = (X, Z) in the stable model (1).

Lemma 3. Under the null hypothesis (1) and Conditions 1 and 2 the following weak con-
vergences hold jointly with the convergence in Lemma 2

(i) 072’ E[Me® Ik]p, &' E[Me® Ik]y) = (/ Wy AYZdW,, [ W) AY2dW,)
(i) o72(F'[Me® IIZ'E[Me® I(]A, V/[Me®|k]_/"[|\/|e®|k]y):>(fWﬁAWﬁ S AW,)
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(i) 0 2(e¢'ME[Me® IK]f, e’ ME[Me® Ik]7) = (fV_\/éAl/deE,fV_\/yiAl/deg)
() 0 72(F' [Me® Ex15. 7' [Me® Zx17) = ([ WEAW;, [ W, AW;)

where Wy, W, , Wz, W;, and W, are independent k x 1 standard Wener processes and bars
denote demeaned Wiener processes.

Parts (i)—(iv) of Lemma 3 imply that the integrands in expressions (7) and (10) converge
weakly to the same limit under the null hypothesis, where b is replaced by the random vectors g
and $ with distributions vg and Vg respectively. While highly suggestive, this result in itself is

not enough for the convergence of LRt — LRt & 0 because the convergence in probability is a
statement of the asymptotic behaviour of the integrals (7) and (10).

To tackle this problem, it will be useful to note that LRt and LRy can be alternatively
written as integrals with respect to the measures v, and v; of y and 7, respectively, since these
measures are identical to those of  and /3

1
LRT = /exp [a_zh’E[Me@) I]b— Eo——Zb’[lvle@ IK]Z E[Me® Ik]b} dv, (b)

1
LRt = /exp [a‘zh’M E[Me® Ik]b— Ea‘zb’[Me@) Zx]b] dv; (b).
Define

1
¢(b) =exp [a‘zh/E[Me@J llb— Ea_zb’[Me® IKE E[Me® |k]b:|

B 1
Z(b) = exp [a—zh’M E[Me® Ik]b— Ea‘zb’[Me@) Zx]b} ,

so that by the equivalence of the distribution of 4 and y and of the distribution of fandj, LRt =
J&Myvg(b) = [&(b)dy, (b) and LRT = ff(b)vﬁ(b) = [<&(b)dv; (b). Therefore,

LRy - CRo? = ([ compo - [ 0o ([ e, - [ Eoran; o) |

= EEBEG) —EBEG) =BG +EBEG)], (12)

where 8, /,y, and § in the second line are random vectors with distribution VBV Vys and
v5, respectively. Now all four terms inside the expectation operator in (12) converge weakly to
the same limit by the continuous mapping theorem (CMT) and Lemma 3. But convergence in
distribution implies convergence in expectation for uniformly integrable random variables. So if
the products of &(8), &(y ), &(B), and &(7) could be shown to be uniformly integrable, we would
find that LRT — LRT — 0 in mean square under the null hypothesis, and the convergence in
probability follows.

By exploiting the conditionally Gaussian likelihood structure of Condition 2 and the Gaus-
sianity of 4 and 7, we show that these products can be approximated arbitrarily accurately by
uniformly integrable random variables.

Theorem 2. Under Conditions1 and2,asT — oo,
LRT—EIQT g Oand[ﬁ'r—m'r —p> 0
under the null hypothesis (1).
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In order to substantiate the claim of asymptotic equivalence of tests based on LR, LRy, and
LR, we still lack the crucial additional step of showing that the convergence in probability of
Theorem 2 also holds under the alternative hypothesis. A brute force approach of running through
the same arguments that led to Theorem 2 also for the alternative hypothesis is extremely cum-
bersome and barely tractable, since a non-constant {;} will lead to changes in y; that in general
will feed back to changes in Qq, given that Condition 2 allows weakly exogenous regressors.

We therefore rather follow Andrews and Ploberger (1994) in taking the more indirect route
of proving that the density of (y, Q) under the alternative hypothesis is contiguous to the density
of (y, Q) under the null. Contiguity can be thought of as a generalization of the concept of abso-
lute continuity to sequences of densities; if a sequence of densities describing a data-generating
process can be shown to be contiguous to another sequence of densities, then all statements of
convergence in probability of the latter automatically also hold under the former data-generating
process. The reader is referred to the excellent survey of Pollard (2001) for a more detailed intro-
duction to the concept.

Theorem 3. Under Conditions 1 and 2, the sequence of densities {f)}’Q(y, Q)}7 is
contiguous to the densities { f) (v, Q)}t-

Corollary 1. Under Conditions 1 and 2 the convergencesin probability of Theorem 2 also
hold under the alternative hypothesis (2).

Theorem 2 and Corollary 1 imply Theorem 1 of Section 2 above. Since convergence in
probability implies convergence in distribution, Theorem 1 implies that the small sample optimal
statistic LRT and the statistic LRt have the same asymptotic distributions under the null and
alternative hypothesis, which in turn implies the same local power. As the sample size gets large,
nothing is hence lost by relying on LR rather than the tailor-made LRt for testing the stability
of parameters. Or put differently, the knowledge of the exact Condition 1 breaking process is not
helpful for conducting a better test.

Additionally, given that any specific LRt satisfies LRT — LRt R 0, the difference of any
given pair of small sample optimal statistics for Condition 1 breaking processes also converge in
probability to 0 under the null hypothesis. The densities implied by these two breaking processes
are both contiguous to the null density by Theorem 3, hence the convergence in probability con-
tinues to hold under both these alternatives. Theorems 2 and 3 thus also imply that one can rely on
any one specific small sample optimal statistic for a breaking process that satisfies Condition 1 to
obtain the same asymptotic power against any breaking process that is covered in Condition 1.2
Each optimal test has asymptotically the same ability to distinguish each possible alternative in
our class of models.

4. AN ASYMPTOTICALLY POINT-OPTIMAL TEST STATISTIC

The main result of this paper is the asymptotic equivalence of small sample efficient tests against
alternatives that are covered by Condition 1. As a by-product of our analysis, we found the
statistic qLL to be an asymptotically optimal test statistic against the processes of Condition 1.
This makes gLL an attractive choice for applied work, and this section deals with the issues that
led to our recommendation of basing inference on qLL at the end of Section 2.

3. This statement is not true for arbitrary sequences of processes that satisfy Condition 1, though, since the con-
vergence statements are not shown to hold uniformly over all processes that satisfy Condition 1. In fact, such a uniform
convergence result does not hold.
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Local asymptotic power against Condition 1 processes with Q* = a? Ik

As noted, qLL depends on the scaling parameter Q that describes the average magnitude
of the breaking process under the alternative. Clearly, the effect of Q depends on the scale of
{Xt} and {et}—the larger {X;} and the smaller {&;}, the larger the “signal-to-noise” ratio of the
time-varying {f:} is going to be. In many regressions, the scale of { X;} is arbitrary (think of units
of measurement), so that it makes sense to think of the “signal-to-noise ratio” as measured by
Q* = 0‘22;/292%2 in the rotated problem where regressors have identity covariance matrix
and the disturbances have unit variance.

In fact, when one faces the problem of choosing a specific Q for the construction of a test, a
natural requirement is to demand that the outcome of a test of structural stability to be indepen-
dent of the rotation the original regression is written in. A violation of such a requirement would
lead to the counterintuitive possibility that the test outcome depends on the units of measurement
of X;. This is the same reasoning that led Wald (1943) to the construction of the usual F-statistic,
and was employed in the construction of structural break tests by Nyblom (1989) and Andrews
and Ploberger (1994). Rotational invariance is achieved by letting Q* = a2lx. As in Andrews and
Ploberger (1994), the problem thus reduces to choosing a single parameter a that describes the
distance between the alternative and the null hypothesis.

Not knowing this exact distance between the null and the alternative hypothesis will lead
to losses in asymptotic power compared to the benchmark case. But drawing on the ideas of
King (1988) regarding point-optimal testing, it might be possible to find a certain choice of
a = a in the construction of the test that makes these losses small. Figure 1 shows the asymptotic
local power envelope for k =1 and k = 2 along with the power of our recommended statistic
qLL, which is asymptotically point-optimal for & = 10. As can be seen, qLL has asymptotic
power very close to the power envelope for any distance from the null hypothesis. This also
holds for larger k, the largest difference in power for k =5 is smaller than four percentage points.
If not theoretically, at least in practice the lack of knowledge of the distance of the alternative is
hence a minor issue.

In applications, in addition to being powerful, the validity of a test statistic over a wide range
of data-generating processes is of major importance. We consider data-generating processes for
{et} and {Qr = (X{, Z{)'} of the following form.

Condition 3. Let {Qtt} and {eT¢} be double arrays of (d+ k) x 1 and 1 x 1 random
vectors with elements Qr 1 and et t, respectively. With some K < oo, assume that under the
null hypothesis (1)
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(i) E[QTteTt]=0foralT,t
(i) {QT.t,eT.t} is either a uniform mixing sequence of size —r/(r — 1) or strong mixing
sequence of size =2r /(r —2),r > 2
(iii) E[QrtQ,]= o, ENQreiert®] < K, T2 XN QreQy 5 s3q uniformyin's
and Xq and T-1 Zthl QT Q/T’t is positive definite almost surely for all large enough T
(iv) {QT,teT,t} is globally covariance stationary with non-singular long-run covariance
matrix Vq.

In comparison to Condition 2 of Section 3, the assumptions on the disturbances of Con-
dition 3 are much weaker. Among the many possibilities are non-stationary, heteroscedastic,
and autocorrelated {et}, which are allowed to be correlated with lagged values of {Qy}. The as-
sumptions on the regressors {Q;} are similar to those of Condition 2, the moment and memory
conditions are strengthened to allow for a consistent estimator the long-run covariance matrix
Vy of {Xier}. {Qt} is not required to be stationary, although only relatively mild heterogeneity
of {Qt} is allowed under Condition 3. See Hansen (2000) for a possible approach to relaxing this
assumption.

To obtain a valid test statistic under Condition 3, we will substitute the unknown quantity
0‘12;1/2 in the definition (11) of gLL (which depends on 0‘12;1/2 through v; as defined in
Lemma 1) by a consistent estimator \7)21/2 of V;l/z, where Vy is long-run covariance matrix
of {Xtet}. If it is known that {&;} is not autocorrelated, a natural estimator of Vx is given by the
heteroscedasticity robust estimator Vx = T ~1 Zthl Xt X{&Z. In the more general case of possibly

autocorrelated {et}, one might employ estimators of the form

T br T
Vx =TI XeX(8+ D wra T D7 (XeX{ Ly + Xt XDaedr. (13)
t=1 =1 t=1+

Theorem 6.21 of White (2001) establishes the consistency of Vx in (13) under Condition 3 as
long as bt — oo as T — oo such that by = o(TY4), and 1 > wt; — 1 foralll as T — co.
Alternatively, the long-run covariance matrix estimators studied by Andrews (1991) may be
employed.

The feasible estimator q’l_\l_ is hence defined as

with & = 10 and the equivalence to the statistic described at the end of ge\ction 2 follows after
manipulations from the definition of G5. The asymptotic properties of gLL are investigated in
the following theorem.

Theorem 4. Under Condition 3, the asymptotic null distribution of gLL is given in
Lemma2 withg =10,i =1,...,k.

_In addition to being a point-optimal test statistic against Condition 1 breaking processes,
qLL is hence asymptotically valid over a wide range of data-generating processes. Table 1 above
contains asymptotic critical values of gLL fork=1,...,10.
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5. MONTE CARLO EVIDENCE

The main analytical result of this paper—the equivalence of a large class of efficient structural
break tests—is asymptotic in nature. The question hence arises whether this asymptotic insight
may serve as guide to small samples the econometrician faces in practice. We address this issue
in this section for some simple designs, and find the asymptotic predictions to be quite accurate.
In addition, we compare the small sample size and power properties of qT.T. with other popular
structural break tests. Tests based on gLL turn out to have considerably superior size control,
especially when disturbances are potentially heteroscedastic.

The small sample data-generating process we consider consists of a constant and a station-
ary, mean-zero autoregressive process of order one process {¢t} with coefficient 0-5 and unit
unconditional variance, and

Vi = u+odt+eét, (14)

where the disturbances {&t} are independent standard normal and independent of {¢i}. In all ex-
periments, we consider tests of 5% nominal level and a sample size of T = 100.

We investigate power against two types of parameter instability: on the one hand, a single
zero-mean Gaussian break whose date is uniformly distributed on {2, ..., T}, and on the other
hand five persistent Gaussian breaks occurring at dates ¢ = {11,31,51,71,91}, that is, f; =
Zgzl 1[s € ¢]os for independent Gaussian {ps}. In both cases, the variances of the breaks are
normalized such that under the alternative denoted by c, (1 — fo) has a variance of c?/T2l.
We consider the three cases where only x, only a or both x and « are time varying under the
alternative.

These small sample assumptions on {f;} can be embedded in different asymptotic thought
experiments, which determines whether Condition 1 is satisfied. In the thought experiment with
a single break under the alternative for all T, Condition 1 does not hold, and the same is true for
a breaking process with five breaks independent of T. But a breaking process {f} that is subject
to a mean-zero Gaussian break every 20 periods does satisfy Condition 1, as well as a process
{f¢} that is subject to mean-zero Gaussian increments that are randomly distributed over all 100
observation segments. The relevance of the asymptotic equivalence results based on Condition 1
for small samples hinges on whether an embedding of such small sample breaking processes in
Condition 1 asymptotics yields useful approximations.

This issue is investigated by a comparison of the small sample power of three infeasible
tests: the small sample efficient test based on LRt as defined in (7), the small sample efficient
invariant test based on LR'T as defined in (9), and the test based on LRt as defined in (10). These
tests are infeasible, since they rely on knowledge of 2 = E[gtz], Q = 2l and, in addition, on
knowledge of x« and o in the case of LRt, and on knowledge of Xx in the case of LRt. Note
that LRt and LR'T efficiently exploit knowledge of the number of breaks under the alternative,
and the break dates ¢ in the case of the five break process. The statistic LR, in contrast, can be
thought of as efficiently testing for the presence of a Gaussian random walk of known variance
in the mean of {y; X;}. Theorem 1 and the discussion of LR'T in Section 3 imply that for large
enough T and breaks every 20 periods, the difference in power of these three tests converges
to 0. The small sample results of Figure 2, based on 20,000 replications,* shows this to be a
useful prediction. In fact, if one considers only the two invariant statistics LR'T and LR, whose
computation do not require knowledge of a and u, the difference in power never exceeds five
percentage points. A similar result holds for the single break case, even though a single break is

4. The statistics LRT and LR'T are efficient test statistics conditional on the realization of {¢t}. Accordingly,
Figures 2—4 show the average power of conditionally size adjusted tests. The figures are based on 500 repetitions for 40
independent draws of {¢t}. In general, power is not sensitive to the realization of {¢t}.
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FIGURE 2
Small sample power of infeasible tests based on LR, LR'T, and LRt

arguably the most extreme deviation from the break every period case LR is constructed against.
These results show that for testing purposes, the two considered breaking processes can be well
approximated by a Gaussian Random walk.

We now turn to the size and power performance of feasible tests. Specifically, we compare
gLL to tests that have been especially constructed for a single break at an unknown date: the
supF statistic (Andrews, 1993), and the Andrews and Ploberger (1994) exponentially weighted
F-statistics (APoo) for independent normal disturbances. In addition, we include the Nyblom
(1989) statistic in our experiments, denoted Ny.

In most applications, heteroscedasticity cannot be ruled out a priori, so that we follow
Stock and Watson (1996) and consider both heteroscedasticity robust and non-robust versions
of all statistics. For the non-heteroscedasticity robust version of APoco and supF, the sequence
of Chow F-statistics is computed without a heteroscedasticity correction and Vx in qLL and Ny
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TABLE 2
Empirical small sample sizein per cent
Heteroscedasticity non-robust Heteroscedasticity robust
DGP gLL Ny APco supF qgLL Ny  APoo  SupF

Xt=1,Zt=3HOMO 44 44 55 47 44 44 66 64
Xt=¢t,Zt=1HOMO 53 42 55 41 45 42 100 103

Xt = (1,¢t) ,HOMO 51 39 5-9 4.6 4.6 38 142 153
Xt =1,7Zt = HET 4.0 4.0 4.9 39 4.0 4.0 5.6 4.3
Xt =, Zt = LHET 69-4 303 425 42.4 4.3 39 139 14.0
Xt = (1,¢t) HET 53.0 223 351 339 4.8 35 174 177

DGP, data-generating process.

is given by Vx = (T —2)~1 (X 82) T-1 3 X¢ X{, where {2} are the OLS residuals in (14). The
heteroscedasticity robust versions employ the White (1980) correction in the construction of the
sequence of F-statistics and use Vx = (T —2) 1> X; X{&f for gLL and Ny. Following Andrews
(1993) and Stock and Watson (1996), we chose a 15% trimming in the construction of APoco and
supF. We experimented with less trimming and found comparable power but substantially worse
size control.

Table 2 shows the empirical small sample size of these statistics, using 20,000 repetitions.
We consider model (14) with homoscedastic disturbances (HOMO), as well as with heteroscedas-
tic disturbances (HET), where {et} in (14) is given by {et} = {|¢t|é¢} for i.i.d. standard normal
{&t}. When the disturbances are homoscedastic (HOMO), size control is very good for all statis-
tics that are constructed without the heteroscedasticity correction. The heteroscedasticity robust
versions of APoo and supF, however, are substantially oversized even when the disturbances are
homoscedastic, especially in the case where the stability of both x and « are tested. With het-
eroscedastic disturbances (HET), non-heteroscedasticity robust tests perform very poorly when
the stability of o is examined. Unsurprisingly, the heteroscedasticity robust tests control size
much better, but qT.T. and Ny stand out as being by far the best performers in this regard.

Figures 3 and 4 show size adjusted power of the feasible statistics, along with the power
envelope based on the infeasible optimal invariant statistic LR'T. The size-adjusted power of
the feasible test statistics is close throughout. Compared to Figure 2, the loss in power of gLL
compared to the benchmark LR'T is somewhat greater, especially for the heteroscedasticity robust
version of qLL, but the absolute loss is still quite moderate.

Overall, these results underline the relevance of the asymptotic result derived in Section 3.
At the same time, we find considerably better size control properties and moderately higher
power of qLL compared to APoo and supF in many scenarios, making qLL an attractive choice
for applied work.

6. CONCLUSIONS

Permanent parameter instability at unknown dates is interesting economically, causes problems
for forecasting and typically invalidates inference in linear regression models. This has led re-
searchers to construct many different tests for the stability of regression parameters, almost all
specific to a particular breaking process under the alternative. Intuition suggests that reasonable
tests for a specific breaking process should have some power also against other breaking pro-
cesses. An optimal test for a permanent break every other period, for instance, will have power
also against an alternative with a permanent break every period. We show not only that this intui-
tion is correct, but a much stronger claim: conditional on the average magnitude of the breaks
being the same, the optimal test for a break every other period will do just as well as the optimal
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FIGURE 3
Small sample size-adjusted power of non-heteroscedasticity robust tests

test for breaks every period when in fact there is a break every period, at least for a large enough
sample size. This (asymptotic) equivalence extends over a large class of persistent breaking
processes.

The result has three implications. First, the exact breaking process under the alternative is
usually unknown to the applied researcher. But since power is close over a wide range of breaking
processes for any reasonable test statistic, this ignorance does not matter for being able to conduct
a powerful test. The applied researcher is hence relieved of having to make stark choices about
the assumed breaking process under the alternative.

Second, under local alternatives standard tests for parameter instability contain very little
information about the exact form of the breaking process. This is simply the flip side of all tests
behaving roughly the same, no matter how the breaking process precisely looks. If a test that has
been designed against the alternative of five breaks rejects, say, then this does by no means imply
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FIGURE 4
Small sample size-adjusted power of heteroscedasticity robust tests

that the true breaking process consists in fact of five breaks. While for non-local alternatives, that
is, for breaks that are large asymptotically, methods have been developed to discern the number
and location of breaks (Bai and Perron, 1998), distinguishing local breaking processes is more
difficult (see Elliott and Miiller, 2004).

Third, for a large class of mean-zero, persistent breaking processes, complicated tailor-
made tests will not result in significant gains in power over any other reasonable statistic. This
considerably simplifies the practice of testing parameter stability, because tailor-made tests have
non-standard distributions (so that one needs a set of critical values for each special case) and
many of them are very difficult to compute. Our results suggest that one can choose any specific
breaking process for which the optimal statistic has a simple form. Very little power will be
foregone by basing inference on this simple statistic even if it is known that the true breaking
process under the alternative is not of the form the simple statistic has been constructed for.
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We suggest such an easy-to-compute statistic that is asymptotically point-optimal for the
class of breaking processes we focus on. We find tests based on this statistic to have very good
small-sample size and power properties, making the statistic an appealing choice for applied
work.

APPENDIX

Many subsequent results are easier to obtain by working with regressors having identity covariance matrix. To this
end, let C be the (k+d) x (k+d) matrix with (2)_(1/2, Okxd) in its upper k x (d +k) block that satisfies CZoC’ = lx4d.
Denote Q* = QC/, X* = XE)_(l/Z, let £* be defined just as = with X; = 2)_(1/2Xt replacing Xt, & = o Let and
A=t ®a_12§/2](ﬁ —[e® Ik]A1). Note that the long-run variance of {Af;} is given by 0,—22;/292%2 =Q* =
P*AP*,

Further define Be to be the T x (T — 1) matrix that satisfies BgBe = IT_1 and Bie =0, so that BeB; = Me. Also
letL=F"1

We proceed by establishing several lemmas that are needed in preparation for the proofs of the lemmas and theorems
in the main text.

Lemmad4.
0}
BL(@°T"2FF’ + 17)Be = BLHaBe
(i)
Be(BeHaBe) " By = Ga
iii
i , 1—r2T
[BeHaBel| = —— ==
€ TA-r2 -t
Proof.
(i) We have

BL(@2T"2FF' 4 17)Be = BL(@?T ~2FF' + I7 + (1 —ra)e€) Be
= BAF(LL +a2T =217 + (L —rayT 175 1)F'Be.
From a direct calculation

LU +a®T 21 + (L —ra)yTair 4

a?T=2+2-ra -1 0 0 0
-1 a’T—242 -1 0 0
0 -1 aT—242 ... 0 0
0 0 0 a?T—242 -1
0 0 0 -1 a?T—242
and
7t -1 0 0 0
-1 ral4ra -1 0 0
0 -1 r3l4ra 0 0
ritAaAL =
: : : K :
0 0 0 B - |
0 0 0 e
so that

BL(a’T2FF'+17)Be = BLF (17 ' Aa AL F'Be
= BgHaBe.
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(ii) See Rao (1973, p. 77).
(iii) From (ii)

Be(BsHaBe) 1B, = Ga
(BtHaBe) ™! = BLGabBe
yielding | BLHa Be| = |B,GaBe|~1. Now note that (T ~1/2e, Be)' (T ~1/2e, Be) = I, s0 that

IHa = [(T~Y2e Be) Hy 1(T~1/2e Be)|

T-leHzle T Y2eHi'Be
T-Y2B.Hle  BLHi!lBe

=|T L& H e BLH 1 Be — BLHy te(e' Hyte)te H 1 Bel
=|T1e'H; e BLGaBel

=T YeH el B HaBel L.
1 r ey e —T
But |Ha| =ra "FAaAF'|=ra ' and

&' Hy tel =rary  Ag T AT

T-1 2T
2i 1—r
—ra > d=ra i
j=0 —fa
and we find
1-r2T

|BeHaBel = l

TA-r2y -V

Proof of Lemma 1. Let fe = [BL® Ik]f and v its measure, and let Ko = T~2a2BLFF’Be, Kg = T 2BLF

Pe
F/Be®Qand Kp = T-2B,FF/Be® A. Recall that @ = 025 3 /2P* AP £ 1 /2. We compute

LRt =/exp [U_ZVIME[MeQQIk]b—%a_zb’[Me(g Zx]b] dv/;(b)
=(/eXp|:”_2y/ME[BE®|k]be—%b’e[|T—l®U_22x]be]duﬂ-e(be)
:/(2”)_k(T_l)/2|KQ|_1/2‘3XP ["_ZV/M 3[Be®|k]be_%b/e[Kg_zl+|T—1®a_22x]be] dbe
= Kol V2K + 171 @025y |12

XEXp[%U_4y/ME[Be®'k][K§l+'T—1®a‘22x]‘1[8é®lk]E’My}

=ITo1® Ik + K72

1 - - - - - - —_
xexp[? 2y ME[Be® T3 /2PHIIK AL + I7-1® 1] l[Bé®P*’2xl/2]=’My].

Now

K+ 11 @ 7 = KalKa + 171 @ 1] ™
=171 ® Ik —[Ka+ 1721 @ 1]t
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and
K -1
[Ka+lr1@ ]t = {Z Ko @ kit ) +17-1® |k:|
i=1
K -1
= | D (Kg +17-1)® kit ;)
i=1
k
= > [Kg + 1711 @ itk )
i=1
so that
k
[Be® IKI[K;  +17-1 ® ] T [Ba® k] = D Be(lt—1— [Ka + 171171 Ba® (it ;)
i=1

k
=D (Me—Gg) ® (ik,i i ;)
i=1
where the last line relies on Lemma 4 above. Furthermore, again relying on Lemma 4, we find

k
KA +17-1® Ikl = [ ] 187 T 72B4FF/ Be+ 171

i=1
X /(a2 —2 / X 1_r§iT
:Elme(ew FF +|T)Be|:£[lm.
Therefore " 1—r2T —1/2 »
o ] "l
with oy =[I7 @ PYo L2 2='My. |

Lemma 5. Let {Qt} satisfy Condition 2 and assume that {ot} is independent of {Qt} and satisfies v[rg)] =
Ay W, (s), where A, isa (d +Kk) x (d + k) non-stochastic, possibly singular matrix and W, isa (d + k) x 1 standard
Wener process. Then
(i) T2 (QF Q' — Ikyd) vt > 0 and
() T3, (QF QY — lkrd)vev] B 0.
Proof.
(i) We will show convergence in probability of
-
T QI QF —di ot
t=1
foranyi,j e {1,...,d+k}, where g j = 1ifi = j and O otherwise. The proof relies on a truncation argument
with respect to ot j. Forall t and T, define oy j = oy j if [og,j| < Ky and ot j = 0 otherwise. Then

P[At : z”)t,j;éut,j]:P[mtax|ut,j|>Ku]

->P [ngAv,jWU () > Ku] > (15)
where A,_j is the j-th row of A,, and the last line follows from the CMT and the definition of weak convergence.
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We will first show that (Qt*,i Qt*,j —di,j)dt,j is a Ly adapted mixingale with respect to the o -field 3 generated
by {Qf, Qf_15-+» 0T, 0T—1,...}. Apart from the presence of o j, the reasoning is similar to example 16.4
of Davidson (1994, p. 249). From E[Qjf Qf'] = lx4q and the independence of {Q;} and {vt}, E[(Q;i Q;j —
di,)0t,j1=0. Since {Qt i +and {Qt J}are Ly -bounded and sup; 7 [t j| < Ky as., {(Qt i Qt i —3di,j)ot,j}is
Ly /2-bounded

ENNQE; QFj —di )i, jI/412" < Ky ENQy; Qfj — 1,171
< Ky (ENQ7 'Y ENQE IV +4ij) < KuKq

for some Kq < oo for all t and T, where the second inequality follows from the triangle and Cauchy-Schwarz
inequalities. Furthermore, because r > 2, this implies that { (Q;*I Q;“J- —di,j) 0, j} is uniformly integrable. For the
L1 mixingale property, we need to bound |E[(Qt i Qt —dj, J)nt iISt—mll-

Now under strong mixing, theorem 14.2 of DaV|dson (1994) is applicable and we find

|E[(Q;i Q;j —3i,j)0t,j [St—mll < KU|E[(Q;1 Q{j —5i,j)|${k—m]|

1-2
< 6Kyam 2T ENQE; QF j —dij I'22"

< 6Kl,al 2/r

with am the m-th strong mlxmg coefficient. Since am = O(m~"/ =2~ €) for some € > 0, we find thatal 2/ _
o(m1 - ) for some € > 0, so that under strong mixing, {(Qt | Qt i —di,j)dt,j. S} is a Ly mixingale of
size —1 (with constants that do not depend on t).

Under uniform mixing, we can apply theorem 14.4 of Davidson (1994) to find

ELQE; QF — i)t I8i_mll < 2K, om /'K

with ¢m the m-th uniform mixing coefficient. Since ¢m = O(m™"/@'=2=€) for some ¢ > 0, we find ¢y /" =
om~=2/@r=2)=¢"y for some ¢’ > 0, so that {(QFQF j —4i,j)t,j, 8t} becomes a L1 mixingale of size
—(r —2)/(2r —2) with constants that do not depend on t when {Qt} is uniform mixing.
But theorem 19.11 of Davidson (1994, p. 302), shows that the mean of a uniformly integrable L1 mixingale of
any size with respect to constants that do not depend on t converges to 0 in the L1-norm, and hence in probability.
Since the probability of the truncation (15) can be made arbitrarily small by choosing K, large for large enough
T, the result follows.

(if) The proof is analogous to part (i), the only difference is that now the j, I-th element [t v{]j | of vt o{ is truncated.
The probability of such a truncation taking place is then

P|:mtax|[0tv{]j,l| > Kvi| - P[SgpI[AUWU(S)WU(S)/AL]J-J| > KD},

which can also be made arbitrarily small by choosing K, large for large enough T.

Lemma6. LettheT x 1 vector u= (ug,...,ur) besuchthat T=1/2 Zt[g ut = Wy (), where Wy isa standard
scalar Wiener process. Then

2 2 2
U'[Ge — MeJu = —cJu(l)Z—cZ/Jﬁ— : ec_ZC [e_cJu(1)+c/e_CSJu] +[JU(1)+C/ JU}

where Ju(s) = Wy(s) — ¢ 5 eSS D Wy (2)d2.

Proof. Write U[G¢ — MeJu = U/ (HG L — I7)u—u' HS Le(@ HE te)~Le' HE Lu+ (T—1/2€/u)2. Define B = Az Ly,
so that the t-th element of B satisfies By = Zts:l ré_sus, andlet B_; = (0, By, ..., By_1)’. Also note that A{l LAc=L.
For the first term, we compute

UHS = Ipu=u' e’ AZYAZIL = 17)u
=rcB'L'LB—-Uu
=rc(U+(rc—1)B_1) (U+(c—1B_1)—U'u
= (re—U'u+re(re—1)2B’ | B_g +2rc(rc—1)B u.
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Now from u+r¢B_q = B, we find u/u+2ch/_1u+rc2 B/ ; B_1 = B’B, yielding
B ,u=(2ro)"}[B% +(1-r2)B ;B_; —u'u].

So after rearranging we have
U(He = Imu=(c-1)BZ —(1-rc)?B  B_;.

. . _ _ 1—r2T 1_e—2C
By direct calculation T~1¢/Hs le=r e —=F o(1). Also
y C CT(l—rg) 2C + ( )

T—l/ZE/ Hc_lu — I,c-l-—l/Ze( L/AgllAglLAcAglu
=reT V25 ACVLB

T-1
=TA-rx)T %2> riB+1d T-2Br.
t=1

For the final term T—Y2eu = T-1/2& AcB = T~Y/2Br + T(1 —ro)T~3/2¢/B_4. The lemma now follows from
the joint convergence of T~Y/2Br = Jy(1), T2X ], B2 ; = [3. T 13 tBt = [e S (9)ds, T 1Y,
Bi_1 = [Ju.rd - e Candthe CMT. |

Proof of Lemma 2. Since under Condition 2 {Qf¢{'} is a mixing sequence, E[|Qt jét = E[|Q I]E[Iat [1is

uniformly bounded in T for j =1,...,k+d and the long-run variance of {Qf¢{} is given by E[Qf Q*/(g 2] =
zE[CQt QtC’et] = lk4d by the Iaw of iterated expectations, we find that the sum of the first [sT] k x 1 vectors
fo T ®@P*S l/2]”/Ms satisfies

T2 [(e[sT],OT_[sT])(X)|k][|T®P*/]E*/M*a*
[sT] [sT]
_ e (St e (1 S x| ateren Ty gt
t=1 t=1 t=1
= P*W,(s) — SP*W, (1) = W, (s) — sW; (1)

where W, is a k x 1 Wiener process and W, = P*W, from a functional central limit theorem (FCLT) for mixing
sequences as in White (2001, p. 189), and (T~1 Z[ST] XFQY —sT=1> 1 X¢Qy) 8 0 by the uniform convergence
of T-1 p I [sT] 7 QtQt L SXq ins. Note that since P* is orthonormal W is a standard Wiener process, too.

Since o] (Ga| — Me)vi = (vj + ;€)' (Gg — Me)(vj + ;) for any choice of scalar g, we find with oy =T~ 1zk |
P¥ X* ¢ * (so that TY/2g; = W, ; (1))

T2 (Es71. 07 (57D 01 +618) = T2 (Ef71. 07 _(s7lIT @1 PYIEY M " +[STIT /2 P/ X"
= Wi () = SW i (1) + W i (1) = Wi (5).

An application of Lemma 6 with u =v; +qgje,i =1,...,k, and the CMT now yield the result. ||

Proof of Lemma 3. As in the proof of Lemma 2, we rely on a FCLT for mixing sequences as described in
theorem 7.45 of White (2001, p. 201) for the following computations concerning the weak convergence of
{Qtet, TAB, TAypt, TABt, T Ajt}. Furthermore, we make repeated use of parts (i) and (ii) of Lemma 5 above. We
explicitly consider terms involving £ and /3 only, the identical distributions of y and j obviously lead to the analogous
results. Let > stand for summationovert =1,..., T.

0]
072 E[Me® Ik ]B = £ E* [Me ® 1] 8*
=B B — T eV X [€ @ Ik ]B*.
But
S B Xiet = w[PrAY2 (3 ATY2R g Xt ) |
= tr[P*Al/z/wﬂdv"v;] :/W/’),Al/zdws
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where W, = P*'\W,, and
T-L2x# 0% — T—l/Zth*gt* = P*W;(1)
T2 p =T V2 = P*AI/Z/W/”
so that by the CMT,
a_ZS/E[Me®|k],3:>/W//}A1/2dw8_ (/w,;) A2, (1) :/W/;/\l/Zde.
(i)

o2 Me® IIZ'EMe® K] = f7EVE" 4"~ T124 (e® ) X' E" *
+T—2ﬂ*/(e® Ik)x*/x*(e® Ik)/ﬂ*-

Now
*/—*/—* * Zﬂ Xt*Xt*/ﬁt*
= o[> X XA

= tr[P*Al/z (/wﬂwé) Al/zp*/] :/szwﬂ

using part (ii) of Lemma 5, and similarly
T2 e pr =T V2 XX B = P*Al/z/wﬂ

so that, with the results established in part (i) above, T-1x¥x* B Ik and the CMT,

e 28 [Me®Ik]"’”[Me®Ik]ﬁ:>/WﬁAWﬂ (/Wﬁ) A(/Wﬂ) :/v‘vb/\v'vﬂ‘
(i) Define £* in analogy to £*.
0%/ ME[Me® IK]B =¥ Z* [Me® Ik]A" — 7' Q" (Q¥ Q") 1 Q" E* [Me ® Ik]".

From the same reasoning as in part (i), £* E*[Me ® 1 ]f* = fW/ AY2dW;. Furthermore, with Wy, a d x 1
standard Wiener process independent of W,

1/2 % ~x # iy —1 -1/2 £ +) —1 A% ~x\—1 P*Wg(l) '
TH2:Q Q7Y = (T72 3 Qfet) (T71Q7Q") :(Wzg(l)

*A1/2 -
T-3/20% 2% [ee @ I, ]f* = (T—le;‘xEﬂ) (T—l/ZZﬁt*) :(P A . fWﬂ)

- */ =k % - * k) Bk P*Al/sz_
TV2QYE =T 1/22tht/ﬂt 2( 0 s

yielding the result.
(iv) From the same reasoning as in part (i) and the CMT,

o2 FMe® =x1f = u[ > B A |- (T2 ) (T2 2 6)

- =) ()= s

The joint convergence is an immediate consequence of the independence of 4, 5, 7,and 7. ||
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Proof of Theorem2.  All computations in the proof are made in the stable model (1), that is, under the assumption
that h = ¢. Denote by Eg, E,, E[}, and E; integration with respect to VBV sV and v;, so that LRt = Ez< () and

LRr = EzE(P). Let ¢ = K 0/[Goa — Melvj and £y = T~2 3T X¢X¢, and for real constants Kg and Ks,
define the two indicator functions

Gt =1[¢p < Kg1[tr Sy« < k+1]

Sr(b) = 1{sup Thibt < Ks} .
t<T

Further define
[Re,T =Gt E,;E(ﬁ)
LRsT =GTEC(A)ST (5
LRG,T = GTERL(B)
LRsT = GTE4E(B) ST (5Y).
Note that

P(ILRT —LR7| > 5¢) < P(ILRT —LRg 1| > €) + P(ILRG,T —LRs 7| > €)
+P(ILRgT —L[RgT| > )+ P(ILRsT —LRgG 7| > €) + P(ILRg T —LRT| > €).

We hence need to show (i) for any €, » > 0 there exists T*, Kg, and Kgsuch that forall T > T*, P(ILRt —LRg 7| >
€) <n,P(LRg T —LRsT|>¢€) <n, P(LRsT —LRG 1| > €) <, and P(ILRg, T —LRT| > €) < # and (ii) for all
Kg and Ks,LRs T — mS,T —p) 0.

We show (i) first. Now

P(ILRg,T —LRT| > €) < P(¢ > Kg) + P(trEx» > k+1)
P(LRT —LRG 1| > €) < P(¢ > Kg) + P(tr Sy« > k+1).

Since £q i 2q, P(trExs > k+1) - 0. Also, by Lemma 2

k 2 2
2¢; _c -
¢=>i21[—ci J (1)2—Ci2/‘]i2_71 e'_zq [e K Ji(1)+ci/e qui] +[Ji(1)+ci/Ji} }

where ¢; =2g;,i =1, ..., kK, sothat by choosing Kg large enough, P(¢ > Kg) can be made smaller than 7 for sufficiently
large T.
Before proceeding further, note that by computations close to those in the proof of Lemma 1,

E[GTE(H)"] = EGTEjexpldo %' ME[Me® 1 20~ f'[Me® Zx/]

— EGr [ 2y KT-D/2jKg V2

1
exp [40—25’M E[Be® I]be — 5b,g[ngl +4l7_ ®a_22x]bei| dbe

= EGT|Kql V2Kt +41T1®0 25y Y2
exp[80 4’ ME[Be® IKI[Kg " +417-1®0 2x] 7 [BL® IK]E' Me]
= EGTIIT_1® I+ Kan 712

exp[8o "2’ ME[Be® T3 /2 P*IIK L + 171 @ Il "1 [BL @ P¥ £ /%]E Me]

k R
= EGr exp[8¢] _
T exXplEs Iljl T@—rZ, )t
= ai /' 22

K 12T —1/2
_rzai
< exp[8Kg] Y 71
il:ll T-rZ it
= 8/ 24
so that there exists a constant K (that depends on K ) such that supt E[GTE(/?)A'] <K’
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With this result, by applying Markov’s and Holder’s inequalities
P(CRsT —L[Rg Tl > €) < e 1EE(H)GTA-Sr(F)
< e NEW-Sr (B ) PPAEEB) GV
3/4
< e_lP(supTﬁt*’ﬁt* > KS) (K"H1/4,
t
Also, applying again Markov’s inequality
P(ILRG,T —LRsT| > €) < e *EE(H)GT(1— St (5))
< e LEEHA-Sr(8Y)
- —1/(1 Sr((Ir ®0 2L b- @ by E | LWL 1y,
f9 o Q)
=elEQA-Sr(8*)
=c1p (supTﬂt*’ﬂt* > KS)
t

where the interchange of the order of integration in the third line is allowed by Fubini’s theorem, and the second equality
follows from the fact that the density fy q|s=b(y, Q) integrates to unity for all b. Since P (supy T/? ’Et > Kg) —
P(supSW (s AW (s) > Kg) and P(sup; TA{ B¢ > Kg) = P(supSWﬂ(s)/AWﬁ(s) > Kg), by choosing Kg large
enough, P(|LR&T LRG Tl>e¢€)and P(ILRg T — LR5T| > ¢) can hence be made smaller than 7 for large enough T.

We are left to show (ii), that is, that LRg 1 — LRST Boforallo< Kg < oo and 0 < Kg < oco. We will show
below that supt E[(LRs1)*] < oo and supt E[(LRg, T)4] < o0, which implies that (LRs 1 — LRs,T)? is uniformly
integrable. Let y (8) = &(B)Sr (8*) and () = £(B) St (B*). Then, as in (12),

E[(LRs.T —[Rs 1)’ 1= EGTy Ay () —EGTY Ay () — EGTy Ay () +EGT YAy ().

Now Lemmas 2 and 3 and the CMT imply that Gy (B)y (), GTw (B)w (7). Gty (B)w (7), and Gty (B)w (7)) have
the same asymptotic distribution, which is given by

k A . 2 2
1|:Z|: C,J,(l)z_c /Jz %[e—ci Ji(1)+Ci/e—CiSJi] +[Ji(1)+ci/Ji] :|<KG:|

i=1

X 1[supW0(s)’AW0(s) < KS] l[supwl(s)’Awl(s) < KS]
S S

- 1 /.- . - 1 /.- _
X exp [/ WAL 2dw, — E/ WéAWO] exp [/ W, AY2dw, — E/ W{Awl} ,
where Wy and W, are mutually independent k x 1 standard Wiener processes independent of W;, ¢; = 2a; and J; (which

are continuous functionals of W;(-)) are defined as in Lemma 2. The expectation of the asymptotic distribution of
(LRs 1 —LRs 1)? is hence 0, and by the uniform integrability of (LRs 1 — LRs 1)?, this implies that

E[(LRsT —L[RsT)%1—= 0

so that LRg T — LRST —) 0.
Now in order to show supt E[(LRS T)“] < 00, note that by Jensen’s inequality

E[(LRsT)*] = E[GT EzE(A)ST (B)]
< E[GTEZ (D) < K’
uniformly in T from the result above, and for supt E[(LRS,T)“], again by Jensen’s inequality,
E[(LRs1)*] = E[(GT Eg&(8)Sr (5*)*]

< EGréB)*sr(8%)

= EGt expldo ~2e'EB — 20 2 [Me ® k] E E[Me ® I]1ST (5*)

< EGr exp[4e™ 2 *1Sr (8%).
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From a repeated application of the Law of Iterated Expectations and the conditional Gaussianity of {et} of Condition 2

EGT exp[4e™ E* £*]St (8%) < E1[tr Sx» < k+ 1]exp[4e™ E* *1St (B*)

.
-E {mr Sxr <k+1]exp |:82(ﬁt*lxt*)2:| ST(ﬁ*)}

t=1

t=1

T
<E |:1[tr Sy < k+1]exp [SKST_lZXt*/Xt*iH
< exp[8K g(k+1)]

uniformly in T.

-1/2

For the convergence LR —LRT -5 0, let 5 = [IT ®1j ; P*6 713 7/ “1E'Me. Note that 2 and Sx are consistent
by standard arguments. Therefore,

[sT] [sT]
T2 0, T2 1 | = (Wei (9) = SW i (1), Wi (5) — SW. (1)),
t=1 t=1
and proceeding as in the proof of Lemma 2, the CMT yields
D([Gal — Me]vi —5:[Ga| — Me]ﬁi = 0.

But weak convergence to a constant is equivalent to convergence in probability, and the result follows by Slutsky’s
Theorem. ||

Progi of Theorem 3. In order to establish contiguity, wg\eed to show that (i) LRt converges weakly to some random
variable LR under the null hypothesis of h = ¢ and (ii) E[LR] = 1.

For (i), first note that by Theorem 2, LRT — LRt —p> 0 under the null hypothesis. But convergence in probability
implies convergence in distribution, and after noting that

-1
1-r27 |, 2ae®
TA—r2yl-1 1—e2a

as T — oo the result is immediate from the CMT and Lemma 2, with (R = []¥_; [R' where

412

i 2a;e &

R =| 2=
[1—e—23i]

1 25 . s P 2
XeXp|:—2|:—ai~]i(1)2_ai2/‘]iz_l_:iza|:e_a' s0+a [emos] +[awa [4] H

and J; is defined in Lemma 2.
Turning to (ii), from the independence of the processes J; we find

k .
E[LR] =[] EILR"]
i=1

so that it is sufficient to show that E[Ifﬁi] = 1. From Girsanov’s (1960) theorem as described in Tanaka (1996, p. 109), a
change of measure yields

2a;e” % 12
1—e 2 }

1 2a; . . B 2
xE[EXp[—Z[—ai ‘1_(37—2@-[6 "’*W.<1>+a4/e a'SWi(S)dSi| +|:V\/i(1)+ai/wi(5)d5i| m
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where W, is a Wiener process. Define

s WMO+a [Wi(s)ds
W) +a [ 19w (s)ds

and
ot 0 1 0
WT\o —2aeij1—e2)) \o 2q/01-e%)
so that 12
—~i 234‘ 1
E[LR']= [m] E[exp[—EZ(NAWZW]].
With

1+g(1—>s)
Zw —/( e )dW. ©

1+a +a?/3 edi )
e (€3 -1)/(2a))

we find Zyy ~ N(0, Vi), where

Vw = E[ZwZ{] = (
By completing the square we compute

sii 23;
E[LR'] = [1

12 , 1
m] /(2n)‘1|vw|—1/2 exp |:_§Z<N[AW +v\,7,1]ZW} dzw

28 V2 _ _
= [ﬁ] |(AW+VW1)VW| 1/2

23 172
—|:1_e72ai|AWVW+|2| :| s

and a direct calculation shows ) .

2+a +a°/3 el
—2a;ed /(% —1) 0
s that [Aw Vi + l2| = 23 €23 /(€23 — 1), yielding the desired result. ||

AwVw + 12 :(

Proof of Theorem 4.
Noting that {X{&{'} = {a—lz;(l/zxtst}, Condition 3 implies that the long-run covariance of {X{&{} is given by
a—zzgl/zvx 2)_(1/2, so that

- *\7— 29—
T 1/2[(efsT]»0/T—[sT])®'k][|T®P /Vxl/ 1E'Me

[sT]
=T 2P e 22> Xt
t=1

[sT] T
7—=1/2 1/2 - * - sy—1+— *
—P*/Vx / O‘ZX/ (T 1 2 : X; Qt/) (T lQ*/Q ) 1T 1/22 Q Et*
t=1

t=1
= PV YAV 2P W, (5) — sPVy AV 2P WL (1)

= W;(s) —sW; (1),
where the weak convergence follows from the uniform convergence of T—1 ZFS:Tl] Qf Q¢ g Slk+d, the consistency of
\7x, the CMT and the FCLT for mixing series as in the proof of Lemma 3. Proceeding as in the proof of Lemma 2 now
yields the result. ||
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