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Abstract—A method for divergence estimation between multi-
dimensional distributions based on nearest neighbor distances is
proposed. Given i.i.d. samples, both the bias and the variance of
this estimator are proven to vanish as sample sizes go to infinity.
In experiments on high-dimensional data, the nearest neighbor
approach generally exhibits faster convergence compared to
previous algorithms based on partitioning.

I. INTRODUCTION

Suppose \( P \) and \( Q \) are two probability distributions on
\((\mathbb{R}^d, B_{\mathbb{R}^d})\). The divergence between \( P \) and \( Q \) is defined as [1]
\[
D(P\|Q) \equiv \int_{\mathbb{R}^d} dP \log \frac{dP}{dQ},
\]
when \( P \) is absolutely continuous with respect to \( Q \), and \(+\infty\)
otherwise. If the densities of \( P \) and \( Q \) with respect to Lebesgue
measure exist, denoted by \( p(x) \) and \( q(x) \) respectively, with
\( p(x) = 0 \) for \( P \)-almost every \( x \) such that \( q(x) = 0 \) and
\( 0 \log \frac{p}{q} \equiv 0 \), then
\[
D(p\|q) \equiv \int_{\mathbb{R}^d} p(x) \log \frac{p(x)}{q(x)} dx.
\]

Divergence gauges how differently two random variables are
distributed and it provides a useful measure of discrepancy
between distributions. The key role of divergence in
information theory and large deviations is well known. There
has been a growing interest in applying divergence to various
fields of science and engineering for the purpose of estimation,
classification, etc [3]-[11).

Despite its wide range of applications, relatively limited
work has been done on the universal estimation of divergence,
see [12] and references therein. The traditional approach is
to use histograms with equally sized bins to estimate the
densities \( p(x) \) and \( q(x) \) and substitute the density estimates
\( \hat{p}(x) \) and \( \hat{q}(x) \) into (2). Reference [12] proposes an estimator
based on data-dependent partitioning. Instead of estimating the
two densities separately, this method estimates the Radon-
Nikodym derivative \( dP/dQ \) using frequency counts on a
statistically equivalent partition of \( \mathbb{R}^d \). As commented in [13],
the estimation bias of this method originates from two sources:
finite resolution and finite sample sizes. The basic estimator

\( \hat{p}_k(x) = \frac{k}{n V_{x,k}} \).
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\[\hat{p}_k(x) = \frac{k}{n V_{x,k}}.\]
where \( n \) is the total number of samples and \( V_{x,k} \) is the volume of the ball centered at estimation point \( x \) with radius equal to distance of \( x \) to its \( k \)-nearest neighbor in the given samples.

Let \( \{X_i\} \) and \( \{Y_j\} \) denote i.i.d. samples generated independently according to densities \( p \) and \( q \) respectively. Let \( \hat{p}_k \) and \( \hat{q}_k \) be the corresponding \( k \)-NN density estimates. Suppose we evaluate \( \hat{p}_k \) and \( \hat{q}_k \) at \( \{X_i\}_{i=1,...,n} \). Then, by the law of large numbers,

\[
\frac{1}{n} \sum_{i=1}^{n} \log \frac{\hat{p}_k(X_i)}{\hat{q}_k(X_i)}
\]

will give us a consistent estimate of \( D(p\|q) \) provided that the density estimates \( \hat{p}_k \) and \( \hat{q}_k \) satisfy some consistency conditions. For the \( k \)-NN density estimates to be consistent, \( k \) should go to \( \infty \) with the sample size \( [18] \). However, in the construction of our NN divergence estimator, \( k \) can be any constant. In this paper, \( k \) is fixed to be 1 and the resulting estimator is still consistent in the sense that both the bias and the variance vanish as sample sizes increase. Detailed development and convergence analysis of this estimator are given in Sections II and III respectively. Section IV provides experimental results to compare the performance of the NN method and Algorithm G.

### II. Estimates of Divergence Based on Nearest Neighbor Distances

Let \( \{X_1, \ldots, X_n\} \) and \( \{Y_1, \ldots, Y_m\} \) be i.i.d. \( d \)-dimensional samples drawn independently from the densities \( p \) and \( q \) respectively. The distance of \( X_i \) to its nearest neighbor in \( \{X_j\}_{j \neq i} \) is defined as

\[
\rho_n(i) = \min_{j=1,\ldots,n, j \neq i} \|X_i - X_j\|,
\]

where \( \| \cdot \| \) is the \( L^2 \) norm in \( \mathbb{R}^d \).

Our goal is to estimate the divergence between \( p \) and \( q \) given i.i.d. samples \( \{X_i\} \) and \( \{Y_j\} \). The relationship between these two sets of samples is employed in the estimation of divergence. Namely, in addition to \( \rho_n(i) \) as defined above, we also use the distance of \( X_i \) to its nearest neighbor in \( \{Y_j\} \)

\[
\nu_m(i) = \min_{j=1,\ldots,m} \|X_i - Y_j\|.
\]

Now consider the \( d \)-dimensional open ball centered at \( X_i \) with radius \( \rho_n(i) \), denoted as \( B(X_i, \rho_n(i)) \). Among the samples \( \{X_j\}_{j \neq i} \), only one \( X_j \) falls into the closure of \( B(X_i, \rho_n(i)) \). Empirically, the density estimate of \( p \) at \( X_i \) is

\[
\hat{p}(X_i) = \frac{1/(n-1)}{c_1(d)\rho_n^d(i)},
\]

where \( c_1(d)\rho_n^d(i) \) is the volume of \( B(X_i, \rho_n(i)) \), \( c_1(d) = \pi^{d/2}/\Gamma(d/2+1) \). Similarly, given \( \{Y_j\}_{j=1,\ldots,m} \), only one \( Y_j \) is contained in the closure of \( B(X_i, \nu_m(i)) \), the density estimate of \( q \) evaluated at \( X_i \) is

\[
\hat{q}(X_i) = \frac{1/m}{c_1(d)\nu_m^d(i)}.
\]

Inspired by (6), we propose the following NN divergence estimator:

\[
\hat{D}_{n,m}(p\|q) = \frac{1}{n} \sum_{i=1}^{n} \log \frac{\hat{p}_m(X_i)}{\hat{q}_m(X_i)} = \frac{d}{n} \sum_{i=1}^{n} \log \frac{\nu_m(i)}{\rho_n(i)} + \log \frac{m}{n-1}.
\]

The convergence properties of the divergence estimator in (11) are established in the following section.

### III. Analysis

In this section, we prove that the bias (Theorem 1) and the variance (Theorem 2) of the NN divergence estimator (11) vanish as sample sizes increase, provided that some regularity conditions are satisfied. In contrast to our previous results on partitioning estimators in [12], in this analysis, we assume that \( \{X_1, \ldots, X_n\} \) is independent of \( \{Y_1, \ldots, Y_m\} \) in order to establish mean-square consistency (Theorem 2) whereas this assumption is not required for showing the asymptotic unbiasedness (Theorem 1).

**Theorem 1:** Suppose that the probability density functions \( p, q \) satisfy the following conditions:

\[
\int_{\mathbb{R}^d} |\log p(x)|^{1+\varepsilon} p(x) dx < \infty,
\]

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x - y|^{1+\varepsilon} p(x)q(y) dx dy < \infty,
\]

\[
\int_{\mathbb{R}^d} |\log q(x)|^{1+\varepsilon} p(x) dx < \infty,
\]

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x - y|^{1+\varepsilon} p(x)q(y) dx dy < \infty,
\]

for some \( \varepsilon > 0 \). Then the divergence estimator (11) is asymptotically unbiased, i.e.

\[
\lim_{n,m \to \infty} E \hat{D}_{n,m}(p\|q) = D(p\|q).
\]

**Proof:** Rewrite \( \hat{D}_{n,m}(p\|q) \) as

\[
\hat{D}_{n,m}(p\|q) = \frac{1}{n} \sum_{i=1}^{n} \left[ \log (\mu_m^d(i)) - \log ((n-1)\rho_n^d(i)) \right] .
\]

Let \( \psi_m(i) = \log (\mu_m^d(i)) \), \( \zeta_n(i) = \log ((n-1)\rho_n^d(i)) \).

Then

\[
\hat{D}_{n,m}(p\|q) = \frac{1}{n} \sum_{i=1}^{n} [\psi_m(i) - \zeta_n(i)].
\]

Since \( \psi_m(i) - \zeta_n(i), i = 1, \ldots, n \) are identically distributed,

\[
E \hat{D}_{n,m}(p\|q) = E [\psi_m(i) - \zeta_n(i)].
\]

Now it suffices to show that the right hand side of (18) converges to \( D(p\|q) \) as \( m, n \to \infty \). The proof techniques are from [21]. Let us first consider the expectation of \( \psi_m(i) \), which can be obtained by finding the conditional distribution of \( \exp(\psi_m(i)) \) given \( X_i = x \). In fact, for almost all \( x \in \mathbb{R}^d \),

\[
G_{m,x}(u) = \int_{\mathbb{R}^d} P[\exp(\psi_m(i)) < \psi_m(i) | X_i = x] \rho_n(i)
\]

\[
= P[\nu_m(i) < (u/m)^{1/d} | X_i = x]
\]

\[
= 1 - P[\nu_m(i) \notin B(x, (u/m)^{1/d})]
\]

\[
= 1 - \left( 1 - \int_{B(x,(u/m)^{1/d})} q(y) dy \right)^m.
\]
where \( u \in \mathbb{R}^+ \). Note that for almost all \( x \in \mathbb{R}^d \) and any sequences of open balls \( B(x, r_k) \) of radius \( r_k \to 0 \),

\[
\lim_{k \to \infty} \frac{1}{\lambda(B(x, r_k))} \int_{B(x, r_k)} q(y) dy = q(x),
\]

if \( q(x) \in L^1(\mathbb{R}^d) \) (\( \lambda \) represents the Lebesgue measure). Therefore, as \( m \to \infty \),

\[
G_{m,x}(u) \to 1 - \exp \left( - c_1(d) q(x) u \right),
\]

where \( c_1(d) = \pi^{d/2}/\Gamma(d/2 + 1) \).

Let \( \xi_{m,x} \) be a random variable with the distribution function \( G_{m,x}(u) \) and \( \xi_x \) a random variable with the distribution function \( G_x(u) \triangleq 1 - \exp \left( - c_1(d) q(x) u \right) \). Then for \( q(x) > 0 \),

\[
E \log \xi_x = \int_0^{q(x)} \log u \exp \left( - c_1(d) q(x) u \right) c_1(d) q(x) du = - \log q(x) - \log c_1(d) - \gamma,
\]

where \( \gamma = - \int_0^\infty \log te^{-t} dt \approx 0.5772 \) is the Euler-Mascheroni constant.

Also note that \( E \log \xi_{m,x} = E \{ \psi_m(i) \mid X_i = x \} \). Therefore

\[
\lim_{m \to \infty} E \{ \psi_m(i) \mid X_i = x \} = - \log q(x) - \log c_1(d) - \gamma, (23)
\]

for any \( x \) such that \( \lim_{m \to \infty} E \log \xi_{m,x} = E \log \xi_x \). (24)

Furthermore, since we already know that \( \xi_{m,x} \xrightarrow{D} \xi_x \) (24) holds, if we have \( E|\log \xi_{m,x}|^{1+\epsilon} < C \) for some \( \epsilon > 0 \) and some \( C > 0 \), according to [[25], vol. 2, pp. 251], which can be verified using (15).

Now we only need to show that for \( m \to \infty \),

\[
E \psi_m \left( x \right) = \int_{\mathbb{R}^d} \left( - \log p(x) - \log c_1(d) - \gamma \right) p(x) dx,
\]

which can be proven by condition (14) and Reference [24].

Using the same approach and the conditions (12) and (13), we can obtain that

\[
\lim_{n \to \infty} E \xi_n = \int_{\mathbb{R}^d} \left( - \log p(x) - \log c_1(d) - \gamma \right) p(x) dx.
\]

Combining (25) and (26), we have

\[
\lim_{n, m \to \infty} E \psi_m(i) - \xi_n = \int_{\mathbb{R}^d} p(x) \log \frac{p(x)}{q(x)} dx. \tag{27}
\]

Theorem 2 shows that the NN estimator (11) is consistent in \( L^2 \).
(35) is intuitive since the influence of $X_j = x_j$ will be wiped out as $n \to \infty$ and (36) is a result from the proof of Theorem 1.

If $i \neq j$, we have $\lim_{n,m \to \infty} E [ \zeta_n(i) \psi_m(j) ] = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \log(p(x_i) c_1(d) e^\gamma) \log(q(x_j) c_1(d) e^\gamma) p(x_i) p(x_j) dx_i dx_j$, which is equal to $\lim_{n,m \to \infty} E \zeta_n(i) E \psi_m(j)$. Namely, $\lim_{n,m \to \infty} \text{Cov}(\zeta_n(i), \psi_m(j)) = 0$ if $i \neq j$.

If $i = j$, by conditions (27) and (29), we obtain $\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \log p(x)^{1+\epsilon/2} \log q(x)^{1+\epsilon/2} p(x) dx < \infty$ for some $\epsilon > 0$.

Thus, $\lim_{n,m \to \infty} E [ \zeta_n(i) \psi_m(i) ] < \infty$, which implies $\lim_{n,m \to \infty} \text{Cov}(\zeta_n(i), \psi_m(i)) < \infty$, since we already have (25) and (26). Therefore, the last two terms of (33) are guaranteed to vanish as $n, m \to \infty$. □

IV. EXPERIMENTS

The advantage of the NN divergence estimator is that it is more easily generalized and implemented for higher-dimensional data as compared to our previous algorithms via data-dependent partitions [12]. However, the NN method also suffers from the curse of high dimensions, in a way different from methods based on partitioning. In [26], Hinneburg et al. noted that nearest neighbor search would become unreliable in a high dimensional space due to the sparsity of the data objects. Their work put forward a new notion of nearest neighbor. Another disadvantage of the NN method is that finding the nearest neighbor is a very time-consuming process, particularly for large sample sizes. The problem of designing an efficient algorithm for nearest neighbor searching has been investigated in the literature. Fukunaga and Narendra [27] presented a branch and bound algorithm for computing $k$-nearest neighbors. Another procedure based on $k$-d tree was proposed by Bentley [28] at about the same time.

Since then, there have been a number of improvements and variants of these algorithms. By using these procedures, we can significantly reduce the running time for the computation of the nearest neighbor.

The following experiments are performed on simulated data to compare the NN method with Algorithm G from [13]. Recall that Algorithm G combines locally adaptive partitioning and finite-sample-size error correction (Algorithm C and Algorithm E respectively in [12]). The curves in all the figures show the estimation average of 25 independent runs. Also $n$ and $m$ are equal in the experiments.

Figure 1 shows the case with two exponential distributions. The NN method exhibits better convergence than Algorithm G as sample sizes increase. In general, for scalar distributions, Algorithm G suffers from relatively higher bias even when a large number of samples are available. The NN method has higher variance for small sample sizes, but as sample sizes increase, the variance decreases quickly.

In Figure 2, we have two 4-dimensional Gaussian distributions with different means and different covariance matrices. The NN estimator converges very quickly to the actual divergence whereas Algorithm G is biased downwards and takes a lot more samples to converge to the actual divergence.

In Figure 3, both distributions are 10-dimensional Gaussian with equal means but different covariance matrices. The estimates by the NN method are closer to the true value, whereas Algorithm G is seriously under-estimating.

In Figure 4, we have two identical distributions in $\mathbb{R}^2$. The NN method outperforms Algorithm G, which has a very large upward bias. Note that in the experiments on high-dimensional data, the NN estimator suffers from a larger estimation variance compared to Algorithm G, though the estimation variance shrinks with sample sizes.

In summary, the divergence estimator using the NN distances can be more efficient than partitioning-based methods, especially in high-dimensional cases when the number of samples is limited.
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Fig. 1. \(X \sim P = \text{Exp}(1), Y \sim Q = \text{Exp}(12), D(P\|Q) = 1.5682 \text{ nats.}\)

Fig. 2. \(X \sim P = \text{Gaussian}(\mu_P, \mathcal{C}_P), Y \sim Q = \text{Gaussian}(\mu_Q, \mathcal{C}_Q); \quad \text{dim} = 4; \quad \mu_P = [1.3 .6 .9]^T, \quad \mu_Q = [0 0 0 0]^T, \quad \mathcal{C}_P^{\ell} = 1, \quad \mathcal{C}_Q^{\ell} = 0.5, \quad \mathcal{C}_Q^{s} = 1, \quad \mathcal{C}_Q^{s} = 0.1, \quad \text{for } \ell = 1, \ldots, 4, \quad s = 1, \ldots, 4, \quad \ell \neq s; \quad D(P\|Q) = 0.9099 \text{ nats.}\)

Fig. 3. \(X \sim P = \text{Gaussian}(\mu_P, \mathcal{C}_P), Y \sim Q = \text{Gaussian}(\mu_Q, \mathcal{C}_Q); \quad \text{dim} = 10; \quad \mu_P^{\ell} = \mu_Q^{\ell} = 0, \quad \mathcal{C}_P^{\ell} = 1, \quad \mathcal{C}_Q^{s} = 0.9, \quad \mathcal{C}_Q^{s} = 1, \quad \mathcal{C}_Q^{s} = 0.1, \quad \text{for } \ell = 1, \ldots, 10, \quad s = 1, \ldots, 10, \quad \ell \neq s; \quad D(P\|Q) = 6.9990 \text{ nats.}\)

Fig. 4. \(X \sim P = \text{Gaussian}(\mu_P, \mathcal{C}_P), Y \sim Q = \text{Gaussian}(\mu_Q, \mathcal{C}_Q); \quad \text{dim} = 20; \quad \mu_P^{\ell} = \mu_Q^{\ell} = 0, \quad \mathcal{C}_P^{\ell} = \mathcal{C}_Q^{\ell} = 1, \quad \mathcal{C}_Q^{s} = \mathcal{C}_Q^{s} = 0.2, \quad \text{for } \ell = 1, \ldots, 20, \quad s = 1, \ldots, 20, \quad \ell \neq s; \quad D(P\|Q) = 0 \text{ nats.}\)