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Abstract—In this paper we focus on two areas of communication network design in which methods of control and optimization theory have proven useful. These are the area of multiple access communication (for networks with shared links such as radio networks and local area networks) and the area of network routing (for networks with point-to-point interconnections). We review a few selected problems in each area to show the role of the control concepts involved and we then proceed to identify other areas of communication network design in which the same control theoretic and optimization methodology may be applicable and useful. We do not survey the work done in this area, nor do we review work in control areas whose methods are applicable in other communication network problems. Instead, we attempt to bring to the attention of the control systems community the numerous instances of problems arising in the pure communication network design process that can benefit from the attention and the capabilities of this community.

I. INTRODUCTION

COMMUNICATION networks are designed and built in order to share resources. If interconnecting systems and bandwidths were available at no cost, then the solution to the problem of communication would be to assign dedicated communication links (channels) of sufficient capacity to every pair of conceivable users to meet their needs. This not being the case, it is necessary to multiplex the sources of communication traffic in order to optimize various cost criteria. Frequently, this optimization is dynamic and done on the basis of feedback that monitors the evolution of the degree of utilization of the network resources. Thus, we should expect a number of problems arising in communication network design to fit naturally in the framework of control systems design. In this paper we wish to demonstrate that indeed this is the case and to show how various control and optimization methodologies have been used in the study of communication networks.

In the beginning there was a single communication network, the telephone network. It represented a multibillion dollar investment and seemed to serve reasonably adequately the voice communication needs. The explosive growth in data communication needs during the last 30 years built up the pressure for additional and alternative networking options. As a result, the notion of store-and-forward switching (known also as message switching) was introduced in the early 1960's. This notion represented a breakthrough since it constituted a radical reversal of thinking with respect to the circuit-switching process; namely, instead of securing an open, dedicated "pipe" for the transmission of messages by means of hardware switches, it allowed a step-by-step (node-by-node) forwarding of messages, thereby permitting each node to switch messages by deciding which and when to transmit the messages in its buffer. In the last 20 years we have seen an avalanche of technologies (fast switching, time division multiplexing, local area networks, fiber optical networks, integrated services digital networks, etc.) and a proliferation of operational public and private networks that put these technologies to test and challenged communication engineers. In addition, they should challenge control engineers as well.

Without attempting a survey of this vast application area we wish to promulgate the viewpoint that many (if not most) specific sub-problems in the network design process are natural control problems. In support of this thesis, we choose, first, to demonstrate how two major areas in communication networks (routing and multiple access) have benefited from the use of techniques borrowed from what is traditionally perceived as control systems methodology and, second, to mention additional areas that are likely to benefit from the control systems community. As illustrated in this paper, the techniques that have proved useful in communication networks include: dynamic programming (e.g., [2], [6], [8]-[10], [22], [29], [38], [39], [47], [49], [54]); linear programming (e.g., [50], [51]); constrained and iterative optimization (e.g., [5], [14], [16], [42]); Markov decision theory tools (e.g., [2], [26], [29], [38]); control of Markov chains (e.g., [11], [17], [18], [20], [40], [45]); stability analysis of stochastic systems via Lyapunov methods (e.g., [31], [43]); sample path dominance (e.g., [2], [52]); and convergence of distributed and asynchronous algorithms (e.g., [6], [16], [42]).

The problem of routing is encountered in all and every network that does not permit the source to reach the destination in a single transmission hop, but instead it must traverse a path of intermediate links. By contrast, the problem of multiple access is encountered primarily in those networks that permit the nodes to reach their destination directly in one hop by having to share the same link with other transmitting nodes. In addition, the two problems are fundamentally different in nature and, jointly, cover considerable ground in the networking area. Finally, together they facilitate the identification of additional design issues and the extension of the applicability of suitable control methods. Thus, they represent "cornerstone" areas of network design.

Routing can be studied either macroscopically or microscopically. The macroscopic viewpoint considers basically a flow model and determines the splitting of the flow in order to reach the destination in minimum time with efficient use of the network resources. It is traditionally referred to as static routing. The microscopic viewpoint dissects the flow process down to the atomic level of the individual transmission unit, the message (a string of bits commonly referred to as packet), and determines the path each message must follow at each of its hops through the network. It is traditionally referred to as dynamic routing. Both viewpoints are explored in Section II.

Multiple access is a collective term that refers to numerous problems that deal with the dynamic allocation of a single resource among users who can coordinate their use of that resource only by making use of that resource. These problems arise primarily in the context of radio channels but also in the
context of shared cable resources in local area networks. In Section III, we explore the main multiple access problems where control methods have been successfully applied.

Both in the case of routing as well as in the case of multiple access we place the emphasis on the control techniques that have been used. We then show how these techniques, sometimes with slight modification, can be naturally transported to other problem areas such as voice-data integration, flow control, and the scheduling of messages and links. This is done in Section IV.

II. NETWORK ROUTING

The problem of routing in communication networks is one that has received early attention and has experienced significant breakthroughs in the brief history of the field of communication networks. It is one of the first problems that gained prominence as a result of the emergence of store-and-forward switching. It is also one in which analytical tools and available theories applied nicely from the beginning.

A. Static Routing

Given a network (a set of nodes connected by directed links) a path connecting the source node to the destination node has to be selected from the set of all possible such paths. In the simplest formulation, the problem is one of finding the shortest path, i.e., a path is assigned to each link and the optimization criterion is the total path length. This problem is one of the archetypical combinatorial optimization problems (the solution can be found by exhaustive enumeration of a finite set of possibilities—all possible paths from source to destination). Among the many existing shortest path algorithms (see, e.g., [41]), the Bellman–Ford algorithm (1956) is of particular interest to our exposition, both because it is based on dynamic programming and because, as we will see below, it easily lends itself to distributed asynchronous implementation. A natural choice to find the shortest path from source to destination in a layered network (i.e., one in which the nodes can be grouped in subsets \( U_1, \ldots, U_M \) such that the source and destination nodes belong to \( U_1 \) and \( U_M \), respectively, and there are links only between nodes in adjacent layers \( U_{k-1} \) and \( U_k \) such as the one in Fig. 1, is the dynamic programming algorithm, where the shortest paths and distances (costs-to-go) of the nodes in layer \( U_k \) to the destination are computed based on the shortest paths and distances of the nodes in layer \( U_{k+1} \). If the network is not layered (such as that in Fig. 2), its shortest path can be obtained by finding the shortest path in a layered network derived from the original one as specified in the Bellman–Ford algorithm: the number of layers is equal to the number of nodes in the original network, say \( N \), each layer contains a copy of each of the \( N \) nodes, and there is a link connecting two nodes in consecutive layers if such a link exists in the original network; in addition, copies of the same node in consecutive stages are connected by a zero-length link. (Fig. 1 was actually derived from Fig. 2 using this rule.) It is easy to see by induction that \( D_k(i) \), the cost-to-go of node \( i \) in layer \( N - k \), is the minimum length of any path from \( i \) to the destination that uses at most \( k \) links (in the original network). Since no shortest path uses more than \( N - 1 \) links (link lengths are assumed nonnegative and, therefore, no path containing loops need be considered), the cost-to-go of node \( i \) at layer 1, \( D_{N-1}(i) \), will indeed be the length of the shortest path from node \( i \) to the destination. Thus, the Bellman–Ford algorithm can be formulated as the iteration

\[
D_k(i) = \min_{j \in N(i)} \{ D_{k-1}(j) + d_{ij} \} \quad \text{for} \quad k = 1, \ldots, N-1 \quad (2.1)
\]

where \( d_{ij} \) is the length of the link from \( i \) to \( j \), \( N(i) \) is the set of nodes for which such a link exists and it is assumed that \( D_0(i) = \infty \) if \( i \) is not the destination node, which corresponds to the removal of all the nodes but the destination in the final layer (Fig. 1).

Contrary to what may appear at first glance there is a lot more to network routing than finding shortest paths. After all, the shortest path may not be the best path. The reason is that the real goal is to minimize the delay experienced in going from source to destination, and the delay encountered in each link is usually a function of the amount of traffic carried by the link (as the link becomes congested, it takes longer to go through it), which is referred to as the link flow and is quantified in packets (or messages) per second. Then, assuming a given desired flow level from source to destination, the problem is how to distribute it among all the possible paths so as to minimize the total delay. In contrast to the previous more elementary formulation of the routing problem which led to the shortest path combinatorial optimization problem and which corresponds to the special case in which the link delays are independent of the flows, we now face a continuous optimization problem which can be written as

\[
\begin{align*}
\text{minimize} & \quad F(x) = \sum_{(i,j)} D_{ij} \left( \sum_{n \in P(i,j)} x(n) \right) \\
\text{subject to} & \quad x \in X = \left\{ (x(1), \ldots, x(J)) \in R^J, \sum_{n=1}^J x(n) = \lambda, x(n) \geq 0 \right\} \\
& \quad \sum_{n=1}^J x(n) = \lambda, x(n) \geq 0
\end{align*}
\]

(2.2)
where the set of all paths from source to destination is labeled \{1, \ldots, J\}; \(x = (x(1), \ldots, x(J))\) is the vector of unknown nonnegative path flows which sum up to \(\lambda\), the desired flow from source to destination; \(P(i, j) \subset \{1, \ldots, J\}\) is the subset of paths that traverse link \((i, j)\); and \(D_y(x)\) is the portion of the overall delay contributed by the link from node \(i\) to node \(j\) when the flow it carries is equal to \(x\). In order to characterize a global solution to the optimization over a convex set in (2.2), it is natural to restrict attention to convex penalty functions. In practice, it is common that the incremental delay in a link grows with the amount of traffic it carries and, therefore, it can be assumed that the functions \(D_y\) are convex without affecting significantly the practical applicability of the results.

Now, the characterization of the solution to (2.2), \(x^*\), is straightforward. Since the feasible set \(X\) and the penalty function \(F\) are convex, it is necessary and sufficient that the directional derivative of the penalty function be nonnegative when evaluated at \(x^*\) in the direction of any of the elements of \(X\) (e.g., [37])

\[
0 \leq \lim_{\alpha \to 0} \frac{1}{\alpha} [F((1-\alpha)x^*+\alpha x) - F(x^*)] \quad \forall x \in X
\]

which translates into

\[
0 \leq \sum_{(i,j) \in E} D_y \left( \frac{1}{\sum_{m \in P(i,j)} x^*(m)} \right) \sum_{n \in P(i,j)} [x(n) - x^*(n)]
\]

\[
= \sum_{n=1}^{J} [x(n) - x^*(n)] d_{x^*(n)} \quad \text{for all} \ x \in X
\]

where \(d_{x^*(n)} = \frac{1}{\sum_{m \in P(i,j)} x^*(m)}\) is the length of path \(n\) when the length of each link is equal to the derivative of its delay evaluated at the set of flows \(x\), and \(L(n)\) is the set of links used by path \(n\). The solution to (2.4), \(x^*\), is the vector in \(X\) that minimizes its inner product with the vector of distances \(d_{x^*}\). Thus, \(x^*\) puts all its weight on the smallest component(s) of \(d_{x^*}\). The conclusion is that the optimum flow uses only shortest paths computed according to the derivative of the link delays.

This solution to the minimum-delay routing problem allows us to check whether a given set of flows is optimum. Unfortunately, it does not tell us how to find the optimum flows. Indeed, we face the chicken-and-egg situation depicted in Fig. 3. The optimum flows are obtained by solving a shortest path problem; but in order to compute the link lengths it is necessary to know the optimum flows. Nevertheless, the foregoing characterization of the optimal solution does suggest a possible iterative procedure to find the optimum set of flows. Starting with a given set of flows \(x\) one can compute the minimum derivative shortest paths for that flow, and hence, a new flow, \(x^*(x)\) that is positive only along those shortest paths. The process can then be repeated, until there is no appreciable cost decrease. The region of convergence of such a procedure can be improved by letting the new flow be a convex combination of \(x\) and \(x^*(x)\), i.e.,

\[
x_{k+1} = (1 - \alpha_k)x_k + \alpha_k x^*(x_k).
\]

This is the so-called flow deviation method of Fratta, Gerla, and Kleinrock [14], where \(0 \leq \alpha_k \leq 1\) is chosen to minimize

\[
F((1 - \alpha_k)x_k + \alpha_k x^*(x_k))
\]

which is a special case of the feasible-direction nonlinear programming algorithm due to Frank and Wolfe [13]. The convergence of the flow deviation method to the optimum routing is rather slow because unfavorable paths tend to carry considerable flow during many iterations unless the initial routing guess is particularly fortuitous. Such a behavior can be improved by reducing the flow along each nonminimum derivative path in accordance to the delay experienced in that path. This is the idea of iterative routing algorithms based on gradient projection nonlinear optimization methods (e.g., [4]) in which the flow deviation along a nonminimum derivative path is proportional to the difference between its length and that of the shortest path (according to the first derivative of the delay function). If such a decrease would result in a negative flow, then the flow along that path is set to zero (hence, the projection to the set of feasible flows).

We have seen that the problem of static network routing can be formulated as a conceptually straightforward optimization problem that admits well-known solutions in nonlinear programming. What sets optimum routing in communication networks apart from other multicost diof low problems arising in operations research is the fact that the optimization is carried out in real time, and often, in distributed fashion, where each node makes its own routing decisions based on local information. The review of centralized routing has revealed that the shortest path problem plays a central role in solving for the optimum routing regardless of whether the link congestion measures depend on the link flow or not. Hence, we will start the exposition of distributed routing algorithms by discussing the distributed version of the Bellman-Ford shortest path algorithm.

The Bellman-Ford updating equation in (2.1) suggests that the algorithm is suited for decentralized operation because each node can update its own estimate of distance to the destination (cost-to-go) provided it receives from its neighbors their own estimates [appearing on the right-hand side of (2.1)]. The feature that makes the study of the distributed Bellman-Ford algorithm interesting is that it can run completely asynchronously, in the sense that the updating and communication times need not be coordinated and convergence can be guaranteed by simply assuming that updating and communication between nodes never cease, without any requirements whatsoever on the rate of communication. The proof of convergence is a nice illustration of the analysis of decentralized algorithms where the processors are allowed to perform their computations and to communicate the corresponding results completely independently of one another [5], [6]. The idea is to show that the estimates computed in the distributed asynchronous algorithm are always sandwiched by the estimates computed by the centralized version of the algorithm when started at two different initial conditions, and that both centralized estimates converge to the true distances to the destination node.

Those centralized estimates are denoted by \(D(x) = (D_1(x), \ldots, D_J(x))\) and \(D_x = (D_1(x), \ldots, D_J(x))\), and are the result of the centralized Bellman-Ford iteration (2.1) when it is started with initial conditions \(D_0 = (\infty, \ldots, \infty, 0)\) and \(D_{x0} = (0, \ldots, 0)\), respectively. (The destination node is assumed to be the \(N\)th node.) Define the operator \(B\) [see (2.1)]

\[
B[D] = \min_{j \in N} \{D_j + d_j\}
\]

if \(1 \leq i < N\), and \(B[0] = D_0(0)\). This operator is monotone in the sense that if \(D \leq D^*\) (i.e., if \(D(i) \leq D^*(i), 1 \leq i \leq N\)), then

\[
B[D] \leq B[D^*].
\]

The monotonicity of \(B\) implies that

\[
D_k \leq D_{k+1} \leq D_{k+1} \leq D_k
\]
and, moreover, it is easy to show that for sufficiently large $k$

$$D_k = \hat{D}_{N-1} = D_k$$

(2.9)

which is the vector of distances from each node to destination as we saw in the discussion of the centralized algorithm.

In the asynchronous distributed version of the algorithm, it is assumed that each node $i$ keeps at time $t \geq 0$ an estimate of its distance to destination $A_i(t)$, and an estimate of the distance from each of its neighbors $j \in N(i)$ to destination $A_j(t)$, which is simply the latest estimate received from node $j$. In view of (2.8) and (2.9), convergence of the algorithm will follow if we show that for every index $k$, there exists a time $t_k$ $> 0$ such that for all $t \geq t_k$

$$D_k \leq A_i \leq D_k$$

(2.10)

and for $i = 1, \ldots, N-1$

$$D_k(j) \leq A^*_j(j) \leq \hat{D}_k(j) \quad j \in N(i).$$

(2.11)

This is shown by induction. If $k = 0$, then (2.10) and (2.11) hold as long as the initial estimates of the decentralized algorithm are nonnegative. Assuming that the induction hypothesis is true for $k$, the monotonicity of $\hat{D}_k$ implies that if $t \geq t_k$, then

$$D_{k+1}(i) = B_i(D_k) \leq B_i(A^*_k) \leq B_i(D_k) = D_{k+1}(i).$$

(2.12)

But $A_i(i)$ is a piecewise constant function of time which only jumps at the updating times of node $i$, at which times it takes the value

$$A_i(i) = B_i(A^*_k).$$

Therefore, we can write

$$D_{k+1}(i) \leq A_i(i) \leq D_{k+1}(i) \quad \text{for } t \geq t_k(i)$$

(2.13)

where $t_k(i)$ is the smallest updating time of node $i$ which is greater than $t_k$. Moreover, if we wait long enough after max $t_k(i)$, not only all the nodes will have carried out their first updates after $t_k$, but the result of those computations will have been communicated to their neighbors because of the assumption that updating and communication occur infinitely often. Hence, there exists $t_{k+1} \geq$ max $t_k(i)$ such that for all $t \geq t_{k+1}$, and for all $i$ and $j$

$$A^*_j(j) = A_j(j)$$

for some $s \geq t_k(j)$ (which depends on $t$, $i$, and $j$). Thus, it follows from (2.13) that

$$D_{k+1}(j) \leq A^*_j(j) \leq \hat{D}_{k+1}(j) \quad j \in N(i) \quad i = 1, \ldots, N-1$$

completing the induction proof and, therefore, the proof of convergence of the distributed asynchronous Bellman–Ford algorithm.

When the link delays depend on the traffic flows, it is also possible to obtain the optimal routing that solves (2.2) in a distributed asynchronous fashion. Gradient projection algorithms are better suited for this task than the flow deviation method because in the latter method a higher degree of synchronization is required in order for the nodes to use the same step size at each iteration. In the distributed asynchronous implementation of gradient projection optimum routing algorithms, each node broadcasts from time to time the values of its outgoing flows to its upstream neighbors, who in turn pass that information on to their upstream neighbors. In this way, the source keeps estimates at all times of the link flows and can carry out the gradient projection iteration autonomously based on those estimates. The first algorithm based on this idea was due to Gallager [16], who posed an alternative formulation to (2.2), where the unknowns are the fractions of flow routed to each outgoing link at each node, rather than the path flows. Tsitsiklis and Bertsekas [42] showed the convergence of the distributed asynchronous implementation of gradient projection optimal routing algorithms provided the time between consecutive broadcasts is small enough relative to the speed at which the flows generated by the algorithm change. The approach for showing the stability of this algorithm is very different from the proof of convergence of the distributed Bellman–Ford algorithm where the monotonicity of the dynamic programming mapping implied that the estimates are closer and closer to the solution regardless of the actual sequence of communication and computation times. The idea here is that if the step size of the algorithm is small enough, then the flows change so slowly with respect to the periods between communication times that their evolution is very close to that of the centralized algorithm which uses the unique, true value of each link flow.

B. Dynamic Routing

As mentioned earlier, there are two fundamentally different philosophies to network routing: either viewing it as a ‘‘flow’’ problem in which the traffic of messages is modeled as a ‘‘macro’’-commodity entering the network as a single entity (static or quasi-static routing), or as an individualized-message path-finding problem in which the traffic is broken down to its constituent elementary units (dynamic routing)—a dichotomy akin to that of statistical/quantum mechanics in physics. Whereas the first approach leads to optimization problems where time plays no role, the essential ingredient of the second approach is the randomness of the time-evolution of the buffers in the network, thus placing dynamic routing within the sphere of stochastic control.

The most elementary instance of dynamic routing is the simple queuing system shown in Fig. 4 which models a node with one incoming link and two outgoing links. It simplifies considerably the dynamics of the message arrival process and of the service time characteristics and ignores processing delay. Thus, the arrival instants of messages over the incoming link are assumed to constitute a Poisson process of constant rate $\lambda$. Upon arrival each message is put in the buffer of one of the two outgoing links. This action represents the ‘‘control.’’ The buffers are assumed to have unlimited (infinite) capacity and the message lengths are assumed to be random with exponential distribution (an obvious additional simplification) with parameter $\mu$. The two outgoing links have equal capacity of $C$ bits/s. Thus, each link is modeled as a queuing system with exponential service time distribution with parameter $\mu C$. It is desired to characterize the optimal control policy that minimizes the average total delay per message based on the observations of the ‘‘state’’ of the system, namely the number of messages $q_1$ and $q_2$ in the two buffers. The model, of course, assumes that the head-of-the-line message is dropped from the buffer as soon as the transmission of its last bit is completed.

This model, despite its simplicity, proved to be rather difficult to analyze. For details, see [10]; it is not important to repeat them here. It should suffice to state that the main result, which simply requires that upon arrival a message should join the shortest queue (with arbitrary decision in case the two queues have equal numbers of messages), was hardly surprising. Yet an intricate
argument on the dynamic programming equation (DPE) was needed and there were some counter-intuitive side-results including the relaxation of the Poisson assumption on the arrivals, and the fact that in the incomplete state information case, the certainty-equivalence control (i.e., send the message to the expected shortest queue) need not be optimum unless both queues have the same number of customers initially.

The optimality of the send-to-shortest-queue (SS) policy in the complete state information case can be proved in a rather strong sense. At all times, the sum \( q_1 + q_2 \) and maximum \( \max \{q_1, q_2\} \) of the number of messages in the buffers are stochastically i-mom minimizing by the SS policy in the sense of the partial order between random variables according to which the random variable \( X \) is stochastically smaller than \( Y \) if \( P[X \leq a] \geq P[Y \leq a] \) for all \( a \). The proof of optimality can be obtained by the method of forward induction [53], whereby the desired stochastic ordering between the queue sizes under the optimum and an arbitrary policy is shown to be preserved at each transition.

The problem formulation of [10] is one of many related ones (see [8], [9], [22], [24], [33], [38], [54], [55]) which are slightly more complicated but share some fundamental characteristics which, in fact, extend beyond the confinements of the routing problem into the areas of priority assignment, resource allocation, and flow control. They are all Markovian decision process (MDP) problems. In the sequel we will describe a fairly general MDP that includes the dynamic routing problem as a special case. In fact, it includes almost all of the queueing control problems that have been studied in connection with communication network issues. We will then outline the solution methodologies that have been used. These include basically: 1) the derivation of optimality conditions from the DPE associated with the corresponding MDP; 2) the use of sample path stochastic dominance arguments, and finally; 3) the reformulation of the MDP as a linear program. We should emphasize, lest the reader be unduly encouraged, that the problems in this area are sufficiently complex, so that only modest results can be generally obtained despite involved arguments and nontrivial machinery. Typically, these results characterize some structural properties of the optimal policy. However, knowledge of such structure is often sufficient to permit close approximation of the actual optimal policy by well-founded heuristics.

Let us recall briefly what an MDP is (for details, see [30]). We need a state description of the process to be controlled. Let \( S \) be the state space. When in state \( s \in S \), a set \( A_s \) of admissible control actions is specified. When action \( a \in A_s \) is applied, there is a transition from state \( s \) to \( s' \) that is governed by the probability distribution \( p(s'|s, a) \), and which occurs after a random time \( \tau \) which is exponentially distributed with distribution denoted by \( t(r|s, a, s') \). Clearly, \( p \) and \( t \) together describe the stochastic dynamics of the process to be controlled. Finally, each transition is accompanied by a cost penalty that we denote by \( c(t, s, a, s') \).

The dynamic routing problem we considered before fits in this formulation easily. In that case, the state space is \( S = \{0, 1, 2, 3, \ldots \} \). An element \( s = (q_1, q_2) \in S \) is simply the pair of values of the respective queue sizes. The set of actions \( A_s \) is the same for any state and consists of \( a_1 \) and \( a_2 \) where \( a_1 \) is the action that assigns an arriving message to the buffer of link \( 1 \). The distribution \( p \) is of trivial form, in that the transitions are deterministic. Assignment of an arrival to queue \( i \) augments \( q_i \) by one. Note, now, that in addition to the arrival instants, the departure (or service completion) instants are important because they induce state transitions as well. A departure from queue \( i \) reduces \( q_i \) by one. When a departure occurs there is no meaningful control action that can be applied in this particular problem. The exponential distribution \( t \) corresponds to times between arrivals and/or departures. Finally, the cost rate \( c \) must reflect the delay. By Little’s result in queueing theory, we know that the average delay is proportional to the average number of customers in the queue. Thus, \( c(t, s, a, s') \) can be taken to be simply equal to \( (q_1 + q_2) \). This MDP formulation can be extended to encompass more complicated queueing control problems.

Let us return now to the general MDP. We need to specify the notion of a control policy and the optimization criterion. Let us denote by \( \xi_1, \xi_2, \ldots \), the state transitions that occur at instants \( t_1, t_2, \ldots \). A policy \( \pi \) is a sequence of decision rules \( \pi_1, \pi_2, \ldots \), where \( \pi \) determines the choice of action at the transition time \( t_n \). It can be viewed as a conditional distribution on the set of actions parametrized by the past history of the process.

The optimization criterion that corresponds to the practical case of expected total delay is the long-run average expected cost; namely, if we denote by \( V(\pi, i, t) \) the expected cost incurred under policy \( \pi \), with initial state \( i \), until time \( t \) we consider as the optimization criterion the value function

\[
V(\pi, i, t) = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau V(\pi, i, t) dt.
\]

For technical reasons, however, that are well known to optimization specialists, it is easier to establish optimality conditions if we consider, instead, the so-called \( \alpha \)-discounted cost, i.e.,

\[
V^\alpha(\pi, i) = \int_0^\infty e^{-\alpha t} dV(\pi, i, t).
\]

The latter converges to the former as \( \alpha \to 1 \) under a variety of stationarity conditions. For technical reasons that will become apparent in the sequel, we will also consider the finite-horizon costs. These are defined in a similar fashion except that we let time extend only to \( t_n \), the instant of the \( r \)th transition. If we denote by \( V^\alpha(r) \) and \( V^\alpha(i) \) (and also \( V^\alpha_s(i), V^\alpha_s(i) \) for the finite horizon cases) the values of these cost functions when \( \pi \) is chosen optimally, we are led to the following DPE:

\[
V^\alpha(i) = \inf_{a \in A_i} \sum_{i'} \{ c(i, a, i') + \beta(i, a, i') V^\alpha(i') \} p(i'|i, a)
\]

or

\[
V^\alpha_s(i) = \inf_{a \in A_i} \sum_{i'} \{ c(i, a, i') + \beta(i, a, i') V^\alpha(i') \} p(i'|i, a)
\]

where

\[
\beta(s, a, s') = \int_0^\infty e^{-\alpha t} d(\tau|s, a, s')
\]

and

\[
c(s, a, s') = \int_0^\infty c(\tau, s, a, s') d(\tau|s, a, s')
\]

are the discount factor and cost values per transition, respectively.

The DPE is of fundamental importance in the study of MDP's because the value function \( V^\alpha \) has the usually convenient properties of convexity, supermodularity, and other forms of monotonicity that lead readily to sufficient conditions for optimality. The difficulty with the analysis of the DPE is that the optimality conditions are heavily problem-dependent and often lead to explosively large numbers of cases to be verified separately. This is especially true for MDP's that arise from queueing models. For this reason, and because of additional difficulties that arise when the state is on the boundaries (see [22]), it became evident that alternative methods of solution were needed.

---

2 A slight modification of the model of transitions, called uniformization, is useful in that it introduces dummy transitions from a state into itself; thus, some situations which introduce nonessential complications can be handled without departure from this discrete transition time formulation.
One alternative method that has received attention recently and which produced successful results in problems of queueing control (akin to the routing problem) is a probabilistic method called sample-path or stochastic dominance. This method bypasses completely dealing with the value function. Instead, it focuses directly on seeking the optimal policy. Let $G$ be the class of admissible policies. If we suspect that the optimal policy $\pi$ has a property $p$, then we can proceed as follows in order to prove that it actually does have that property. Let $S$ be a subset of $G$, to which we know the optimal policy belongs. We consider a subset of policies $S_\pi \subset S$, all elements of which have the property $p$. For every $\pi \in S_\pi$, we attempt to construct a policy $\tilde{\pi}$ which outperforms $\pi$. If we succeed, we must conclude that the optimal policy belongs to $S_\pi$. In constructing $\tilde{\pi}$ we often need to engage in a careful reorganization of the underlying probability space in order to align the sample paths properly, so that the comparison of the two policies can be made for every sample path. This procedure is full of risks and extreme care is required to avoid faulty arguments. Note, also, that to apply this method usefully, we must have “guessed” the properties of the optimal policy correctly. Thus, at best, it is a method to verify the validity of our conclusions, rather than a method that leads us to the right conclusions.

Successful use of the stochastic dominance approach was made in [52] and [50] where a problem that is dual to the problem of dynamic routing was studied. Specifically, in a two-server queueing system in which the two servers have unequal service rates, we wish to determine whether and when the slower server needs to be activated if we are interested in minimizing the usual total expected delay function. That the optimal policy has a threshold form (namely that the slower server must be activated when the queue size exceeds a crucial value) was proven in [29] via the DPE method. However, the alternative proof via the arguments of stochastic dominance was much simpler and led to a generalization of the result to cases of nonexponential arrivals and/or service, that could not have been easily accomplished by means of the DPE method.

Another successful use of the stochastic dominance method has been noted in [2]. In this case the problem of optimally choosing which customer to serve next in a single queueing system was considered under the constraint that each customer must begin for terminals service by an individually assigned random deadline or else it is dropped from the system. The cost criterion is then to minimize the expected number of lost customers. It was proven that scheduling the customer with shortest time to extinction minimizes this cost.

Although these problems differ from routing, the model structures are quite similar, and it has been observed that, usually, queueing control problems with such structural similarities can be studied equally successfully.

The third method, which was first used in [38] in the study of a specific queueing control problem, and which has been broadly extended recently in [51], is the linear programming approach. Almost any queueing control problem that can be formulated as a MDP (therefore the problem of dynamic routing, as well) can be converted to an equivalent linear program (LP). The advantages of this conversion are that it is problem-independent and it leads occasionally to successful study of semi-Markov decision problems as well. Furthermore, it facilitates considerably the characterization of optimal solution properties. Here is how this equivalence can be demonstrated.

Let us concentrate on an MDP under a finite-horizon, discounted cost formulation. We shall consider a queueing model with state dynamics given by

$$x_{k+1} = x_k + z_{k+1} + \xi_{k+1} + 1.$$  

The reason that we cannot work directly with infinite horizons is the possibility of so-called duality gaps in linear programming theory with infinite-dimensional variables.

Here, $x_k$ denotes the state at $t_k$ (the instant of the $k$th transition), $\xi_k$ represents that transition, and $z_k$ represents the control action at that transition. The transition $\xi_k$ can represent an arrival or a departure as an increment of the state. The control $z_k$ is conveniently defined to enable $z_k = 1$ or disable $z_k = 0$ a transition. For example, in the routing model discussed at the beginning of the section, the state is equal to a two-dimensional vector of queue sizes, and the transition corresponding to sending an arriving message to the first queue would be represented by $\xi_k = [1 0]^T$. Indeed, a variety of queueing control problems (in fact, the vast majority of those that have been considered in connection with communication network problems) can be so represented.

Note that the crucial aspect of this state equation is the linear dependence on the controls. Note also that usually the cost function is linear in the state (since the usual cost criterion is the expected delay which is coupled to the queue sizes, and hence the state, by Little’s result). Consequently, the cost is linear in the controls. The minimization of the cost over the set of control trajectories is constrained since the state equation must be satisfied and the state must always belong to an admissible set (typically, a set of vectors with integer-valued coordinates belonging to given ranges). Thus, the constraints are also linear in the controls, and the problem is easily formulated as an LP. There are, however, two points that require attention. First, the controls are integer-valued, i.e., $z_k \in \{0, 1\}$. Second, in the MDP the vectors $\xi_k$ are random and depend on past history.

The first problem is taken care of by construction or by use of a property of the constraint matrix of the linear program, called unimodularity. The construction method involves using a noninteger optimum control whose quantized version satisfies the MDP optimality conditions (see [38], [51] for details). The use of unimodularity involves a well-known result in the theory of integer linear programming (e.g., [34]): if the constraint matrix of an LP is integer-valued and totally unimodular (i.e., each of its sub-determinants is $+1$, $-1$, or 0), then all the vertices of the feasible polytope are integer-valued. Therefore, no further restrictions are needed to guarantee that the solution of a conventional LP will result in the integer-valued optimal control. Fortunately, in many queueing problems of interest (including the dynamic routing problem), the constraint matrix is indeed totally unimodular.

The second problem is easily taken care of by thinking of the $z_k$’s as functions from the sample space $\Omega$ to the action space. Thus, the cost criterion can be written as a functional on the underlying probability space.

Let $z_k(\omega)$ represent the control action at the $k$th transition, where $\omega$ denotes the random “history” until the $k$th transition. We have

$$x_{k+1}(\omega_{k+1}) = x_k(\omega_k) + z_{k+1}(\omega_{k+1}) + \xi_{k+1}(\omega_{k+1}).$$

Let $S$ and $Z$ be the set of admissible states and controls, respectively. The $\beta$-discounted, $n$-step, expected cost under policy $\pi$ and initial condition $x$ is given by

$$J_\pi^n(x, z) = E_x \sum_{k=0}^{n-1} \beta^k L(z_k)$$

where

$$L(z_k) = c^T x_k + d^T z_k$$

($c$ and $d$ denote constant column vectors). This is a cost function that is adequately general. For example, in a pure resource allocation problem without blocking or rejection of messages we have $d = 0$, while in pure blocking problems we take $c = 0$. The state equation, after repeated iterations, yields

$$x_k(\omega_k) = x + \sum_{j=1}^{k} z_j(\omega_k)\xi_j(\omega_k), \quad k > 0.$$
Therefore,

\[
J^p_n(x, z) = E_x \sum_{k=0}^{n-1} \beta^k \left( c^T x + c^T \sum_{j=1}^{k} z_j \xi_j + d^T z_k \right)
\]

\[
= \frac{1 - \beta^n}{1 - \beta} c^T x + E_x \sum_{k=1}^{n} \beta^k \left( \sum_{j=1}^{k} c^T z_j \xi_j + d^T z_k \right).
\]

But

\[E_x(z_k) = \sum_{\omega_k} z_k(\omega_k) Pr(\omega_k).\]

Hence

\[
J^p_n(x, z) = \frac{1 - \beta^n}{1 - \beta} c^T x + \sum_{k=1}^{n} \sum_{\omega_k} \gamma_k(\omega_k) z_k(\omega_k)
\]

where \(\gamma_k(\omega_k)\) is a known function that depends on \(Pr(\omega_k), c, \xi_k\), and \(\beta^k\). Consequently, the MDP is equivalent to

\[
\min \sum_{k=1}^{n} \sum_{\omega_k} \gamma_k(\omega_k) z_k(\omega_k)
\]

subject to

\[
(x + \sum_{j=1}^{k} z_j(\omega_j) \xi_j(\omega_j)) \in S
\]

which is a conventional LP where the initial condition plays the role of a parameter, the sensitivity with respect to which can be studied by the well-developed theory of sensitivity analysis of linear programming [15].

In conclusion, we see that the MDP is converted to an equivalent LP under very mild conditions that are usually satisfied by dynamic routing and other queuing control problems. Thus, a third alternative methodology becomes generally available for the study of these problems. Whether to choose from the arsenal the DPE approach, or the LP method, or stochastic dominance tools, depends on the problem and on the, as yet undeveloped, intuition that the investigator should possess.

III. MULTIPLE-ACCESS COMMUNICATIONS

The communication networks considered in the discussion of routing problems in Section II consist typically of a set of nodes connected by point-to-point communication links. Each of these links viewed in isolation can be modeled as a classical communication channel with one sender and one receiver. In this section, we consider multipoint-to-point communication links where several transmitters share a common channel. Multiple-access channels are the basic building blocks of radio networks, satellite communication, and local area networks, and during the last 15 years have attracted the attention of many communication, information, and control theorists.

There is a wide variety of strategies to divide the "resources" of a communication channel among several geographically dispersed transmitters. The simplest methods are those that assign a permanent independent sub-channel to each transmitter (e.g., in frequency division multiple access and time division multiple access); these strategies are easy to analyze and are widely used in practice in situations where the users need to transmit at fairly steady rates. If the transmitters are bursty (i.e., the radio of peak-to-average rate at which the need to transmit is high) those static methods are inefficient since most of the time the channel is underutilized while demand (and induced delay) accumulates at busy terminal locations. Dynamic channel sharing strategies overcome this problem by allocating channel resources on an on-demand basis. Consistent with the overall spirit of this paper, our goal here is not to review this vast topic, but rather to demonstrate how control theory can play a useful role in its study. Here we wish to single out two multiple access strategies: random access and simultaneous transmission, which are broadly representative of dynamic channel sharing systems and in which control theoretic concepts have played a pivotal role.

In random access communication, the conceptual allocation model is addressed without an effort to exploit the signaling degrees of freedom and the micro-structure of the transmitted messages. For this purpose, a crude channel model is considered, that achieves this separation either of the "macro" from the "micro" problem. In simultaneous transmission systems, however, a more refined viewpoint is adopted, by taking the realities of the medium into account, modeling them, and exploiting them.

A. Random-Access

The object of interest here is the so-called collision channel model, in which messages (called packets) require one time unit (called slot) for transmission and are sent by a population of users who are synchronized so that their slots coincide at the receiver, but are otherwise uncoordinated and unaware of which and how many users have packets to transmit. If two or more packets are simultaneously transmitted, it is assumed that the receiver is unable to recover any of the messages, and they have to be retransmitted in a future slot. In the ALOHA algorithm, which was developed in the early 1970's [1] at the University of Hawaii and marked the beginning of the area of random-access communication, each packet that has been unsuccessfully transmitted before is transmitted with probability \(p\) in the next slot. New packets which have not attempted transmission before are transmitted with probability 1 or 0 depending on which version of the ALOHA algorithm is used. In our discussion, we will assume the latter choice.

Under these conditions, and assuming that the number of newly generated packets in each slot is a random variable (with mean \(\lambda\) independent from slot to slot, the number of packets awaiting transmission (called backlog) is a Markov chain taking values in \(\{0, 1, 2, \cdots\}\). The central problem is to investigate under what conditions the backlog Markov chain is ergodic, i.e., it is stable in the sense that it reaches a steady state in which the periods between the times when there are no packets to transmit are not too infrequent (they have finite expected value). The transition probabilities of the Markov chain are parametrized by the rate of arrival of new packets \(\lambda\) and the retransmission probability \(p\). Whereas \(\lambda\) is fixed and given, \(p\) is chosen by the transmitters. Hence, we are dealing with a fairly simple controlled Markov chain whose control space is the interval \((0, 1]\). In the original ALOHA algorithm, the control \(p\) remained constant and common to all transmitters regardless of the information acquired by listening to the channel, thereby resulting in the open-loop control of the Markov chain. Despite several "proofs" of the stability of ALOHA published during the 1970's, neither the actual system built in Hawaii nor the ideal Markov chain model were stable. The reason why the open-loop system is unstable can be easily understood by considering the backlog drift, \(d(n)\), which is defined as the expected increase in the backlog over the next slot when the current value of the backlog is equal to \(n\). It is easy to see that the backlog drift is given simply by the expected number of new packets per slot minus the expected number of successfully transmitted packets in the next slot, i.e.,

\[
d(n) = \lambda - [np(1 - p)^{n-1}].
\]

The drift quantifies the expected evolution of the Markov chain from each state, and therefore it is a valuable tool in analyzing the stability of the chain. For any \(p \in (0, 1]\) the term in brackets in
(3.1) goes to 0 as \( n \to \infty \), and hence, the drift is positive and close to \( \lambda \) for sufficiently large backlogs. This implies that when the backlog is large it tends to grow, thereby eliminating any hope for stability. Using standard results, this reasoning can be formalized straightforwardly to prove not only the instability of the open-loop system [11] for all values of \( \lambda \) and \( p \), but the fact that the backlog goes to infinity with probability one [25], [35], [40].

Fortunately, the system can be stabilized by closed-loop control. Let us examine first the case of complete-state information, i.e., each station is informed at the end of each slot of the current value of the backlog and chooses the retransmission probability on the basis of that information. As far as stability is concerned, the best choice of the retransmission probability \( p \) is the value that minimizes the drift because that results in the maximum possible arrival rate that guarantees stability (called the throughput). It follows from (3.1) that the optimum value of \( p \) is

\[
p^*(n) = \frac{1}{n}, \quad n = 1, 2, \cdots
\]

and the resulting drift is

\[
d^*(n) = \lambda - \left( 1 - \frac{1}{n} \right)^{n-1}
\]

which is negative for \( n > 1 \) when \( \lambda < e^{-1} \), and is positive for large backlogs when \( \lambda > e^{-1} \). Therefore, the throughput of the closed-loop system with complete state information is \( e^{-1} = 0.368 \). However, the relevance of complete state information feedback is rather limited in practice. This is because the instantaneous value of the backlog is available to each station only if there exists so large a degree of communication among the transmitters that much more efficient algorithms than ALOHA can be used.

The case of partial state information is the problem of interest in practice, since the only feedback available to each station is the outcome (collision, success, empty) of the transmission in each slot. The analysis of the controlled system with partial state information was pioneered by Hajek and Van Loon [20] who proposed a recursive updating law of the retransmission probabilities as a function of the channel outcomes. This feedback policy was shown in [21] to attain the throughput achievable with complete-state information, namely \( e^{-1} \). Those papers and subsequent works have referred to the problem as decentralized control of ALOHA, motivated by the fact that each station chooses the retransmission probability autonomously based on the channel feedback. However, it is useful to recognize that the problem boils down to (centralized) stochastic control with one decision maker and incomplete state information because all stations are constrained to use the same retransmission probabilities.

We will review here the proof of stability of the following certainty-equivalence closed-loop control:

\[
p(\hat{\eta}) = \frac{1}{\hat{\eta}}
\]

where \( \hat{\eta} \) is an estimate of the backlog updated according to

\[
\hat{\eta}_{k+1} = \max \{ \hat{\eta}_k + \alpha, \hat{\eta}_k + \beta \}
\]

\( \hat{\eta}_k \) is idle

\( \hat{\eta}_k + \beta \) kth slot is idle

kth slot is success or collision.

The throughput attainable with this feedback law depends on the constants \( \alpha < 0 \) and \( \beta > 0 \). As we will see, there exists a set of choices for those constants that results in throughput equal to \( e^{-1} \).

Unlike the case of complete-state information, the proof of stability is not straightforward because now it is the two-dimensional process formed by the backlog and its estimate \( \{(n, n, \hat{\eta}_k)\} \) (rather than the backlog itself) which is a Markov process. According to (3.4) and (3.5) the drift of this Markov process is given by

\[
E[(\hat{\eta}_{k+1} - \hat{\eta}_k)(\hat{\eta}_k, \hat{\eta}_k) = (n, s)]
\]

\[
= \lambda \left( 1 - \frac{1}{n} \right)^{n-1}, \quad \beta + (\max \{ \alpha, 1-n-s - \beta \} \left( 1 - \frac{1}{n} \right)^{n-1}
\]

which is negative for all \( n > 1 \), which is the result we wanted to prove.

Contrary to what we saw in the case when the state is known, it is not true that the backlog drift is negative for sufficiently large backlogs. As we can see in Fig. 5, the estimate is far from the true value, then the backlog may actually tend to increase.

However, at every point in the state space the tendency of the process is to approach the diagonal where the estimate is equal to the true value of the backlog. Furthermore, as Fig. 5 or the analysis of the perfect-state information case shows, the drift along the diagonal is negative. Such a behavior is a strong indication of the stability of the controlled Markov process.

This can be proved using a powerful sufficient condition found by Mikhailov [31] for the stability of a Markov process taking values in \( \mathbb{R}^+ \times \mathbb{R}^+ \). In essence, Mikhailov's condition states that it is enough to restrict attention to those points of the state space where either the backlog or its estimate are large and at which the drift is radial, i.e.,

\[
d(n, s) \quad c(n, s) = \frac{n}{s}
\]

then, it is sufficient for stability that the drift point towards the origin at those states. To see that this condition is indeed satisfied for our system, we compute first the asymptotic drifts along the radius \( \{(n, n); n/s = \psi \} \) for \( \psi \in [0, \infty) \)

\[
d(\psi) = \lim_{s \to \infty} d(\psi, s) = \psi - \psi e^{-\psi}
\]

\[
c(\psi) = \lim_{s \to \infty} c(\psi, s) = \beta + (\alpha - \beta) e^{-\psi}
\]

It can be checked using (3.7) that if the constants \( \alpha \) and \( \beta \) in (3.5) are chosen such that \( \beta > 0.23 \lambda \) and \( \lambda - e^{-1} = \beta + (\alpha - \beta) e^{-1} \), then the drift is radial only at \( \psi = 1 \) (cf. Fig. 5), where it points towards the origin as long as \( d(1) = \lambda - e^{-1} < 0 \).

Mikhailov's sufficient condition can be justified constructing a
stochastic Lyapunov function to prove the stability of a Markov process \( \{ X_t \} \) with state space \( \mathbb{R}^+ \times \mathbb{R}^+ \). To that end, it is advantageous to switch to polar coordinates \((r, \phi)\) and to define the radial drift \( \delta(r, \phi) \) as the projection of the drift along the direction of the point \((r, \phi)\) and the tangential drift \( \mu(r, \phi) \) as the projection of the drift along the direction perpendicular to \((r, \phi)\). Denote the asymptotic drifts \( \delta(\phi) = \lim_{r \to \infty} \delta(r, \phi) \) and \( \mu(\phi) = \lim_{r \to \infty} \mu(r, \phi) \) and define the function
\[
V(r, \phi) = r \Phi(\phi)
\]
where
\[
\Phi(\phi) = \exp \left( -C \int_0^\phi \mu(v) \, dv \right) \quad \phi \in \left[ 0, \frac{\pi}{2} \right].
\]
Note that \( V(r, \phi) \) is a candidate Lyapunov function because it is positive outside the origin and \( V(r, \phi) \to \infty \) as \( r \to \infty \). Furthermore, it can be shown [31] that the asymptotic drift of the candidate Lyapunov function is equal to
\[
\lim_{r \to \infty} E[V(X_{t+1}) - V(x)] = \Phi(\phi) [\delta(\phi) - C\mu^2(\phi)].
\]
(3.8)
Now, under Mikhailov’s condition, the asymptotic drifts are assumed continuous on \([0, \frac{\pi}{2}]\) and \( \delta(\phi) < \epsilon \) for any phase such that \( \mu(\phi) = 0 \) (i.e., whenever the drift is radial it points towards the origin), therefore, the constant \( C \) can be chosen large enough so that the left side of (3.8) is upper bounded by a negative constant. This implies that \( V(r, \phi) \) is indeed a stochastic Lyapunov function and therefore standard results on the stability of stochastic systems [27], [45] can be applied to show the stability of the system.4

In some multiaccess environments, the receiver can indeed demodulate reliably one or more packets even in the presence of other interfering packets and the collision channel model no longer applies to those cases. The results reviewed in this section can be generalized to a general channel with multipacket reception capability, to show that: 1) the throughput of open-loop ALOHA is equal to the limit of the expected number of successfully received packets per slot as the backlog goes to infinity [17]; and 2) the throughput of closed-loop ALOHA (with either complete or partial state information) is equal to the maximum of \( \psi \) of the expected number of successfully received packets per slot when the number of attempted transmissions is a Poisson random variable with mean \( \psi \) [18].

Returning to the case of the collision channel, the next natural step is to drop the main restriction in the ALOHA algorithm, namely, that all stations use the same retransmission probability. This is done in a class of random-access algorithms referred to as collision resolution algorithms which are characterized by the fact that not only are all blocked packets eventually retransmitted successfully, but all users eventually become aware that these packets have been successfully retransmitted. Contrary to the ALOHA algorithm, the decision whether or not to transmit a packet takes into account the previous history of attempted retransmissions of that particular packet. The introduction of this new dimension into the problem renders Markov chain tools considerably less useful than in the foregoing analysis and converts it into a very difficult decentralized stochastic control problem, for which the optimum throughput remains unknown5 despite many efforts.

---

4 Another choice of stochastic Lyapunov function for the specific case of decentralized control of ALOHA can be found in [43].

5 The best known algorithm has been shown to achieve a throughput of 0.488 using Howard’s policy iteration for sequential infinite-horizon problems [32] or by reduction to a simple optimization problem [48]. On the other hand, it is known that the optimum throughput is upper bounded by 0.568 [44].

B. Simultaneous Transmission

In contrast to random-access communication systems, in simultaneous transmission multiple-access systems, the transmitters send their messages simultaneously, independently, and without monitoring the channel in any way. The most common type of simultaneous transmission system is code-division multiplexing, where each user modulates a preassigned signature waveform known by the receiver.

Specifically, we will assume that in order to send the message \( \{ b_k(i) \in A \}_{i=0}^{M-M-1} \) (i.e., a string of \( M \) symbols drawn from a finite set \( A \)), the \( k \)th user transmits
\[
\sum_{i=0}^{M-1} b_k(i)s_k(t-iT)
\]
where \( s_k(t), 0 \le t \le T \) is the waveform assigned to the \( k \)th user, and \( T \) is the symbol period. Then the demodulator receives the sum of the signals transmitted by the \( K \) active users embedded in noise
\[
r(t) = \sum_{k=1}^{K} \sum_{i=0}^{M-1} b_k(i)s_k(t-iT-\tau_k) + n(t)
\]
(3.8)
where the offsets \( \tau_k \), \( 0 \le \tau_k \) \( \le \tau_k \in [0, T] \) model the fact that the users do not synchronize their transmissions. Then the task of the receiver is to recover the transmitted information strings \( \{ b_k(i) \}_{i=0}^{M-1} \). Following [47] we will show how to obtain an optimum multiuser demodulator via dynamic programming. First, denote the \( MK \)-vector
\[
d = \{ d_{k,i} \} = b_k(i), \quad k = 1, \ldots, K, \quad i = 0, \ldots, M-1
\]
and the multiuser signal in (3.8)
\[
S(t, d) = \sum_{k=1}^{K} \sum_{i=0}^{M-1} b_k(i)s_k(t-iT-\tau_k) = \sum_{i=0}^{MK} d_i z_i(t)
\]
(3.9)
where \( z_k+iT = s_k(t-iT-\tau_k) \).
A reasonable criterion for demodulating the information carried in \( S(t, d) \) upon observation of \( r(t) \) is to select the \( MK \)-vector \( d \) that best explains the received waveform in the sense of minimizing the energy of the corresponding noise realization, i.e.,
\[
\min_{d \in A^{MK}} \| S(t, d) - r(t) \|^2.
\]
(3.10)
If the noise \( n(t) \) is white and Gaussian, then this criterion results in maximum likelihood decisions. Equivalently, the objective is to find the vector that solves
\[
\max_{d \in A^{MK}} \Omega(d)
\]
(3.11)
where
\[
\Omega(d) = 2 \int_{-\infty}^{\infty} S(t, d)r(t) \, dt - \int_{-\infty}^{\infty} S^2(t, d) \, dt.
\]
(3.12)
where $g_k(m) = R(k + K, k + m)$. Putting together (3.12), (3.13), and (3.16) we see that we can express $\Omega(d)$ as a sum of $MK$ terms, each of which depends on $K$ components of $d$ and such that consecutive terms depend on the same components but one. Specifically, we can write

$$\Omega(d) = \sum_{j=1}^{MK} \lambda_j(x_j, d_j)$$  \hspace{1cm} (3.17)

where

$$\lambda_j(x, u) = u[2x_j + uw_{v(j)} - 2x^T g_{x(j)}]$$  \hspace{1cm} (3.18)

and $x_j$ is the state of a shift-register $K-1$ dimensional system

$$x^T = [x_j(1), \cdots, x_j(K-1)] = [x_j(2), \cdots, x_j(K-1), d_j];$$

$$x_0 = 0. \hspace{1cm} (3.19)$$

It is now apparent that the solution to (3.11) entails solving a finite-horizon deterministic optimal control problem with additive costs per stage for the linear system in (3.19), and with a finite admissible control set $A$. Therefore, optimum multiuser demodulation is equivalent to a shortest path problem in an $M$-stage layered directed graph, where at each stage there are $A^{K-1}$ states. This optimization problem can be solved by dynamic programming (e.g., [7]) in backward or forward fashion. In practice, it is necessary to demodulate the transmitted symbols in real-time, and since $M$ is usually a very large integer, it is not feasible to wait until all the observables $\{y(j)\}_{j=1}^{MK}$ have been obtained before starting to make decisions. Therefore, a suboptimum version of the forward dynamic programming algorithm is adopted in practice whereby each decision is based on the paths corresponding to the cost-to-arrive function computed a fixed number of steps ahead. This real-time version of forward dynamic programming is known in communication theory as the Viterbi algorithm [12], and was originally devised (without resorting to the dynamic programming framework) for decoding convolutional codes. The maximum-likelihood criterion used in (3.10) is not the only possible optimality criterion. For example, if the objective is to minimize the probability of error for each user, then the multiuser demodulator uses a backward-forward dynamic programming algorithm [49] whereby optimum decisions are based on the independent computation of a cost-to-go and a cost-to-arrive function.

**IV. OTHER PROBLEM AREAS**

Routing and multiple access are not the only problem areas in the field of communication networks which control theory can help formulate, study, and solve. We have deliberately chosen to confine our attention to these two areas in order to get across in a concise manner our belief that the field of communication networks offers a rich selection of applications for control theory. We would feel remiss, however, if we did not even make an attempt to provide a taste of some of the numerous other design and operation issues that, again, bring forth control systems concepts and techniques. For this purpose, and with a conscious effort not to expand in depth but only to describe, we will mention two areas from point-to-point networks and one from radio networks. The first two concern flow control and integrated switching, respectively, while the third concerns the problem of scheduling transmission in multipath networks. Unlike the cases of routing and multiple access, these areas have not yet fully benefited from the use of control theoretic approaches although such approaches would be very well suited to them indeed.
A. Flow Control

A stark reality in the design of networks is that despite the reduction of the cost of memory, storage at each node is going to be finite. Coupled with another reality, namely that data transmissions on the whole continue to be bursty, it implies that buffer overflow may occur and, along with it, congestion and deadlocks. Flow control is the name we use to describe the collection of measures taken to avoid buffer overflow and highly congested nodes in the network. Congestion and saturation are often the consequences of diverging, unstable behavior. Thus, it is of interest not only to optimize over possible flow control strategies, but to determine their robustness against disturbances or modeling inaccuracies that may lead to unstable behavior.

The control variables in flow control problems are admission (or blocking) probabilities for messages or sessions at the source node. In practice these are often implemented in terms of a bang-bang control strategy known as window flow control whereby input ports are allowed to continuously inject messages into the network at the full desired input rate until the number of unacknowledged messages exceeds the value of the “window size” $w$. A simple, yet unanswered question is, what should the value of $w$ be?

Previous efforts to use control theory tools to analyze optimal flow control problems include [28] and [46] where the optimality of window flow control is proved within the domain of a simplified model, and [39] where dynamic programming value iteration techniques are used to characterize optimal flow control performance. An alternative approach to the flow control problem is to subsume it into the static routing problem considered in Section II-A [19]: suppose that for every source–destination pair a fictitious direct link is added between them. We can then interpret the blocking action of a flow control procedure as a diversion of the blocked portion of the traffic through this fictitious link to the destination. Thus, we can consider that no traffic is blocked. Of course, in order to discourage the use of this fictitious link we must augment the overall delay cost function with a term that penalizes appropriately the use of this link.

B. Integrated Switching

A revolutionary development in the field of networks whose implementation is currently under way is the combination of the capabilities of what have been separately developed in the past and called voice networks and data networks. Voice is a commodity that must meet different requirements than data. For example, speech signals have inherent redundancy that make them quite robust with respect to occasional errors or deliberate compression. At the same time, except in applications of voice messaging, speech signals occur in the context of real-time conversations and, as such, must encounter short and, more importantly, constant delay. On the other hand, data must preserve their integrity and cannot tolerate errors; however, long and variable delays can be often tolerated.

How does one design a single network that can handle such dissimilar commodities with automated procedures? The natural course of events in the last decade or two was to attempt to force data on primarily voice networks or to let voice ride on what were mainly data networks. The literature is full of ideas for baseline integration that are mostly heuristic and difficult to analyze. An attempt to formulate the problem of integrated switching as an optimization problem was presented in [50]. In its simplest form the model is as follows: consider a single node in the network with a single outgoing link on which incoming voice calls and data packets must be multiplexed. Let $W$ be the bandwidth of the outgoing link. Let $F$ be the bandwidth required for the continuous, uninterrupted accommodation of a single voice call. Let,

![Fig. 7. Switching-type optimum policy for integrated switching.](image)

therefore, $N = W/V$ be the maximum number of calls that can be assigned dedicated circuits simultaneously if no data packets are transmitted. A voice call can either be accepted (and assigned the necessary bandwidth $V$) or blocked. Data packets can be stored in a buffer facility. If, at a given time, there are $i$ calls in the system, the data packets can be served at the full rate corresponding to the remaining bandwidth $W - IV$. Such a switching architecture represents what has been called the movable boundary idea in integration. A natural MDP can be simply formulated as follows: choose the control action of blocking or accepting a call upon arrival in order to minimize the weighted sum of the average data packet delay and the call-blocking probability. If we assume that both arrival streams (voice calls and data) are independent Poisson processes, that the call holding time is exponentially distributed, and that the message lengths are likewise exponential, we can apply the technique described in Section II of converting the MDP to an LP and show that the optimal policy has the useful switching-type form. Namely, if $i$ is the number of ongoing calls and $j$ the total number of data messages at the node, the optimal control action should be to block the call in region $B$ of the state space as shown in Fig. 7 and to accept it in region $A$.

C. Link Scheduling

Let us now turn our attention back to the radio network environment. In Section III the multiple access channel was considered and a number of difficult but interesting control problems were identified. Throughout that discussion, it was assumed that all terminals are within a single transmission hop from the destination. In many radio networks, however, this is not the case. Messages need to be relayed via intermediate nodes to their final destinations. Thus, the familiar problem of routing arises again, except that this time there is a new twist to it. In point-to-point networks, transmissions between different node pairs can take place simultaneously because there are dedicated, “hard-wired” links between the corresponding nodes. In a radio (or, more generally, in a multiaccess/broadcast) environment, if the nodes are densely connected, not all transmissions can take place simultaneously (unless separate dedicated channels or simultaneous transmission signaling techniques (Section III-B) are used). They must be scheduled in time to avoid the interference that would occur otherwise.

It becomes evident that the mere fact that the transmission among a group of nodes must take place one at a time raises the question whether the intended transmissions are routing-wise optimal any more. Several versions of this problem have been studied [3], [23], [36]. In every case and even if the routing problem is sidestepped, we are led to hard combinatorial optimization problems where questions of computational complexity and distributed implementation are of primary importance.

V. Conclusion

It should be clear by now that the theory of linear and nonlinear optimization, dynamic programming, stochastic control, stability

---

6 Note the implicit assumption of delayed feedback information from the destination to the source node.
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analysis, and distributed control have found interesting applications arising in the analysis and design of communication networks. Unlike other complex systems that have been successfully studied by control system theorists in the past (such as chemical plants, flexible aircraft, robot systems, etc.), communication networks stand out in that the commodity to be controlled is information (including its transmission, storage, processing, etc.). This feature can easily mislead and intimidates those who do not feel sufficiently inter-disciplinarian to tackle these problems. We hope that by having selected to present a few examples in which concrete, purely control-theoretic problems can be formulated and have been (or can be) studied successfully, we may encourage attention by the control community to this application area that is especially rich in new challenges.

As stated from the outset, we did not attempt to survey or completely cover the multiple control facets of communication networks. The collection in this paper merely represents an effort to illuminate a few selected problem areas and to show how control techniques apply to them.
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