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Abstract—Existing blind adaptive equalizers that use nonconvex cost functions and stochastic gradient descent suffer from lack of global convergence to an equalizer setup that removes sufficient ISI when an FIR equalizer is used. In this paper, we impose convexity on the cost function and anchoring of the equalizer away from the all-zero setup. We establish that there exists a globally convergent blind equalization strategy for 1-D pulse amplitude modulation (PAM) systems with bounded input data (discrete or continuous) even when the equalizer is truncated. The resulting cost function is a constrained $l_1$ norm of the joint impulse response of the channel and the equalizer. Our results apply to arbitrary linear channels (provided there are no unit circle zeros) and apply regardless of the initial ISI (that is whether the eye is initially open or closed). We also show a globally convergent stochastic gradient scheme based on an implementable approximation of the $l_1$ cost function.

I. INTRODUCTION

A. Statement of the Problem

A REAL, ZERO mean, stationary sequence is transformed by an unknown linear channel as shown in Fig. 1.

We assume that the sequence is drawn independently and identically from a symmetric distribution with finite support (discrete or continuous). We want to remove the intersymbol interference (ISI) caused by the channel by adapting a linear equalizer so that its coefficients converge to the inverse of the channel. This is the case for baseband pulse amplitude modulation (PAM) channels. In the context of blind equalization, we do not assume that an initial training sequence is sent. Solutions to the conventional equalization problem (where the input to the channel is known) are well known (see, for instance, [16]). So we assume that the receiver has access only to the channel output and the equalizer can only use this and the knowledge of the statistics of the input process.

The motivation for studying this problem is that in many communications and system identification problems the assumption of a training sequence that precedes the data is unrealistic. Examples include multi-point networks and fading channels. A discussion of such problems is found in [1]. However, as pointed out in [5], there is some interesting work on having a very low duty cycle training sequence inside the bitstream which shows promise in decision directed equalization in terrestrial digital radio systems operating in a fading environment. See also [6] where the term "probing sequences" is used.

Several comments are in order about the nature of the problem. First of all, if the input process is Gaussian it is well known [11] that we can only identify the magnitude spectrum of the channel. This is because a stationary Gaussian process is completely characterized by its power spectral density which depends only on the magnitude spectrum of the channel. Even if the process is non-Gaussian, if we only use the second order moments of the channel output we will not be able to identify the phase. This is sufficient if the channel is known to be minimum phase but many of the channels of interest such as telephone channels are known to be nonminimum phase. See [16] for other examples.

From the above discussion it is clear that we need to use the higher order statistics of the channel output in order to identify the phase. In fact methods exist in which the channel coefficients are obtained by solving systems of nonlinear equations that involve the higher order cumulants of the channel output [15]. Some recursive algorithms based on cumulants have also been reported and they are computationally intensive (see [19]). In this article we adopt a cost function based approach which is explained in the next section.

One final remark about what we can hope to achieve through a blind equalization algorithm. Due to the stationarity of the input distribution, we can equalize only up to an arbitrary delay. In addition, if the input distribution is symmetric a sign inversion may occur. These are due to the fact that the statistics of the input distribution are invariant with respect to delays and sign changes. In fact, as first suggested in [2], [3], an unknown gain is also acceptable. We can take care of this through automatic gain control. So we will focus on equalization algorithms that introduce an unknown delay and gain. We ignore noise throughout this article. This is justified because in many situations of interest in this article, the ISI.
caused by the channel is the main impairment. Moreover, globally convergent finitely parametrized blind equalization algorithms are not known even in the absence of noise (except in the case of minimum phase channels). Finally, like all linear equalization schemes, the present one also will not work properly if the channel has deep spectral nulls (zeros on or near the unit circle).

B. Previous Work

We focus on equalization algorithms which use the cost function

\[ J(\hat{\theta}) = E f(Y_k) \]  

(1.1)

where \( \hat{\theta} \) is the parameter vector of the equalizer, \( Y_k \) is the output of the equalizer, \( f(\cdot) \) is nonnegative and differentiable, and \( E \) denotes expectation. The coefficients of the equalizer are updated according to a stochastic gradient algorithm

\[ \hat{\theta}^{k+1} = \hat{\theta}^k - \mu f'(Y_k) \nabla_{\hat{\theta}} J(\hat{\theta}) \]  

(1.2)

where \( \mu \) is the step size and \( \cdot' \) denotes differentiation. Thus we are using the estimate of the gradient to update \( \hat{\theta} \) (assuming some regularity conditions on \( f(\cdot) \)). The advantage of this approach is the obvious simplicity of implementation compared to more computationally intensive approaches. Note that if \( f(\cdot) \) is a convex function of its argument, \( J(\cdot) \) is a convex function of \( \hat{\theta} \) as well. Obviously, an arbitrary convex function of \( \hat{\theta} \) need not have a representation in the form of (1.1). In fact, in this article we will concentrate on convex \( J(\cdot) \) that are not necessarily of the form of (1.1) and derive a necessary condition which turns out to be very restrictive. Then we exhibit a function that satisfies this condition and show how to approximate it arbitrarily closely by functions of the form (1.1).

One of the first algorithms proposed in the literature which is of the form of (1.1) is the Godard algorithm [1]. This uses a nonconvex cost function. Global convergence to a valid equalizer setup is true for doubly infinite parametrizations of the Godard equalizer, as has been shown in [5]. However, when we use truncated FIR implementations of the equalizer (as we have to do in practice) the Godard algorithm might end up converging to an equalizer setup that removes an insufficient amount of ISI. This has been demonstrated in [9]. In other words, there exist simple channels for which the Godard cost function has undesirable local minima which result in insufficient removal of ISI. Even if infinitely parametrized, but causal, transversal Godard equalizers are allowed, convergence is guaranteed only for minimum-phase channels [3]. The same behavior holds for other blind equalization algorithms like Bussgang [20], Sato [22], and Shalvi-Weinstein [8]. As commented upon in [21] in the Sato case, this ill-convergence is not merely the result of under- or over-parametrization of the equalizer but seems to be a fundamental feature of the approach which attempts to restore some property of the channel input sequence (like modulus instrumental in the Godard algorithm). It should be noted that the “tap-centering” strategy (that is, to prevent the equalizer taps from drifting to one end or the other) proposed by Foschini [5] is a practically attractive way of overcoming the ill-convergence of the truncated versions of the equalizer. It works well in practice, though as yet there is no theoretical demonstration of its global convergence.

The work by Verdu, Anderson, and Kennedy [3], [4] considers in part a special case of the setting of this paper. The fundamental insight of [3], [4] (originally commented upon in [21]) is that not trying to identify the gain of the channel could lead to a globally convergent strategy. This is also vindicated by the present work. References [3], [4] use as cost function the average energy of the equalizer output \( J(\hat{\theta}) = EY_k^2 \) along with \( \theta_0 \) anchored at 1. Because of such anchoring, equalization is achieved with a gain which is not predetermined. Global convergence for FIR as well as finite dimensional IIR parametrizations of the equalizers have been demonstrated in [3]. For an arbitrary channel, this algorithm cancels its minimum phase equivalent and hence if the channel is not minimum phase, the channel equalizer combination becomes an allpass transfer function which is then identified using the information provided by the equalizer parameters. The idea of anchoring was the starting point of the present work.

We would like to mention the work of Rupprecht who has also investigated the use of convex cost functions (with a fixed tap) [25]–[27]. It is in these references that one first finds the approach to blind equalization that we study but with limited analysis of the convergence properties. Our work, however, goes beyond these earlier investigations by establishing that among the class of convex cost functions (with or without memory) there is only this single plausible candidate. We show theoretically and generically that the global convergence point is indeed located at an equalizer parameter setting which achieves perfect equalization, which is a central result. Further, we characterize the channels which lead to a (nongeneric) problem of nonuniqueness of the cost minimization and we develop a means to avoid such cases by generalizing the single tap anchoring strategy to a linear constraint on the equalizer parameters. Finally, we demonstrate that truncated (finite dimensional) equalizers preserve arbitrarily closely the ideal global convergence properties.

The following references have been brought to our attention recently1 [12]–[14]. In these, an approach to system identification using a prediction error estimate is presented. The cost function turns out to be the sup-norm of the prediction error. It is also proposed to approximate the sup-norm by the \( \ell_p \)-norm for large \( p \). The main difference between this and our approach is that we do not form any error estimate - instead our cost function is the sup-norm of the equalizer output itself, with the equalizer center tap anchored at 1. Also in our work we do not identify the system parameters explicitly; instead we find the inverse system.

II. MAIN RESULTS

A. Overview and Notation

The main question that we address is the following: What is the best we can do if we restrict our attention to cost functions

1 We thank an anonymous referee who pointed out these references to us.
that are convex in the equalizer coefficients? This question is important because if convexity is imposed, truncated causal finite dimensional versions of the ideal noncausal infinite dimensional equalizers will also exhibit global convergence. This is due to the following: truncating the equalizer means setting some of the coefficients to zero. Any convex function has the property that if we linearly transform the argument, the function is still convex as a function of the new argument (in our case, the argument is the set of equalizer coefficients). This means that any convex function of the equalizer taps is also a convex function of the combined response coefficients of the channel and the equalizer and any truncated version thereof. Of course, when we use a truncated finite dimensional equalizer, it may leave some residual ISI; but that residual error can be made as small as desired by increasing the number of equalizer taps.

We will now introduce some notation and make some assumptions. Letem be the response of the channel be parametrized by a causal \( l_1 \) sequence, that is, \( \mathcal{g} \triangleq \{c_0, c_1, c_2 \cdots \} \) with

\[
\sum_{i=0}^{\infty} |c_i| < \infty.
\]

We also assume that a stable (possibly noncausal) inverse of the channel exists, i.e., there exists \( d \triangleq \{\cdots d_{-1}, d_0, d_1, \cdots \} \) such that

\[
\sum_{i=-\infty}^{\infty} |d_i| < \infty
\]

where

\[
c_n \otimes d_n = \delta_n
\]

with \( \otimes \) denoting convolution and \( \delta_n \) the Kronecker delta. These assumptions are satisfied, for instance, if the channel is a stable autoregressive moving average (ARMA) channel with no zeros on the unit circle.

Let the equalizer be parametrized as

\[
\theta \triangleq \{\cdots \theta_{-1}, \theta_0, \theta_1, \cdots \}.
\]

In the algorithms we consider we will impose a linear constraint on the equalizer to keep it away from the all-zero setup. From the previous discussion, it is clear that such a linear constraint preserves the convexity of the cost function. Let the combined impulse response of the channel and the equalizer be parametrized as

\[
h \triangleq \{\cdots h_{-1}, h_0, h_1, \cdots \}.
\]

In other words

\[
\mathcal{g} \otimes \theta = h
\]
or

\[
\theta = d \otimes h.
\]

We need that

\[
h_n = G\delta_{n-j}
\]
as the condition for perfect equalization for some unknown gain \( G \) and delay \( j \). Since the cost function \( \mathcal{J}(\cdot) \) is assumed to be convex in \( \theta \) and \( \theta \) is linear in \( h \), \( \mathcal{J}(\cdot) \) is convex in \( h \) as well. From now on we will write \( \mathcal{J}(\cdot) \) to denote both the function of \( \theta \) and the function of \( h \).

B. Convex Cost Necessary Conditions

We can also assume that \( \mathcal{J}(\cdot) \) is even and delay-insensitive, i.e., \( \mathcal{J}(h) = \mathcal{J}(-h) \) and \( \mathcal{J}(h^2) = \mathcal{J}(h^2) \) if \( h^2 \) and \( h^2 \) are such that \( h^2_n = h_{n-k}^2 \) for all \( n \) where \( k \) is some delay. These assumptions do not result in any loss of generality because the input process has been assumed to be stationary and its distribution symmetric.

We will state a simple result that holds for any such cost function. Let \( h \) be a fixed vector. Let

\[
g(x) \triangleq \mathcal{J}(xh) \text{ for all } x \in \mathbb{R}.
\]

Then \( g(\cdot) \) is an even, convex, nonnegative function. Furthermore it follows easily by convexity that

\[
g(x_1) \geq g(x_2) \text{ if } |x_1| \geq |x_2|.
\]

It can also be shown that if \( g(\cdot) \) is not a constant then

\[
\lim_{x \to \infty} g(x) = \infty.
\]

It is clear that the all-zero setup of the equalizer achieves the lowest cost. This points to the need for constraining the equalizer away from the all-zero setup. As in [3] we will do this by constraining \( \theta_0 \) to be 1. In general, we could impose a linear constraint on the equalizer

\[
\theta^T \theta = 1
\]

where \( \{a_i\} \) is a sequence with finite support. The results below are true for such a linear constraint as well.

We now impose the equalization condition: we want \( \mathcal{J}(\cdot) \) to have its global minimum at an equalizer setup that results in \( h_n = G\delta_{n-k} \); i.e., a valid equalizer, for a single delay \( k \) to be determined (this differs from the nonconvex cost approaches in [22,1] which admit multiple numbers of desirable minima corresponding to different delays). This results in another necessary condition:

Proposition 1: When we fix \( \theta_0 = 1 \), among all equalizers achieving perfect equalization, the one achieving the lowest cost is

\[
\theta^*_n = d_{n-k}/d_{-k} \text{ for all } n
\]

where \( k \) is such that

\[
|d_{-k}| = \max_{i \in \mathbb{Z}} |d_i|.
\]

Proof: It is clear such a maximum exists because \( d \) is absolutely summable. Moreover, any sequence \( \theta^j \) that results in perfect equalization with \( \theta^j_0 = 1 \) is such that

\[
\theta^j_n = d_{n-j}/d_{-j} \text{ for some } j.
\]

Therefore

\[
\mathcal{J}(\theta^j) = \mathcal{J}(d/d_{-j}) \text{ (delay insensitivity)}
\]

whereas

\[
\mathcal{J}(\theta^*_j) = \mathcal{J}(d/d_{-k}).
\]

Using the fact that \( |d_{-k}| \geq |d_{-j}| \) and applying (2.1) we get

\[
\mathcal{J}(\theta^*_j) \leq \mathcal{J}(\theta^j)
\]

thus proving the desired result.
We will now derive another necessary condition and then exhibit a valid cost function that satisfies all these necessary conditions. Given arbitrary \( i \) and \( j \) with \( i \neq j \) we can find a channel such that the following nonuniqueness property is true: The inverse of the channel, parametrized by \( \theta \), satisfies the nongeneric condition

\[
|d_{i-1}| = |d_{j-1}| = \max_{n \in \mathbb{Z}} |d_n|.
\]

Then for such a channel, the above proposition indicates that, \( \theta^* \) and \( \hat{\theta}^2 \) where

\[
\theta^*_n = d_{n-i}/d_{i-1} \quad \text{and} \quad \hat{\theta}^2_n = d_{n-j}/d_{j-1}
\]

achieve the minimum cost and due to convexity any equalizer on the line joining these two also achieves the minimum. We can rephrase this in terms of \( \hat{h} \) as follows. Let \( \hat{\theta}^2 \) correspond to \( \hat{h}^2 \) and \( \theta^*_n \) correspond to \( h^2 \), i.e.

\[
h^1_n = \delta_{n-i}/d_{i-1} \quad \text{and} \quad h^2_n = \delta_{n-j}/d_{j-1}.
\]

Then, for any \( 0 \leq a \leq 1 \)

\[
\mathcal{J}(ah^1 + (1-a)\hat{h}^2) = \mathcal{J}(h^1) = \mathcal{J}(h^2).
\]

The right-hand side is independent of \( a \) and this shows that \( \mathcal{J}(\cdot) \) is only a function of \( |h_{-i}| + |h_{j-1}| \). This is true for any \( i \) and \( j \). Hence, when all the arguments of \( \mathcal{J}(\cdot) \) except any two are zero, \( \mathcal{J}(\cdot) \) depends only on the sum of their absolute values. The foregoing reasoning can be extended to replace two by any finite positive integer.

These are all necessary conditions resulting from the assumptions of convexity, evenness and delay insensitivity. The only constraining assumption is convexity. The last condition we have derived is fairly restrictive and the simplest cost function satisfying this is the \( l_1 \) norm of the combined impulse response. We would show that this is indeed a valid cost function.

**Proposition 2:** The cost function \( \mathcal{J}(\theta) = \mathcal{J}(h) = \sum_{\iota=1}^{\infty} |h_{\iota}| \) with \( \theta_0 \equiv 1 \) achieves its global minimum at \( \theta^* \) such that

\[
\theta^*_n = d_{n-k}/d_{k-1}
\]

where \( |d_{-k}| = \max_{\iota \in \mathbb{Z}} |d_{\iota}| \). The global minimum is unique if and only if the maximum of \( \{|d_{\iota}|\} \) is attained at only one point.

**Proof:** First of all note that this cost function is convex, even and delay insensitive. Convexity follows from the fact that the absolute value function is convex, i.e., \( q(x) = |x| \) is convex and the sum of any number of convex functions is also convex [27]. It is clear that \( \theta^* = 1 \). Let \( A \triangleq 1/d_{-k} \). Then, \( c_n \otimes \theta^*_n = A d_{n-k} \). Now consider any \( \theta \) which satisfies \( \theta_0 = 1 \). Let \( \mu \triangleq \theta - \theta^* \). Note that \( \mu_0 = 0 \). Let \( c_n \otimes \mu_n = \epsilon_n \). Then, from \( c_n \otimes d_n = \delta_n \), we have

\[
\epsilon_n \otimes \theta^*_n = c_n \otimes \mu_n \otimes A d_{n-k} = A \mu_{n-k}.
\]

Then

\[
\mathcal{J}(\theta) - \mathcal{J}(\theta^*) = \sum_i |c_i \otimes \theta_i| - \sum_i |c_i \otimes \theta^*_i|
\]

\[
= \sum_i |c_i \otimes \mu_i + c_i \otimes \theta^*_i| - \sum_i |c_i \otimes \theta^*_i|
\]

\[
= \sum_{i \neq k} |c_i| + |c_k + A| - |A|
\]

\[
\geq \text{sgn}(A) \left[ c_k + \sum_{i \neq k} \epsilon_i \theta^*_{k-i} \right] = \text{sgn}(A) \left[ c_k \otimes \theta^*_{k} \right]
\]

\[
= |A| \mu_0 = 0.
\]

For the last inequality we have used the following facts

Fact A: \( |c_k + A| - |A| \geq \text{sgn}(A) c_k \)

Fact B: \( \sum_{i \neq k} |c_i| \geq \sum_{i \neq k} \epsilon_i \theta^*_{k-i} \) because \( \theta^*_i \leq 1 \) for all \( i \).

Thus we have \( \mathcal{J}(\theta) - \mathcal{J}(\theta^*) \geq 0 \) for any \( \theta \), thus showing that \( \theta^* \) is a global minimum. It is clear that this minimum is not unique if the channel is such that there exists \( k \) and \( l \) with \( k \neq l \) such that \( |d_{lk}| = |d_l| = \max_{\iota \in \mathbb{Z}} |d_{\iota}| \). The converse is also true, i.e., the minimum is unique if there exists a unique \( |d_{lk}| \) achieving the above maximum. This is because, in that case, Fact B holds with strict inequality \( \langle \theta^*_i \rangle \leq 1 \) for \( i \neq 0 \). Hence, \( \mathcal{J}(\theta) - \mathcal{J}(\theta^*) > 0 \) for any \( \theta \neq \theta^* \), proving that \( \theta^* \) is the unique global minimum.

**B. Problem Channels and Linear Constraint**

The significance of the results in Section II-B is the following: We have shown that imposing convexity requires us to constrain the equalizer away from the all-zero setup. However, when we fix one of the coefficients, a necessary condition on the cost function results. In fact the same condition is true for any linear constraint on the equalizer as in (2.3). Then we exhibited a valid cost function satisfying this necessary condition. However, when we implement this cost function with a particular linear constraint on the equalizer, there will exist nongeneric "problem channels," i.e., channels for which the algorithm will converge to a nonequalized setting. To see what we mean by nongeneric consider the case of \( \theta_1 = 1 \). From the uniqueness part of Proposition 3 it is clear that those channels for which the sequence of inverse coefficients has nonunique maximum in absolute value are precisely the ones for which the cost function will not work with the constraint \( \theta_1 = 1 \). It can be argued that such channels will be rare in practice. Moreover, it is easy to take care of such problem channels by passing the channel output through a linear filter before equalization. In effect, we are changing the channel. Alternatively, we could impose a linear constraint other than \( \theta_1 = 1 \), e.g., as in (2.3). In either case we will create a different set of problem channels and this situation can be handled by having a bank of equalizers, each with a different (possibly randomized) linear constraint.

There is a more elegant formulation of the above approach which lends itself to easy implementation. Let us consider the equalizer constrained as in (2.3). To see how to adapt an equalizer subject to (2.3), let \( \hat{\theta} \) be any solution of (2.3) and
let the columns of matrix $V$ span the space orthogonal to $g$. Then

$$\theta = \hat{\theta} + V \hat{\alpha}$$

(2.4)

with $\alpha$ representing the vector of adjustable parameters. The recursive update law for $\alpha$ in (2.4) becomes

$$\alpha_{k+1} = \alpha_k - \mu \nabla_{\alpha} J(y_k(\alpha))$$

$$= \alpha_k - \mu f'(y_k) \nabla_{\alpha} y_k(\alpha)$$

where $y_k$ is the equalizer output. We can evaluate the gradient vector in this equation by multiplying the vector of channel outputs by the matrix $V$. The $\alpha_k$ is passed back to (2.4) to determine the actual equalizer parameter setting.

C. Truncated Equalizers

We now address the issue of truncated equalizer parameterization. Through a simple argument using the continuity of the cost function in the equalizer coefficients, we show that if the number of equalizer taps is sufficiently large, the minimum of the cost function occurs close to the minimum obtained in the case when the number of equalizer taps is infinite. We then consider a FIR channel coupled with a FIR equalizer. Coupled with the fact that global convergence is guaranteed due to convexity, this example illustrates that if our channel is such that its inverse can be adequately approximated with some number of coefficients, we need to parametrize the equalizer only with that many taps. This is a very desirable feature, especially in view of the fact that for existing nonconvex cost function approaches, global convergence is not guaranteed even when the equalizer is parametrized with no excess nor deficit [9].

Let $i_0$ be such that

$$|d_{i_0}| = \max_{i \in Z} |d_i|$$

where $\{d_i\}$ is the channel inverse sequence. Also assume that such $i_0$ is unique. Fix $\epsilon > 0$. Suppose the equalizer is parametrized by $2N + 1$ taps such that

$$\sum_{i \in [i_0 - N, \cdots, i_0 + N]} |d_i| \leq \epsilon \sum_{i \in Z} |d_i| = \epsilon D.$$  

(2.5)

Since by assumption, the channel inverse sequence $\{d_i\}$ is absolutely summable, we can always find such a $N$. Let us parametrize the equalizer with $N$ anticausal taps and $N + 1$ causal taps with the central tap $\theta_0 = 1$. We will show that, under these assumptions the minimum of the cost function occurs "close" to the absolute minimum possible when the equalizer is doubly infinite (provided $\epsilon$ is chosen small). Note that the absolute minimum of the cost corresponds to perfect equalization. Define

$$\hat{\theta}_i^* \triangleq \frac{d_{i + i_0}}{d_{i_0}}$$

for all $i$ which realizes the minimum cost $J^*$, and a truncated version

$$\theta_i^N \begin{cases} 
\frac{d_{i + i_0}}{d_{i_0}} & \text{for } i = -N, \cdots, N, \\
0 & \text{otherwise}.
\end{cases}$$

The cost corresponding to $\theta_i^N$ is

$$J^N \triangleq \sum_{i \in Z} |c_i \otimes \theta_i^N| = \sum_{i \in Z} |c_i \otimes \theta_i^N| - |c_i \otimes (\theta_i^N - \theta_i^N)|$$

$$\leq \sum_{i \in Z} |c_i \otimes \theta_i^N| + \sum_{k \in Z} \sum_{i \in [-N, \cdots, N]} |c_k \cdot \theta_i^N|$$

$$\leq J^* + \sum_{k \in Z} \sum_{i \in [-N, \cdots, N]} |c_k \cdot \theta_i^N|$$

$$= J^* + \sum_{k \in [-N, \cdots, N]} |c_k| \sum_{i \in Z} |\theta_i^N|$$

$$\leq J^* + \frac{CD}{|d_{i_0}|} \quad \text{(using (2.4))}$$

where $C = \sum_{i \in Z} |c_i| < \infty$ by assumption. Hence, by decreasing $\epsilon$ (corresponding to increasing $N$) we can force $J^N$ to be as close to $J^*$, thereby achieving near perfect equalization.

We will now illustrate the truncated equalizer case with an example. We choose a 10-tap FIR impulse response

$$[0.04, -0.05, 0.07, -0.21, -0.5, 0.72, 0.36, 0.21, 0.03, 0.07].$$

This example is from Proakis [16] and is typical of the response of a data-quality telephone channel. Note that this channel has no spectral nulls. It introduces substantial ISI and the eye is initially not open. We use a 13-tap equalizer with the center tap anchored to 1. The minimization of the $l_1$ norm of the joint response under a linear constraint is a linear programming problem (see, for example, [23]). The resulting equalizer is (approximately) (see equation at the bottom of this page). The normalized ISI defined by

$$ISI = \frac{1}{|h_{\text{max}}|} \sum_{n \neq n_0} |h_n|$$

(2.6)

where $|h_{\text{max}}|$ refers to the maximum in absolute value of the sequence $\{\cdots h_{-1} h_0 h_1 \cdots\}$, initially is 2.139. The ISI after equalization is 0.0823. As we can see, the ISI is considerably reduced. For comparison, we also computed the equalizer through the least squares approach with the central tap fixed at 1. In other words we minimize the $l_2$ norm of the combined response of the channel and equalizer subject to the center tap constraint on the equalizer. The resulting equalizer is at the bottom of this page. The resulting ISI is 3.17. The
reason for this is that this channel is not minimum phase and so the least squares criterion results in converting the channel-equalizer combination into an allpass filter. Later we use the same channel and a 13-tap equalizer to illustrate the stochastic approximation procedure to recursively update the equalizer.

D. Implementation

How do we implement the blind equalizer adaptive law based on the $l_1$ cost function we have proposed? To answer this, note that we can write $Y_k = h_k \otimes X_k$ and so

$$\sum_{i=-\infty}^{\infty} |h_i| = M^{-1} \sup_{\omega \in \Omega} |Y_k| = M^{-1} \lim_{p \to \infty} \{E|Y_k|^p\}^{1/p} \quad (2.7)$$

where $M = \max \{X_k\}$. The second equality is true if the input random variables $\{X_k\}$ are bounded and iid. However, (2.7) also holds for certain classes of correlated inputs $X_k$ and this is important in the instances of encoded data. Even though this cost function is not of the form specified in (1.1), it is a limiting form of functions of that type. An approximate cost function which has the desired properties is obtained by taking $J_p(\theta) = E|Y_k|^p$ for $p$ large. In other words, we are approximating the $\ell_\infty$ norm of the equalizer output with the $\ell_p$ norm for high $p$. Note that $J_p(\cdot)$ is convex, even and delay insensitive and therefore preserves the global (unimodal) convergence properties. Furthermore, as $p \to \infty$, the minimum (or minimas) of $J_p(\cdot)$ approaches that of $J(\cdot)$ for any fixed linear constraint on the equalizer coefficients. In fact, the cost functions $J_p(\cdot)$ for $p \geq 2$ all have a global minimum at the valid equalizer if we constrain the equalizer such that $h_0 = 1$. (cf. [17]). Moreover, this is of little use since such a constraint needs the knowledge of the channel impulse response which we do not have. This has an interesting geometrical interpretation: Any linear constraint on the equalizer taps defines a manifold in the equalizer tap space. The functions $J_p(\cdot)$ have their minimum at the valid equalizer if we look at the slice of the function defined on the manifold $h_0 = 1$. But in other manifolds corresponding to other linear constraints such as $h_0 = 1$, they do not achieve the minimum at the valid equalizer. In this class of cost functions only the $\ell_\infty$ overcomes this problem. We would like to add in passing that if we have a fast estimator of $h_0$, (either explicitly, or through an estimate of the channel impulse response coefficients) we could combine that with, say, the $\ell_2$ cost function and use the $h_0 = 1$ constraint. Such an estimator has to deal with nonminimum phase channels. The $l_1$ cost function is the same as the ISI criterion considered by Lucky [17], [18] at the inception of adaptive equalization. He considers fixing $h_0 = 1$. The initial work [17] was based on sending a sequence of test pulses to estimate $h_0$. In the second work [18] a decision-directed technique is suggested in order to update the equalizer based on such a constraint. Lucky also explicitly considers an FIR equalizer such that

$$\theta_i = 0 \text{ if } i \not\in K$$

where $K$ is a finite subset of $Z$. A sufficient condition is derived in [17] which says that if the channel is such that the eye is initially open, i.e., $|h_0| > \sum_{i=1}^{\infty} |h_i|$, then the distortion criterion has its minimum at that equalizer setup which forces the combined impulse response coefficients to be zero within the set $K$, i.e., $h_i = 0$ for all $i \in K - \{0\}$. In general $h_i \neq 0$ for values of $i \not\in K$. In fact, he illustrates with an example that if the channel is such that the eye is closed, it might happen that the equalizer converges to a configuration that increases the ISI and the problem becomes worse as we increase the number of equalizer taps.

Now we illustrate the approximation of the ideal cost function by the $\ell_\infty$ norm in Fig. 2. On a simple no minimum channel, we plot the cost surfaces and the contours for the $\ell_\infty$ cost function and the $\ell_\infty$ cost function. The channel chosen is $1 - 2z^{-1}$. The equalizer is parametrized with three taps of which the third tap is anchored at 1. At the top left is the surface of the ideal cost function and the one below is the contour map. The corresponding plots for the $\ell_\infty$ cost are on the right. From the contour maps we can see that the minima of the two cost functions are close to each other and they correspond to the equalizer setting $0.25z^2 + 0.5z + 1$. The actual stable anticausal inverse of the channel is $1 + 0.5z + 0.25z^2 + 0.125z^3 + \cdots$. (left)

Now we carry out a local analysis of the optimum of the approximate cost function. We choose a causal minimum phase channel as an example, since this makes the analysis simpler. For this case, we note that the cost function $EY_k^p$ achieves its global minimum at the exact equalizer. From now on we restrict $p$ to be even for simplicity.

\[0.0303, 0.0244, 0.0710, 0.0440, 0.1973, -0.0625, 1.000, -0.0625, 0.1973, 0.0440, 0.0710, 0.0244, 0.0303].\]
We consider the equalizer \( \tilde{\theta} \) to consist of the exact equalizer \( \theta^* \) plus a small perturbation \( \epsilon \tilde{\theta} \), where \( \tilde{\theta} \) is parametrized as \( \{0, \tilde{\theta}_1, \tilde{\theta}_2, \cdots\} \). In other words, we don't perturb the leading coefficient, which is anchored at 1. Now we can write the output of this equalizer \( Y_k \) as \( X_k + \epsilon \tilde{Y}_k \) where \( X_k \) is the channel input data sequence and \( \tilde{Y}_k \) is the output of the cascade of the channel and the system parametrized by \( \tilde{\theta} \). Under the assumption of iid data sequence, the cost can be expressed as

\[
EY_k^p = E(X_k + \tilde{Y}_k)^p = \sum_{i=0}^{p} \binom{p}{i} E\tilde{Y}_k^i E X_k^{p-i}.
\]

For equally likely \( \{+1, -1\} \) data sequence \( EX_k^{p-i} = 1 \), since both \( p \) and \( i \) are even. When \( \epsilon \) is very small and \( p \) is moderate, the perturbation in the cost is dominated by the \( \epsilon^2 \) term which has the coefficient \( \binom{p}{2} E\tilde{Y}_k^2 \). This gives us a sense of the local behavior of the cost function.

When \( p \) increases the cost increases, as is evident from the decomposition. In fact for larger \( p \), the cost becomes steeper. This creates problems of stability. However in order to approximate the ideal cost well, we should not choose a value of \( p \) that is too small. A sensible strategy which we used in our simulations is to increase \( p \) as the adaptation progresses. Thus we prevent the equalizer from being stuck at a nonideal setup - which happens because we are not capturing the ideal cost function well when we use too low a value of \( p \).

Some Monte-Carlo simulations were performed in order to verify the convergence properties. Two channels are used: one is the channel \( 1 - 2z^{-1} \) and the other is the more realistic telephone channel example from [16] which we used in Section II-D. Note that both channels are nonminimum phase and the eye diagram is closed in the second case. In both cases, we used a iid 8-level PAM data sequence. We use as performance measure the squared error between the ideal, equalized joint response—the delta function—and the joint response of the channel and the adapting equalizer. In other words, the performance measure is

\[
\text{Squared Error} = \sum_{i=-\infty}^{\infty} h_i^2 - 1
\]

where we normalize the maximum in absolute value of \( h_i \) to be 1. For comparison, we have also plotted the Godard equalizer, though it has the problem of ill-convergence without suitable tap centering procedures.

Three plots are given (Figs. 3–5). The first two illustrate equalizer convergence in the absence of noise. For the telephone channel we also did a simulation with noise—with 40 dB SNR. All the plots are averages of 20 Monte-Carlo runs. As the approximation to the ideal cost we use the \( m \)th moment \( EY_k^m \). In the two tap channel case we switch from \( p = 8 \) to \( p = 12 \) after 300 symbols and stayed there. In the telephone channel case, we switch from \( p = 8 \) to \( p = 12 \) after 4000 symbols and then to \( p = 14 \) after 7000 symbols. For the telephone channel, the eye opens after about 4000 symbols. The plots shown are only for illustration of the convergence issue studied in this paper; no attempt was made to optimize the step sizes.

We also noted that if we use too high a value of \( p \), noise would become a problem because the outliers are raised to a high power. In practice, it is desirable to choose a \( p \) that leads to good noise performance and opens the eye quickly. Simulations as well as contour plots indicate that \( p \) of the order 8–10 is a good tradeoff. In addition, it appears to be beneficial to combat the effect of noise by a saturation type
nonlinearity before the equalizer, in order to eliminate the outliers responsible for slowing convergence of the equalizer.

III. CONCLUSION

We have derived necessary and sufficient conditions for global convergence of the equalizer update algorithm regardless of the initial equalizer setup and also showed how to approximate the convex cost function. We have also treated the FIR equalizer. Convexity guarantees a unique global minimum (if the channel is not a nongeneric "problem channel") at a valid equalizer and hence a sufficiently long equalizer will reduce most of the ISI. We also indicated how to tackle the problem channels. Crucial from the view-point of implementation, we impose the linear constraint on the equalizer and not on the combined response. This obviates the need for decision-directed implementations and hence the need for sufficient conditions on the initial eye pattern to guarantee convergence.

The extension to the QAM case remains an important consideration. The theoretical demonstrations presented here do not extend easily to the complex case although it is straightforward to investigate algorithms based on the appropriate generalization of (2.7) through simulations. These simulations have proven encouraging [24].
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