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Abstract

Exploratory behavior is known to be complex and dynamic, due to the instability of the environment and the rapid interactions between the organism and the world surrounding it. We present a model of spatial exploration, which is based on those interactions which creates attraction and repulsion forces. The model describes a way in which these forces are constructed (or summed) from low level elements, external (environmental) and internal (neural-physiological), that in turn determine the structure of this behavior. In addition we describe a simulation of rats open field exploratory behavior, based on the explained model. 

Introduction

Behavior 

The structure of behavior is described in several theories as the result of the interaction between environmental input and the neuronal mechanism of the organism, thus creating dynamical forces that shape the behavioral structure. One of these theories is the Perceptual Control Theory by W. Powers (Powers 1973, 1989) presented also by the cybernetic model of Richard S. Marken (Marken 1990). 

According to Powers the behavior is the control of perception. Dynamically, a perceptual signal being compared by the cmparator to an internal reference signal and the difference between them, which is defined as the error signal, cause an output signal (the behavior) that reduces the error signal. For example, the pupil system in the eye: light (input) passes through the pupil, and hits the retina that converts the physical signal to a neuronal signal (perceptual signal). The neuronal signal is compared to a light intensity value (reference signal). This comparison is operated by the relevant part of the nerve system (comparator) which transmits a neuronal signal in turn (error signal). The neuronal error signal is transferred to the muscle that operates the pupil (amplifier), causing its diameter to increase or decrease (output) according to the error signal received. This output is the behavior. This process is executed in a periodic manner. In addition further complication can be explained if the reference signal is the input of a higher control level (further explanation is available in Marken’s paper (Marken 1990)).    

 This theory explains the formation of the intuitive forces of repulsion and attraction, as the output signal by means of which the organism achieves a minimal error signal value. A good example of this idea is evident in eating chocolate. In the beginning the chocolate is very attractive but during the eating the reference signal changes so that the pleasure decreases gradually until at some point the chocolate is perceived as repulsive causing you to stop eating it (See fig. 1).

Note that this cybernetic model refers to any control system, not just to organisms. Figure 1. Marken’s cybernetics model:
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Another concept in the study of behavior is that it is constructed from basic elements, which are ubiquitous general building blocks. A higher level of behavior can be maintained by summation of lower level elements (Mataric, 1995 ; Marken 1990 ) . For example, foraging behavior and grouping behavior can be summed to create flocking or herding behavior 

Exploratory behavior is the organism’s strategy of covering a given space. One way of formalizing the interaction of the organism with the environment is by a dynamical system in which the forces that participate create a potential field that determines the momentary location of the organism (Tchernichovski, Benjamini.  1998). This concept is used to define the essence of the forces and the interactions between them. 

Our model describes the exploratory behavior of an organism as a summation of separate forces that create a dynamical potential field, which determines the progression of the organism in the space. For instance, repulsion and attraction are the two fundamental forces that influence an organism’s behavior by causing it to prefer one route over another or to encounter different areas of the field more often then others.  

A natural morphology of spatial behavior


Open field behavior has been traditionally considered to be complex and stochastic (Tchernichovski & Golani 1995). A reduction in the apparent variability of the behavior of a system may sometimes be obtained through a low dimensional representation (Haken, 1975). One problem is how to determine what are the elements that can provide such a representation. The organism’s behavior repertoire is measurable in terms of the number of collective variables available to the animal, the range of values each collective variable can take, and the predictability of sequences of movements (Golani, Kafkafi & Drai, 1998)

Exploratory behavior is the natural manifestation of spatial learning (Biegler & Morris, 1996; Etienne et al. 1996; Gallistel, 1990; Gallistel & Kramer, 1996; O’Keefe & Nadel, 1978; Poucet, 1993). Previous studies have shown that open field exploratory behavior of rats consists of regular excursions into the environment from a preferred place termed a home base. With time there is a gradual increase in the length of the excursions (Tchernichovski & Benjamini, 1998). The rats perform increasingly longer paths from one location, while locomoting back and forth along the walls of the arena, exposure is more extensive at the proximal part of the rout, and less at the distal part (Tchernichovski, Benjamini & Golani, 1998). 

 In this work we tried to create a model, which simulates a kinematics structure of open field exploratory behavior of rats. For that we had to determine the variables that we think that are relevant in order to get a low dimensional representation. According to our observations in real time and from video recordings of such behavior, from the research of Ilan Golani, when introduced to a novel environment, rats usually run to the nearest wall, or relatively massive object, before exploring it. When such a feature is absent the rats don’t explore but simply keep running. Our observations have led us to conclude several core concepts, which guide the rat in its spatial behavior. We believe that the existence of some massive object is crucial for exploratory behavior to occur. High angularity (corners ect.) and low light intensity seem to be preferred by the rat and increase its exploratory drive. The selection of the variables was made according to the criteria of ‘necessary’ and ‘sufficient’. ‘Necessary’ in the sense that each either achieves, or helps achieve, a relevant goal that cannot be achieved with other variables in the set and cannot be reduced to them. ‘Sufficient’ in the sense that accomplishing the goals in a given domain so no other basis variables are necessary (Mataric, 1995). In addition, basis variables should be simple, local, stable, robust, and scalable (Mataric, 1994a).

Spatial behavior exploration model

The principles of exploration

The central issue of an exploration model is obviously describing the movement of the organism in the space. Movement is defined as a construction of momentary atomic acts of advancement, which are defined as steps. Relying on the above definitions, we argue that the fundamental issue of an exploration model is actually being able to describe the organism’s choice of each and every step it takes. At any moment, the space is re-evaluated in terms of preference, i.e. “good” places vs. “bad” places to be at, so that the most preferable places get higher values. The “next step” decision is based on these values and the organism simply gets drafted to a better place from its point of view. The above analysis of exploration leads to the following conclusion: The most important part of the exploration is the evaluation of the space in terms of preference, and the preference values of the space describe a dynamic force field, applied on the organism. 

The force field representation

As mentioned, exploration is a result of the interaction between elements in the space and the organism. These elements, of different types and characteristics, influence the organism’s preference of places in the space. We divide the elements into two classes:


1. Internal elements, that represent the neural-physiological structure of the organism (security, hunger etc.) 

2. External elements, which represent the physical parameters of the environment (light, food, predators etc.)

Combination of these elements implies different values of preference, for each coordinate in the space, according to the organism’s characteristics. For example, the existence of the food element in the environment (external) will make the area of the food more attractive for an organism, than places with no food, depending on the organism’s level of hunger (internal). Furthermore, the same stimulus may derive different behavioral outcomes for distinct organisms. Cats will repulse rats, but might attract children, etc. After dividing the influencing elements what remains is to accumulate the forces that are relevant for the organism, and define the interaction (weight, hierarchy) between them. Evaluating the state of the organism in a given period of time, in order to predict its next step, is hidden in the combination of the forces that result from the different elements (internal-external). There is a hierarchy of force fields, in a way that some of them are constructed from lower level fields. For example, the repulsion force field could be constructed of the lower level fields of repulsion from the element of lighted places, and the repulsion from the unknown-places element. The relation of the force fields could be of integrated forces, or of overriding ones (Mataric, 1995). The quantification of the influence at each coordinate in the space results with a field of values, usually continuos. One can see this graded space as a field of gravity force, where higher grades apply stronger G-force (or in a topological approach – these are lower places), and the organism simply rolls down to the nearest local valley.

The rat exploratory simulation

The simulation of the open field exploratory behavior was designed using the computer program ‘MatLab’, a tool that specializes in handling matrices. The rat is represented as the momentary {X, Y} coordination in the world of the rat, that is a matrix, whose size could be modified before running the model. The basic structure of the model is summation of matrices of the same size. Each matrix represents one of two types of matrices: A character of the objective environment such as ‘Angularity’ or ‘Brightness’ etc. and the subjective expression of the rat, such as ‘Fear’ or ‘Curiosity’ etc. This combination creates a potential field that determines the next step of the rat. We chose the basic elements of the objective environment to be:

1.  ‘Angularity’ - defined as the value of angularity at certain coordination. We chose the ‘Angularity’ to be a square walled arena. This element was chosen based on our observations as mentioned.

2.  ‘Familiarity’ - defined as the number of times the rat reached certain coordination. We chose the familiarity to be a matrix of zeros. This element was chosen because it represents the assumption of the existence of the rat’s memory.

We chose the basic elements of the ‘subjective expression’ of the rat to be:

1. ‘Fear’ 
2. ‘Curiosity’

We chose these characters because they represent the two basic motivations that drive an organism. 

We believe that the chosen basic elements qualify both as sufficient as well as necessary. It should be noted that the angularity element could be replaced by other similar elements such as light intensity or temperature, but it is necessary in the sense that it could not be subtracted from the combination suggested above. The matrices of the subjective elements were built relatively to the relevant objective element, for example: ‘Curiosity’ as a function of the ‘Familiarity’, ‘Fear’ as a function of ‘Angularity’, etc. In addition we defined ‘subjectivity functions’ as the momentary weight given to a certain character, for example: how much the rat fears from ‘Angularity’, etc. The ‘subjectivity functions’ are updated after every step, thus creating a dynamical model, because the rat exploratory behavior changes the environmental characteristics at every step, and every step determines the values of the ‘subjectivity functions’ that in turn determine where to go on the next step. 

Note that the dynamics of the simulation could be described by Marken’s model presented earlier. External elements are the input, the internal elements with the relevant subjectivity functions are the reference signal. The routine which compare and calculate the different choices is the comparator, the routine that decides where to go is the error signal and the routine that perform the shift of the location is the amplifier. The output, or the behavior is what we see on the screen as the new location. The description of the summation process, the weight functions, the induction of the matrices cells values, the updating process and charger dynamics are presented in the program code. In general, the exploration behavior that presented in the simulation can be described as follows:

1)   Initialize the parameters relevant to the simulation. 

2)   At every moment: 

· Re-evaluate the preference values of the space.

· Change location to the highest valued location.

Figure 2: The model structure.
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Figure 3: The subjective ‘Fear as a function of Angularity’ matrix.

This visualizes the values of the external element of angularity in the arena, as perceived by the internal fear element of the rat. The high values in red represent areas of low fear as opposed to blue areas.



Figure 4: Simulation number 1.
This is an example for one exploration simulation when the size of the arena is 50x50.The number of steps is 2,500 and the start point is the middle of the matrix. There are some characteristics that are clearly seen in the simulation: Firstly, the rat heads directly for the wall. Secondly, it is evident that the rat prefers the corners. Another characteristic, which can be seen when running the simulation, is the tendency of the rat to go back and forth while enlarging the length of each excursion with time.
Figure 5: The familiarity matrix of simulation number1

Here is presented the state of familiarity at the end of the simulation measured as the number of times the rat had visited a certain coordinates. It is most clear that there is a preferred corner for which the term ‘home base’ is suitable.    


Figure 6: The curiosity matrix of simulation number-1

This matrix represents the force created by the influence of the external familiarity element on the internal curiosity element. The most attractive places (red color) are the least visited ones. 



Figure 7: Simulation number-2. (Large scale)

This is an example for one exploration simulation when the size of the arena is 101x101.The number of steps is ~10,000 and the start point is the middle of the matrix. Note that all characteristics mentioned above are presented here too.
Figure 8: The familiarity matrix of simulation number-2

Figure 9: The curiosity matrix of simulation number-2

Figure 10: Simulation number-3. (small field)

This is an example for one exploration simulation when the size of the arena is 27x27.The number of steps is ~800 and the start point is the middle of the matrix. Note that all characteristics mentioned above are presented here too.
Figure 11: The familiarity matrix of simulation number-3


Figure 12: The curiosity matrix of simulation number-3

Discussion and Future work

From the results of the simulations, based on the model, it can be seen that the basic characters of the structure of the exploratory behavior as described above, do exist. For example, features like the necessity of walls or a massive object, in order to start exploration. This is demonstrated when the size of the arena is much larger than the rat’s size (attached simulation, world size 101). The spontaneous formation of a ‘home base’, which is a preferred place in the arena where the rat spends most of the time, (Figure 4, 5). Other features of our simulated rat are, the movement along the walls, the back and forth trajectories and the gradual increase of the length of the excursions. All of these features can be seen in the attached simulations, and are well known and described in the scientific literature. So far we have developed the theoretical model and an initial version of a simulation based on that model. We had hoped to be able to investigate the model through this initial version, but apparently there are some difficulties in the routine that sums the forces. We were not able to locate the origins of these complications.

The most important reason that a simulation is suitable for testing our model is the fact that after establishing the basic features of the model, the simulation enables us to ask questions that are more complex or that are hard to implement on the real world. For example how would a very large walled arena influence the simulated rat’s behavior etc. Therefore, further tests and model investigation are required in order to confirm the model about known facts, and to inquire fields that remain uncertain. We think that the main issues for further work are the implementation of two levels. One level is the implementation of other elements such as light intensity, temperature level, presence of food, etc. The other level is the force fields level, and by that we mean, checking different combinations and relationships of forces. Also needed to implement is a reference intuitive feature of energy level, which we refer to as the ‘charger’. That ‘charger’ stands for a component consisting of multiple reference modes, as presented in Powers’ ideas, mentioned above, and represents the intuitive concept of negative feedback in dynamic systems. Thus creating the existence of a process, which in itself suppresses its own progression. (Meinhardt, H. 1986)    
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