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ABSTRACT

Pakistan, like many LDCs, derives most of government revenue from indirect taxation. However, the system of taxes and subsidies has grown up piecemeal over the years, and it is unlikely that it cannot be improved. Any tax reform proposal must deal with the basic issues of equity and efficiency. Changes in taxes benefit or hurt people according to their demand and supply patterns, while the effects on government revenue depend on the way in which supply and demand respond to prices. Empirical demand analysis can inform the debate by delineating consumption patterns, and by estimating the responsiveness of demand to price. Previous exercises in price reform for Pakistan have been forced to make very restrictive assumptions about consumer preferences, and have typically used demand systems that prejudge what are the desirable directions of price reform.

In this paper, the methodology of Deaton (1988, 1991) is extended and applied to the 1984–85 Household Income and Expenditure Survey. A theory of quality variation based on separable preferences is developed, and the implications for welfare and empirical analysis laid out. The prices of oils and fats and of sugar do not vary very much in the survey data, and the symmetry and homogeneity restrictions from the theory play an important part in obtaining sharp estimates of own and cross-price elasticities. The parameter estimates suggest that there are significant cross-price elasticities between the high-calorie foods, wheat, rice, sugar, and oils, and the presence of these substitution patterns means that the effects of potential price reforms are quite different from those that would be estimated using the traditional and more restrictive assumptions. Based on demand patterns alone, it would be desirable to raise government revenue by raising the consumer price of rice. However, in Pakistan it is not generally possible to decouple the producer and consumer prices of rice, so that a full analysis of policy change would also depend on the supply responses, which are not considered in this study.
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This paper is about "getting prices right." It is an empirical examination of food prices in Pakistan, and of what changes in prices would mean for the allocation of resources and for the real incomes of consumers, many of whom are very poor. The results show how important it is to take into account substitution between different foods when considering a reform to the price of one of them. For the case of Pakistan, the low consumer price of rice is desirable on neither efficiency nor distributional grounds although remedying the situation in practice is likely to affect producer prices and producer incentives, the effects of which are not dealt with in this paper.

This work is part of a broader program of research in the Population and Human Resources (PHR) Department on the extent of poverty in developing countries and on policies to reduce poverty, especially in the context of general price and policy reform. Aside from the substantive findings for Pakistan, one of the objectives of this and similar work is to demonstrate the usefulness of household survey data for policy discussions in developing countries.
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Introduction

As is the case in many developing countries, the government of Pakistan derives most of its tax revenue from indirect taxation. In the 1970's and 80's, more than 80% of federal government revenue was collected from indirect taxes, some half of which is accounted for by customs duties, see Ahmad and Stern (1991, Table 2.5). The tax and subsidy system generates major distortions in relative prices. In the mid-80s, domestic wheat and rice prices were approximately 70% of world prices at official exchange rates, while the price of refined sugar was more than 60% above world prices. Since the tax and subsidy policies that account for these differentials have grown up piecemeal over the years, the structure can almost certainly be improved, even given the revenue requirements of the government. The theory of tax reform has been extensively developed in recent years, and Ahmad and Stern's work applies that theory to the case of Pakistan. The basic ingredients are the usual ones of equity and efficiency. Changes in taxes benefit or hurt people depending on how much they buy or sell of the goods in question, so that the effects on equity depend on demand and supply patterns, as well as on the extent to which the government is concerned to use taxes and subsidies as a tool of welfare policy. The efficiency effects, by contrast, depend on how demand responds to price changes, the estimation of which is the main topic of this paper.

The effects of a tax change on tax revenue depend on how much of the good is consumed (or supplied), and on how the demand for the good and for other goods changes in response to the price change. It is generally important to consider not only own-price responses, but also cross-price effects. In principle, it is clear that substitution effects between goods mean that changes in the price of one may have substantial effects on the tax yields from others. Theoretical work has also shown that both optimal tax structures and desirable directions of tax reform are sensitive to the way in which the price effects are specified. For example, if it is assumed that cross-price elasticities are negligible, efficiency considerations will make it desirable to tax more highly those goods whose price elasticities are low, a prescription that would typically lead to differential tax rates. But such a result is not at all robust. Equally plausible assumptions about preferences can easily generate recommendations for uniform tax rates, see Deaton (1981, 1987a), even in the absence of any concern for the distribution of income. One much used set of preferences, the linear expenditure system, implies that it will always be desirable to increase taxes on lowly taxed goods, and decrease
taxes on highly taxed goods. In this case, not only is uniformity desirable, but any move towards uniformity is itself welfare improving. Given these widely different results, it is important that proposals for tax reform should be firmly based on measurement, and not on arbitrary prior assumption.

While few would deny the desirability of measurement in principle, there remain formidable difficulties in the way of estimating price responses in Pakistan as in most other developing countries. Demand analysis in developed economies has typically relied on intertemporal price variation to identify demand responses. Accurate estimation of a full set of own and cross-price elasticities typically requires a large number of observations, and such time-series data are not available for most countries in the world. There are a number of solutions to this problem. The first is to make a greater use of theoretical assumptions, so that lesser requirements are placed on the data. This is the route followed by Ahmad and Stern, who use a variant of the linear expenditure system described in full in Ahmad, Ludlow and Stern (1988). The second is to make use of spatial variation in prices. Alderman (1988) has followed this route and has estimated a version of Deaton and Muellbauer’s (1980a) almost ideal demand system using expenditure data from 1979 and 1982 household surveys matched to independent regional price information. These prices are for 12 selected urban areas only, so that for rural households, or for urban households far from collection centers, the match may be a poor one and the price inaccurate.

In this paper, we apply and extend the methodology of Deaton (1988, 1991) to data from the 1984-85 Household Income and Expenditure Survey (HIES). As in Alderman’s work, we rely on spatial variation in price to identify the demand responses. However, rather than using the independent price data, which is all that was available to Alderman, we use the price data collected in the HIES itself. Each household who buys a good reports the amount bought as well as the amount paid, so that a price, or at least a unit value, can be derived. While these unit values are not prices and cannot be treated as such, so that the econometric analysis is not completely straightforward, there are as many unit values as there are households purchasing each good, so that there are a very large number of observations to work with. Section 2, which is the main section of the paper, shows how the methodology can be applied, and works through the calculations. We also explain how demand analysis with unit values is related to standard demand theory, and how the restrictions from the theory can be used to estimate a complete demand system using data for only a subset of goods.
Section 3 examines the implications of the empirical results for tax reform in Pakistan, tracing out the efficiency and distributional consequences of possible price changes. The results are quite different from what would be obtained without a flexible method for estimating the effects of price changes. Commodities such as wheat have low price elasticities and low income elasticities, so that they are good candidates for taxation on one count, and poor candidates on the other. But our estimates suggest that edible oils are income inelastic but price elastic, so that taxes are undesirable on both distributional and efficiency grounds. The estimates also suggest that there are important interactions among the goods whose prices are distorted, particularly wheat, rice, oils, and sugar, so that policies that change the price of one will have quantitatively important effects through the taxes and subsidies on the others. A brief Appendix considers some alternative procedures, including Alderman's, and compares the results.
Demand Analysis of the 1984-85 HIES

The household survey that is used here is the National Household Income and Expenditure Survey which collected data from 9,119 rural and 7,461 urban households in Pakistan between July 1984 and June 1985. Table 1 shows the distribution of both urban and rural sample households over the four provinces of Pakistan. For each province and sector, the households are distributed approximately equally over the four quarters of the sample year. The table also shows the numbers of "clusters" in the survey, and their distribution by sector and province. These clusters play an important part in the demand analysis below. The HIES of Pakistan, like other household surveys, minimizes travel costs by selecting, not individual households, but villages or, in urban areas, blocks, and then interviews groups of households within each cluster. Since these households are located near to one another, and are interviewed within a few days of one another, it is reasonable to assume that they face the same prices for the goods that they buy, particularly in rural areas, where there is often a single village market. Note that there are between 10 and 12 households in each cluster. Such figures are common in household surveys; for surveys of different sizes, it is typically the number of clusters that varies, with the size of each cluster much the same.

This paper is concerned with the demand for seven foods, listed in Table 2, which also shows the fractions of total consumption accounted for by each. Note that these budget shares are not the shares in the aggregate of consumption over all households, but the average of the budget shares for each of the 9,119 rural and 7,461 urban households. Households with zero budget shares are included; the analysis of tax reform requires the effects of price changes on demand averaged over all households, whether they purchase or not. Rural households spend 51% of their budget on food, urban households rather less at 43% Apart from the catchall category other food, wheat (including bread) and dairy products are the two largest categories in the table.

Means of unit values are also shown in the Table. These are computed from those households who make market purchases of the commodity under consideration. The columns labelled "%b," show the fractions of households in each sector who make such purchases while the larger fractions, labelled "%c," are those who report consumption of each good, either from market purchases or from own-production. Although the survey contains both quantity and value information for consumption from own-production, we use only the market purchases in computing unit values, and treat
Table 1: Structure of the 1984-85 HIES Sample
(numbers of households and clusters)

<table>
<thead>
<tr>
<th>Province</th>
<th>Households</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rural</td>
<td>Urban</td>
</tr>
<tr>
<td>Punjab</td>
<td>5,474</td>
<td>3,793</td>
</tr>
<tr>
<td>Sindh</td>
<td>1,755</td>
<td>2,270</td>
</tr>
<tr>
<td>N.W. Frontier</td>
<td>1,402</td>
<td>994</td>
</tr>
<tr>
<td>Baluchistan</td>
<td>488</td>
<td>404</td>
</tr>
<tr>
<td>Total</td>
<td>9,119</td>
<td>7,461</td>
</tr>
</tbody>
</table>

as missing the unit values for those observations where consumption is entirely from own-production. The budget shares are computed from all households, and zero consumption, own-production consumption, and market consumption are treated identically.

On average, consumers paid 2.4 rupees per kilo for wheat, either as grain or as bread, and almost twice as much per kilo for rice. Meat and edible oils and fats cost more than 14 rupees per kilo. The degree of price variation between households, as measured by the coefficient of variation, is very different for different commodities. For sugar, and for edible oils and fats, where there is a good deal of state price control, there is very little variation in unit values across the sample. For wheat, rice, meat, and other foods, as well as for food as a whole, the cross-sectional standard deviation is between 20 and 30% of the mean. For dairy produce, the coefficient of variation is very large in both sectors. The definition of this group may be less than ideal, since it contains goods with very different unit values. Much of this can be accounted for (and is accounted for) by the estimation procedures below, but there will be difficulties if the composition within the group has a strong spatial component, which is capable of generating a quite spurious relationship between quantity and unit value.

Since we are going to use the spatial price variation to estimate the demand responses, it is worth looking in more detail at the behavior of the unit values. The top panel of Table 3 shows the coefficients obtained by regressing the unit values on dummies for Sindh, Punjab, and North West Frontier Province, omitting Baluchistan, and on dummies for each of the first three quarters in the survey, omitting the fourth. The bottom panel shows F-statistics and degrees of freedom for cluster (village) dummy
Table 2: Budget Shares, Unit Values, and Fractions Consuming and Buying

<table>
<thead>
<tr>
<th></th>
<th>Rural</th>
<th></th>
<th>Urban</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>share %c %b</td>
<td>u.v. c.v.</td>
<td>share %c %b</td>
<td>u.v. c.v.</td>
</tr>
<tr>
<td>Wheat</td>
<td>12.8 96 68</td>
<td>2.4 29</td>
<td>9.0 95 92</td>
<td>2.3 16</td>
</tr>
<tr>
<td>Rice</td>
<td>2.7 68 54</td>
<td>5.4 30</td>
<td>2.0 77 76</td>
<td>5.8 26</td>
</tr>
<tr>
<td>Dairy</td>
<td>12.7 97 41</td>
<td>6.0 150</td>
<td>9.5 97 90</td>
<td>5.9* 100</td>
</tr>
<tr>
<td>Meat</td>
<td>3.7 88 85</td>
<td>14.3 31</td>
<td>5.3 95 94</td>
<td>16.4 34</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>4.1 85 85</td>
<td>14.2 5</td>
<td>4.3 96 96</td>
<td>14.0 4</td>
</tr>
<tr>
<td>Sugar</td>
<td>2.9 90 89</td>
<td>8.2 7</td>
<td>3.0 96 96</td>
<td>8.3 6</td>
</tr>
<tr>
<td>Other Food</td>
<td>12.2 100 100</td>
<td>4.9 19</td>
<td>10.2 99 98</td>
<td>5.3 28</td>
</tr>
<tr>
<td>All Food</td>
<td>51.0 100 100</td>
<td>5.5 29</td>
<td>43.3 99 99</td>
<td>5.9 23</td>
</tr>
</tbody>
</table>

Note: Share is the mean of the percentage budget share over all households, %c is the percentage of people who consume the good, i.e. who buy it, %b, or consume from own production, u.v. is unit value, i.e. the average rupees per kilo spent on the commodity by households buying it, and c.v. is the coefficient of variation of the unit value. Unit values for other food and for total food are computed as geometric means of the unit values of goods purchased with weights equal to the budget shares of the individual goods. (*) One outlier is excluded from the mean unit value of dairy products.

variables, separately for each of the four provinces. The top panel shows how prices vary between provinces and over time, the bottom panel the extent to which they vary from village to village within each province. Note that since every household in each cluster is interviewed at the same time, there is no need to interact cluster with time dummies. For all seven foods, there are pronounced inter-province price differences. Apart from wheat, which is more expensive in Sindh and NWFP than in Baluchistan, all province means are lower than those in Baluchistan. In accord with the calculations in Table 2, the differences are relatively small for oils and fats and for sugar and, to a lesser extent, for wheat, while dairy products show very large provincial differences. Rice is very much cheaper in Sindh than elsewhere. The seasonal differences are much less marked, at least in 1984-85; they show no obvious pattern of price increase over time.

The bottom panel of Table 3 shows that there is typically a great deal of inter-village variation in unit values. All of the F-statistics are significant at conventional significance levels. However, the sample sizes are large, and a better indication of the strength of the inter-village variation is whether the F-statistics are larger than the logarithm of the sample sizes in each case, (see Schwartz (1978)). For wheat in all
provinces but Baluchistan, the $F$-tests are smaller than this criterion, and the same happens in a few other cases, rice in Sindh, dairy in Punjab, meat in Punjab and NWFP, and sugar in Punjab. In all other cases, the inter-village spatial variation is large enough to meet even this stringent criterion. In order to save space, we have not included the results for the urban sector corresponding to Table 3. The province effects are broadly similar to those in the rural sector, and once again, the seasonal effects are much less pronounced. The $F$-statistics for the clusters are again large by conventional criteria, but they are not as large as those for the rural sector. Since city blocks are not as geographically separated as are villages, and since the large cities have many urban blocks each, this result is to be expected.

The model that we use to estimate price elasticities is a standard one in which demand is a function of prices, total consumption, and household demographics. In addition, it is recognized that the observed unit values, while moving with prices, will also vary from household to household because different consumers will typically choose different qualities within the same commodity group. We therefore need two equations, one for the budget shares, and one for the unit values. These are written as follows, see Deaton (1990: equations 1-2):

$$w_{Gci} = \alpha_G^0 + \beta_G^0 \ln x_{ic} + \gamma_G z_{ic} + \sum_{t=1}^{N} \theta_{Gti} \ln p_{Htc} + (f_{Gci} + u_G^0)$$

$$\ln v_{Gci} = \alpha_G^1 + \beta_G^1 \ln x_{ic} + \gamma_G z_{ic} + \sum_{t=1}^{N} \psi_{Gti} \ln p_{Htc} + u_G^1.$$ 

The relationship between these equations and standard demand functions is explored later in this section. In equation (1), $w_{Gci}$ is the budget share of good $G$ in the budget of household $i$, living in cluster $c$. By analogy with the almost ideal demand system, the share is assumed to be a linear function of the logarithm of total household expenditure, $x$, and the logarithms of the $N$ prices, as well as of a vector of household characteristics $z$. The remaining terms represent the residual between the share and its conditional expectation. The first component, $f_{Gci}$, is a cluster fixed effect for good $G$, assumed to be orthogonal to the prices, while the idiosyncratic term $u_G^0$ represents not only taste variations, but also measurement error in the share. From an econometric point of view, the non-standard feature of equation (1) is that the prices are not observed. Instead, we have data on the unit values $v$, which are not identical to the prices, but are related to them by equation (2). The logarithm of unit value is a function
Table 3: Price Variation by Province, Quarter, and Village: Rural Pakistan 1984-85
(regressions of unit values on provincial and seasonal dummies ANOVA by village)

<table>
<thead>
<tr>
<th></th>
<th>Wheat</th>
<th>Rice</th>
<th>Dairy Products</th>
<th>Meat</th>
<th>Oils &amp; Fats</th>
<th>Sugar</th>
<th>Other Food</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punjab</td>
<td>-7.2</td>
<td>-8.0</td>
<td>-68.7</td>
<td>-22.1</td>
<td>-2.0</td>
<td>-6.6</td>
<td>-9.7</td>
</tr>
<tr>
<td>Sindh</td>
<td>7.3</td>
<td>-43.1</td>
<td>-78.3</td>
<td>-13.8</td>
<td>-2.6</td>
<td>-2.9</td>
<td>-11.8</td>
</tr>
<tr>
<td>NWFP</td>
<td>6.3</td>
<td>-2.8</td>
<td>-26.0</td>
<td>-31.1</td>
<td>-1.3</td>
<td>-3.7</td>
<td>-6.3</td>
</tr>
<tr>
<td>Quarter 1</td>
<td>-2.1</td>
<td>0.4</td>
<td>2.0</td>
<td>-1.4</td>
<td>-0.2</td>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Quarter 2</td>
<td>-2.4</td>
<td>-1.0</td>
<td>-1.5</td>
<td>-3.4</td>
<td>-0.5</td>
<td>-0.2</td>
<td>-4.3</td>
</tr>
<tr>
<td>Quarter 3</td>
<td>0.0</td>
<td>-2.0</td>
<td>-3.0</td>
<td>-1.9</td>
<td>-0.3</td>
<td>0.3</td>
<td>-6.9</td>
</tr>
</tbody>
</table>

ANOVA

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>R²</th>
<th>F</th>
<th>R²</th>
<th>F</th>
<th>R²</th>
<th>F</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punjab</td>
<td>4.02</td>
<td>0.334</td>
<td>9.14</td>
<td>0.593</td>
<td>3.07</td>
<td>0.385</td>
<td>7.85</td>
<td>0.454</td>
</tr>
<tr>
<td>Sindh</td>
<td>5.42</td>
<td>0.526</td>
<td>4.40</td>
<td>0.435</td>
<td>9.44</td>
<td>0.776</td>
<td>8.61</td>
<td>0.475</td>
</tr>
<tr>
<td>NWFP</td>
<td>6.06</td>
<td>0.408</td>
<td>7.12</td>
<td>0.572</td>
<td>10.63</td>
<td>0.673</td>
<td>4.46</td>
<td>0.304</td>
</tr>
<tr>
<td>Balu'stan</td>
<td>9.14</td>
<td>0.582</td>
<td>8.52</td>
<td>0.610</td>
<td>17.70</td>
<td>0.798</td>
<td>10.97</td>
<td>0.607</td>
</tr>
<tr>
<td>All</td>
<td>5.65</td>
<td>0.432</td>
<td>10.83</td>
<td>0.646</td>
<td>6.46</td>
<td>0.590</td>
<td>9.30</td>
<td>0.498</td>
</tr>
</tbody>
</table>

Notes: The figures in brackets are absolute t-values. The number of observations in each regression or analysis of variance is the number of rural households who report expenditure on the good in question.
of ln\(x\), so that \(\beta_0^1\) is the elasticity of quality with respect to total expenditure, and of the characteristics \(z\), since household features may affect quality choice. The unobservable prices appear through the matrix \(\Psi\). In the simplest case, this matrix would be the identity matrix, the other variables would be absent, and prices would equal unit values. The extra generality allows for quality "shading" in response to price change, so that we might expect \(\psi_{00} < 1\), with some non-zero off-diagonal terms. Not surprisingly, the \(\Psi\) matrix is not identified without further assumptions, and in Deaton (1987b, 1988), a theoretical model is developed that provides suitable prior information, see also the discussion below. In practice, \(\Psi\) is close to the identity matrix, so that a simple procedure works as if the approximation were correct, and to make whatever adjustments are necessary at the end.

Readers who would like to see a complete development of the econometric methodology before turning to the results should consult Deaton (1990). In the current paper, we develop the procedure in an intuitive way, presenting results alongside the discussion of the methodology. To begin, note that the \(\alpha\), \(\beta\), and \(\gamma\) parameters in equations (1) and (2) can be estimated straightforwardly by OLS if we allow for cluster fixed effects by including dummy variables for each cluster. Since the prices are assumed to be the same in each village, the dummy variables will allow for them, as well as for the fixed effects \(f_{0i}\), and the cluster means of the idiosyncratic errors. However, we see from Table 1 that there are 757 rural and 648 urban clusters, and most computer programs will not allow regressions with so many dummy variables. However, several estimation programs allow for analysis of variance with continuous regressors and a large number of classes. Alternatively, and more transparently, equations (1) and (2) can be estimated by calculating the mean of each variable for each cluster, and then running a regression using the deviations from the cluster means of all the variables. Standard OLS gives the correct parameter estimates, although the usual standard errors have to be multiplied by \(\sqrt{(N-k)/(N-k-C+1)}\) where \(k\) is the number of regressors, \(N\) the sample size, and \(C\) the number of clusters. This correction allows for the fact that \((C-1)\) degrees of freedom are removed when the cluster means are subtracted out. Given the figures in Table 1, the correction is quite small; standard errors should be increased by about four percent.

A selection of the results from this first stage of the estimation are given in Table 4. Household composition effects, the \(z\)'s in equations (1) and (2), are modelled by entering, together with the logarithm of total household expenditure, the logarithm
of total household size, and the thirteen ratios, $n_j/n$, where $n_j$ is the number of people on age and sex group $j$, and $n$ is total household size. There are seven age groups for each sex, making fourteen in all; these sum to unity, so only thirteen need be included in the regression. The Table shows only the coefficients on total expenditure and household size; the demographic ratios are typically important in the share equation - the structure of the household affects demand patterns - but much less so in the unit value equation. The first two rows of the table show the coefficients of the logarithms of total household expenditure and total household size in the budget share equation (1). The rural results are shown in the top panel, and the urban in the lower panel. The third row shows the total expenditure elasticity for the good, calculated according to the formula

$$e_i = 1 - \beta_i^1 + \beta_i^2 w_i^{-1}.$$  

Note that expenditure on each good responds to total outlay, not only through the effect on quantity, the usual expenditure elasticity $e_i$, but also through the quality effect, $\beta_i^1$, which must also be allowed for in (3).

The figures shown in the table are evaluated at the sample means of the budget shares as reported in Table 2. Negative values of $\beta$ correspond to expenditure elasticities less than unity, and this is the case for all goods except dairy products and meat. Wheat and edible oils and fats are the least elastic of the goods in the table, and the only ones with elasticities less than a half. These figures imply an expenditure elasticity for food as a whole of approximately 0.8 in both sectors. In all cases, the coefficient on household size is of the opposite sign to that on total expenditure; increases in household size, with composition held constant, affect the pattern of demand as do decreases in expenditure. Indeed, in several cases, and most precisely for wheat, the coefficients are close to being equal and opposite, so that, conditional on household composition, it is only per capita household expenditure that matters. Changes in household size that are matched by proportional changes in total expenditure have no effect on the share of the budget devoted to wheat. This is only approximately true for the other foods. Note the very close correspondence between the rural and urban estimates; there is no particular reason why this has to be happen, but large differences would have called for some explanation.

Quality elasticities are estimated from the effect of (the logarithm of) total expenditure on the (logarithm of the) unit value. These estimates are shown in line 4 of
Table 4: Income and Household Size Coefficients in Share and Unit Value Regressions
(within cluster regressions)

<table>
<thead>
<tr>
<th></th>
<th>Wheat</th>
<th>Rice</th>
<th>Dairy</th>
<th>Meat</th>
<th>Oils &amp; Fats</th>
<th>Sugar</th>
<th>Other Food</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RURAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w: \ln x$</td>
<td>-0.068 (56)</td>
<td>-0.006 (7.6)</td>
<td>0.024 (13)</td>
<td>0.009 (14)</td>
<td>-0.024 (42)</td>
<td>-0.004 (8.2)</td>
<td>-0.040 (40)</td>
</tr>
<tr>
<td>$w: \ln hhs$</td>
<td>0.070 (49)</td>
<td>0.007 (8.8)</td>
<td>-0.007 (3.2)</td>
<td>-0.006 (8.0)</td>
<td>0.013 (19)</td>
<td>0.002 (4.1)</td>
<td>0.020 (17)</td>
</tr>
<tr>
<td>elasticity wrt $x$</td>
<td>0.374</td>
<td>0.684</td>
<td>1.053</td>
<td>1.095</td>
<td>0.417</td>
<td>0.865</td>
<td>0.593</td>
</tr>
<tr>
<td>$\ln v: \ln x$</td>
<td>0.095 (15)</td>
<td>0.107 (12)</td>
<td>0.139 (6.4)</td>
<td>0.154 (24)</td>
<td>0.000 (0.4)</td>
<td>0.006 (4.6)</td>
<td>0.076 (21)</td>
</tr>
<tr>
<td>$\ln v: \ln hhs$</td>
<td>-0.033 (4.3)</td>
<td>-0.062 (6.3)</td>
<td>-0.031 (1.3)</td>
<td>-0.099 (13)</td>
<td>0.000 (0.0)</td>
<td>-0.004 (2.8)</td>
<td>-0.033 (7.9)</td>
</tr>
<tr>
<td><strong>URBAN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w: \ln x$</td>
<td>-0.053 (53)</td>
<td>-0.004 (6.8)</td>
<td>0.001 (0.7)</td>
<td>0.009 (11)</td>
<td>-0.023 (44)</td>
<td>-0.011 (27)</td>
<td>-0.030 (32)</td>
</tr>
<tr>
<td>$w: \ln hhs$</td>
<td>0.054 (47)</td>
<td>0.006 (11)</td>
<td>0.008 (5.0)</td>
<td>-0.000 (0.5)</td>
<td>0.019 (31)</td>
<td>0.009 (20)</td>
<td>0.020 (19)</td>
</tr>
<tr>
<td>elasticity wrt $x$</td>
<td>0.388</td>
<td>0.711</td>
<td>1.001</td>
<td>0.938</td>
<td>0.470</td>
<td>0.648</td>
<td>0.580</td>
</tr>
<tr>
<td>$\ln v: \ln x$</td>
<td>0.027 (7.6)</td>
<td>0.111 (16)</td>
<td>0.010 (0.9)</td>
<td>0.242 (34)</td>
<td>0.003 (2.6)</td>
<td>-0.000 (0.3)</td>
<td>0.129 (26)</td>
</tr>
<tr>
<td>$\ln v: \ln hhs$</td>
<td>-0.028 (6.7)</td>
<td>-0.075 (10)</td>
<td>-0.023 (1.9)</td>
<td>-0.156 (19)</td>
<td>-0.002 (2.1)</td>
<td>-0.000 (0.1)</td>
<td>-0.076 (13)</td>
</tr>
</tbody>
</table>

Notes: $w$ is the budget share, $\ln v$ the unit value, $x$ total expenditure, and $hhs$ household size so that $w: \ln x$ is the regression coefficient of the regression of $w$ on $\ln x$, and similarly for the other rows. The elasticity in row 3 is the total expenditure elasticity of quantity; the total expenditure elasticity of expenditure on the commodity is the sum of this and the quality elasticity in the next row. Absolute values of $t$-values are given in parentheses.
each panel, and the corresponding coefficient of the logarithm of household size in line 5. With the exception of sugar in the urban sector, where the coefficient is essentially zero, all of these estimates are positive, as is to be expected, but none are very large. The unit value of meat rises with total expenditure, with elasticities of 0.15 in the rural and 0.24 in the urban sector. There are several other cases (rice, other food, wheat and dairy produce in the rural sector) with quality elasticities around 10%. Note that for the two essentially homogeneous goods, sugar and edible oils, the elasticities are zero, as they should be. As was the case for the budget shares, increases in household size typically act in much the same way as decreases in expenditure. This is the major effect of demographics on quality; conditional on total expenditure and household size, age and sex composition have little effect on quality choice.

The estimates in Table 4 are the final estimates for the effects of total expenditure and the demographics. Note that they are derived entirely from within cluster information. The next step is to use the between cluster information in the data to estimate the price responses. We first use the estimates from the first stage to calculate cluster averages of the shares and unit values “purged” of expenditure and demographic effects. Define:

\[ y^0_{ic} = \frac{1}{n_i} \sum_{c} \left( w_{ic} - \beta^0_G \ln x_{ic} - \tilde{y}^0_{GZ_i} \right) \]
\[ y^1_{ic} = \frac{1}{n^*_i} \sum_{c} \left( \ln v_{ic} - \beta^1_G \ln x_{ic} - \tilde{y}^1_{GZ_i} \right) \]

where \( n_i \) is the number of households in cluster \( c \), \( n^*_i \) is the number of households who purchase good \( G \) (and thus report unit values) and superimposed tildes indicate estimates from the first, within-cluster stage. As the number of observations in the first-stage regression increases, the estimates will tend to their true values, so that \( y^0_{ic} \) and \( y^1_{ic} \) will tend to the true cluster means, which, by (1) and (2), can be written:

\[ y^0_{ic} = \alpha^0_G + \sum \theta_{G} \ln p_{Gc} + f_{Gc} + u^0_{Gc} \]
\[ y^1_{ic} = \alpha^1_G + \sum \psi_{G} \ln p_{Gc} + u^1_{Gc} \]

where \( u^0_{Gc} \) and \( u^1_{Gc} \) are the cluster means of the errors in (1) and (2). Note that in the construction of (4) and (5), the right hand side variables do not have the means excluded;
the cluster means contain the information about the prices that must be excluded from
the first stage regressions, but must be included in the between cluster regressions if the
price effects are to be identified.

If the matrix \( \Psi \) were the identity matrix, and if the cluster means \( u^0_{ce} \) and \( u^1_{ce} \)
were zero, the columns of the matrix \( \Theta \) of price effects could be estimated by regressing
each \( y^0_{ce} \) on the matrix of corrected prices \( y^1_{ce} \). This is in fact very close to what we do.
Given that the quality effects in Table 4 are not large, the correction for the \( \Psi \) matrix
is not the most important one, but it is necessary to correct for the fact that the sample
clusters are not large enough to allow us safely to ignore the averages of the measure-
ment errors. The procedure is a standard errors in variables one, which allows both for
the measurement error in the prices, and any possible correlation between the
measurement errors in the price and share equations.

To see how this works, define the variance and covariance matrices correspond-
ing to (6) and (7):

\[
q_{GH} = \text{cov}(y^0_{ce}, y^0_{le}), \quad s_{GH} = \text{cov}(y^1_{ce}, y^1_{le}), \quad r_{GH} = \text{cov}(y^0_{ce}, y^1_{le}).
\]

(8)

By the definition of ordinary least squares, the OLS estimator would be \( S^{-1}R \), a feasible
version of which is \( S^{-1} \tilde{R} \), where the tildes show that the covariances in (8) are evaluated
using the estimates in (4) and (5) rather than (6) and (7). The problem with these
estimators is that the variance covariance matrix \( S \) overestimates the variance covariance
matrix of the true prices, because it includes the effects of the measurement error in (7);
similarly \( R \) is contaminated by any covariances in the measurement error between the
two equations. But the variances and covariances of the errors can be estimated from
the first stage regressions, and the estimates used to make the correction. Let \( e^j_{ce} \), \( j = 1, 2 \)
be the residual for household \( i \), cluster \( c \), good \( G \), from the first stage share regression
\( (j = 0) \) or unit value regression \( (j = 1) \). Define:

\[
\tilde{\sigma}_{GH} = (n-C-k)^{-1} \sum_c \sum_i e^0_{ce} e^0_{le}, \quad \tilde{\omega}_{GH} = (n^*_G-C-k)^{-1} \sum_c \sum_i (e^1_{ce})^2, \quad \tilde{\gamma}_{GH} = (n^*_G-C-k)^{-1} \sum_c \sum_i e^1_{ce} e^0_{le}
\]

(9)
where \( n^*_G \) is the total number of households in the survey who report purchases of good \( G \). Denote the matrices defined in (9) by \( \tilde{\Sigma}, \tilde{\Omega}, \) and \( \tilde{\Gamma} \), and their limits \( \Sigma, \Omega, \) and \( \Gamma \). Then from (6) and (7):

\[
S = \Psi M \Psi' + \Omega N^{-1}, \quad R = \Psi M \Theta' + \Gamma N^{-1},
\]

where \( M \) is the unobservable variance covariance matrix of the true price vector, \( N^{-1} = \text{plim} C^{-1} \Sigma_c D(\eta^*_c)^{-1} \), \( D(\eta^*_c) \) is a diagonal matrix formed from the elements of \( \eta^*_c \), and \( N^{-1} \) is the corresponding matrix formed from the \( \eta^*_c \)'s. To eliminate the effects of the measurement error, we need to correct OLS by removing the second terms on the right hand side of (10). This leads to the estimator:

\[
\hat{B} = (S - \hat{\Omega} N^{-1})(R - \hat{\Gamma} N^{-1})^{-1}(S - \hat{\Omega} N^{-1}) \quad \text{(11)}
\]

where \( \hat{\Omega} \) and \( \hat{\Gamma} \) correspond to the sample averages instead of the probability limits. From (10), it is immediate that, taking probability limits as the sample size goes to infinity but with the cluster sizes remaining fixed:

\[
\text{plim} \hat{B} = B = (\Psi')^{-1} \Theta'. \quad \text{(12)}
\]

To interpret these results, start with the last, equation (12). If \( \Psi \) is the identity matrix, \( \hat{B} \) converges to the transpose of the matrix of price responses \( \Theta \), which is what we want. If \( \Psi \neq I \), then \( B \) is all that can be identified without further theory, and we cannot go further with the data alone. From (11) we see that, in the absence of measurement error, in which case the matrices \( \Omega \) and \( \Gamma \) would be zero, the estimator reduces to the ordinary least squares estimator, as it should. Even if these matrices are not zero, large cluster sizes will make the post-multiplying diagonal matrices small, so that, once again, we approach the OLS estimator. In this case, averaging over clusters is enough to remove the measurement error and the price response matrix can simply be estimated by least squares once the expenditure and demographic effects have been removed at the first stage. The present procedure is more general and allows for the possibility that measurement error is sufficiently severe, or cluster size small enough, so that even the averages are contaminated. This seems wise, since cluster sizes are often in single figures, and the number of purchasers of a good in each cluster will often be only two or three.
A full discussion of how to obtain the variance-covariance matrix of $\beta$ is given in the Appendix of Deaton (1990). The formulae are complex because a complete treatment requires that allowance be made for the facts (i) that the error covariance matrices $\Gamma$ and $\tilde{\Gamma}$ in (12) are estimated, not known, and (ii) that the calculated variances and covariances of the "purged" shares and prices also contain estimates of the first-stage parameters. However, it seems that these considerations have very little effect on the calculations in practice, and they certainly do not do so in the current case, presumably because the first-stage parameters are so very well-determined. The main contribution to the variance is the sampling variability of the cluster fixed effects $f$ in (1), which are analogous to the disturbances in the between-cluster regression. Of course, the standard OLS variance-covariance matrix formulae have to be modified for the errors in variables case. From equation (A.12) in Deaton (1990), we have:

\[
V\{\text{vec}(\beta)\} = C^{-1}(P'H \otimes A^{-1}JH'J'A^{-1}) + C^{-1}(P'HJ'A^{-1} \otimes A^{-1}J\Lambda J'A^{-1})K
\]

(13)

where $A = (S-\Omega N_i^{-1}), J = (O_N | I_N)$, and $P' = (I_N | -B')$. The matrices $H$ and $\Lambda$ are formed from the variance-covariance matrices of the measurement errors and the data according to:

\[
H = \begin{pmatrix} Q & R' \\ R & S \end{pmatrix}, \quad \Lambda = \begin{pmatrix} \Sigma & \Gamma' \\ \Gamma & \Omega \end{pmatrix}
\]

(14)

$K$ is the $2N^2 \times 2N^2$ commutation matrix; it is the matrix of ones and zeros with the property that $K \text{vec}(A) = \text{vec}(A')$ for an arbitrary conformable matrix $A$. Equation (13) is not exact; it ignores the sampling variability of the first-stage estimates, but it has proven accurate in other applications, and the additional terms make no noticeable difference in the current case.

Together with the first-stage results, the matrix $B$ yields everything that we need to know. However, it is usual as well as convenient to present the results of demand analysis in terms of elasticities, and a little further work is needed to convert the results to that form. Note first that, since the budget share is the product of quantity and unit value divided by outlay, its derivatives with respect to the logarithms of the prices contains terms representing, not only the response of quantity to price, but also of unit
value with respect to price. If $w_\alpha$ is differentiated with respect to $\ln p_\alpha$, rearrangement gives:

$$e_{\alpha \theta} = -\psi_{\alpha \theta} + \theta_{\alpha \theta} w_\theta^{-1}.$$  

(15)

Given appropriate separability assumptions, it is possible to express the responses of unit value to prices, the $\Psi$ matrix, in terms of the total expenditure elasticities of quality. Deaton (1988) derives the formula:

$$\psi_{\alpha \theta} = \delta_{\alpha \theta} + \beta^\prime_{\alpha \theta} e_{\alpha \theta} e_{\gamma \theta}^{-1}$$  

(16)

where $e_\alpha$ is the total expenditure elasticity. Equations (15) and (16) can be used to eliminate the matrix of price elasticities, yielding a relationship between $\Psi$ and $\Theta$. But equation (12) also links $\Psi$ and $\Theta$ with the estimated matrix $B$, so that both $\Theta$ and $\Psi$, and thus the matrix of price elasticities $E$, can be calculated from the estimated parameters. In matrix notation the formulas are:

$$\Theta = B'(I - D(\xi)B'D(\xi)D(w))^{-1}$$  

(17)

$$E = \{(D(w)^{-1}B' - I) \{I - D(\xi)B' + D(\xi)D(w)\}^{-1}\}$$  

(18)

where $w$ is the vector of budget shares, and the elements of $\xi$ are given by

$$\xi_\alpha = \{(1 - \beta^\prime_{\alpha \theta})w_\alpha + \beta^\prime_{\alpha \theta}\}^{-1} \beta^\prime_{\alpha \theta}$$  

(19)

In order to save space, we report only the estimates of the elasticity matrices, together with their standard errors. These can be derived from the variance covariance matrix of $B$, (13), using the formula:

$$V\{\text{vec}(E')\} = \{(D(w)^{-1} + ED(\xi)) \otimes G\} V\{\text{vec}(B)\} \{(D(w)^{-1} + D(\xi)E') \otimes G'\}^{-1}$$  

$$G = \{I - D(\xi) + D(\xi)D(w)\}^{-1}.$$  

(20)
This expression, like that for the variances of the $B$ matrix, ignores the sampling variability of the first-stage estimates. Again, see Deaton (1990) for a full treatment.

We can now summarize the second stage of the estimation as follows. The first-stage parameter estimates are used to calculate equations (4) and (5), giving a "purged" unit value and budget share for each good for each cluster. Clusters that do not have a complete set of unit values are dropped. Note that we are thereby dropping only those clusters where at least one of the goods is bought by no one; it need not be the case that anyone buys all of the goods. Even so, 137 rural clusters are lost, leaving 620 for the estimation; only 10 clusters are lost in the urban sector, leaving 638. It is the large number of missing unit values at the individual level that makes it attractive to average over clusters at this stage. Because prices are assumed to be the same within each cluster, the averaging does not lose price information, and, although a more efficient estimation technique might be based on the individual household data, it would have to deal with the very large numbers of missing values at that level. The first-stage equations are also used to calculate the estimates of the measurement error variances according to (9). We assume that the off-diagonal terms in all three of these matrices are zero. There is no difficulty in principle in generalizing this, although in practice, the off-diagonal terms are typically very small.

A decision also has to be made about the extent of spatial and temporal variation that the prices are asked to explain. The issue is whether there are broad regional taste differences that we do not wish to attribute to regional price differences. To the extent that the inhabitants of, say, the North West Frontier have different tastes from those in Sindh, we should allow (at the least) for dummy variables for those regions. Within provinces, many of the spatial differences in prices will be of long standing, so that consumers have had a great deal of time to adjust to them. In consequence, our procedures are likely to estimate long-run price responses, which would not be expected to be the same as the seasonal responses to short term price changes. We therefore allow for dummy variables for each of the quarters of the survey. The econometric procedures remain as discussed above, but having calculated (4) and (5), these cluster means are first regressed on province and quarterly dummies, and the residuals carried forward for further analysis.

The estimates of the matrix of price elasticities, evaluated at the sample means of the budget shares, are shown in Table 5. The top panel refers to the rural sector, the bottom the urban sector. The final row and column, for non-food, is derived in a
manner that will be discussed below. The estimates are typically well-determined, at least in comparison to estimates from time-series data. All of the diagonal terms, the own-price elasticities, are negative, and several (rice and edible oils in both sectors, and dairy products in the urban sector) are less than -1. There is again a good deal of conformity between the rural and urban estimates of these own-price elasticities. The effects of the sugar and edible oil prices, columns five and six, have relatively large standard errors; recall from Table 2 that these prices show little variation in the sample. Particularly in the urban sector, these two columns contain several estimates that are large in absolute value. For example, wheat, rice and meat are all estimated as being very (positively) elastic to the oil price, and rice (negatively) to the sugar price. These figures have large standard errors and should be treated accordingly.

Apart from the effects of the oil and sugar prices, the cross-price terms are typically not very large. The urban estimates show a large substitution effect of the wheat price on rice purchases, an effect that is much smaller, and not at all significant, in the rural estimates. In the rural matrix, oil and sugar apart, the numerically largest cross-price elasticities are -0.43 for the price of other food on dairy products, and 0.43 for the meat price on rice purchases, and the latter effect is even stronger in the urban estimates.

None of these cross-price effects, except possibly that between wheat and rice, are large enough, or precise enough, to change, by itself, the way in which we might think about taxes. However, the configuration of these elasticities is very different from what would be the case if alternative assumptions had been made. In particular, the assumption of additive preferences, as for example in the linear expenditure system, not only restricts the cross-price elasticities to be small, as indeed is mostly the case here, but also enforces an approximate proportionality between total expenditure and own-price elasticities. This proportionality has dramatic effects for tax policy, because it means that goods that are attractive to tax on efficiency grounds, those with low price elasticities, are those most heavily consumed by the poor, and are thus the least attractive on distributional grounds. There is therefore a balance between equity and efficiency that tends to drive taxes towards uniformity. The estimates in Table 5 show no such proportionality. Table 3 estimates that meat and dairy produce are luxuries and rice a necessity, and yet Table 5 estimates that rice is much more price elastic than is either dairy produce or meat. Taxing rice is therefore doubly unattractive compared with taxing either of the other two goods. We shall return to these issues in more detail in
Table 5: Estimates of Own and Cross-Price Elasticities: Pakistan 1984-85

<table>
<thead>
<tr>
<th></th>
<th>Wheat</th>
<th>Rice</th>
<th>Dairy</th>
<th>Meat</th>
<th>Oils &amp; Fats</th>
<th>Sugar</th>
<th>Other Food</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Produce</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RURAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>-0.51</td>
<td>0.08</td>
<td>0.03</td>
<td>0.01</td>
<td>-0.04</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.06)</td>
<td>(0.29)</td>
<td>(0.22)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>Rice</td>
<td>0.30</td>
<td>-1.59</td>
<td>-0.11</td>
<td>0.43</td>
<td>-0.18</td>
<td>-0.39</td>
<td>-0.32</td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(0.13)</td>
<td>(0.08)</td>
<td>(0.20)</td>
<td>(0.97)</td>
<td>(0.75)</td>
<td>(0.30)</td>
</tr>
<tr>
<td>Dairy</td>
<td>0.04</td>
<td>0.13</td>
<td>-0.87</td>
<td>-0.15</td>
<td>0.19</td>
<td>0.84</td>
<td>-0.43</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.05)</td>
<td>(0.03)</td>
<td>(0.08)</td>
<td>(0.40)</td>
<td>(0.31)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>Meat</td>
<td>-0.28</td>
<td>0.14</td>
<td>-0.06</td>
<td>-0.57</td>
<td>-1.54</td>
<td>-0.62</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.09)</td>
<td>(0.05)</td>
<td>(0.13)</td>
<td>(0.66)</td>
<td>(0.51)</td>
<td>(0.21)</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>0.22</td>
<td>0.23</td>
<td>0.04</td>
<td>0.24</td>
<td>-2.04</td>
<td>-0.31</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.06)</td>
<td>(0.04)</td>
<td>(0.09)</td>
<td>(0.44)</td>
<td>(0.34)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>Sugar</td>
<td>0.14</td>
<td>0.29</td>
<td>0.04</td>
<td>0.22</td>
<td>-0.99</td>
<td>-0.07</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.08)</td>
<td>(0.05)</td>
<td>(0.11)</td>
<td>(0.56)</td>
<td>(0.44)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Other Food</td>
<td>0.18</td>
<td>0.05</td>
<td>0.01</td>
<td>0.11</td>
<td>-0.44</td>
<td>0.21</td>
<td>-0.35</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.05)</td>
<td>(0.25)</td>
<td>(0.20)</td>
<td>(0.08)</td>
</tr>
<tr>
<td><strong>URBAN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>-0.86</td>
<td>0.08</td>
<td>-0.07</td>
<td>-0.21</td>
<td>2.26</td>
<td>0.41</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.09)</td>
<td>(0.74)</td>
<td>(0.35)</td>
<td>(0.11)</td>
</tr>
<tr>
<td>Rice</td>
<td>1.44</td>
<td>-1.83</td>
<td>-0.45</td>
<td>0.64</td>
<td>1.96</td>
<td>-2.40</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.17)</td>
<td>(1.41)</td>
<td>(0.66)</td>
<td>(0.20)</td>
</tr>
<tr>
<td>Dairy</td>
<td>-0.22</td>
<td>-0.18</td>
<td>-1.10</td>
<td>0.07</td>
<td>0.58</td>
<td>0.60</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.08)</td>
<td>(0.68)</td>
<td>(0.32)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Meat</td>
<td>-0.20</td>
<td>-0.08</td>
<td>0.21</td>
<td>-0.33</td>
<td>2.66</td>
<td>-0.22</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.07)</td>
<td>(0.06)</td>
<td>(0.11)</td>
<td>(0.95)</td>
<td>(0.45)</td>
<td>(0.14)</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>0.09</td>
<td>0.08</td>
<td>-0.01</td>
<td>-0.09</td>
<td>-1.17</td>
<td>-0.13</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.07)</td>
<td>(0.58)</td>
<td>(0.27)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>Sugar</td>
<td>-0.05</td>
<td>0.14</td>
<td>-0.06</td>
<td>-0.14</td>
<td>0.20</td>
<td>-0.81</td>
<td>-0.41</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.06)</td>
<td>(0.05)</td>
<td>(0.10)</td>
<td>(0.85)</td>
<td>(0.40)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>Other Food</td>
<td>0.18</td>
<td>-0.03</td>
<td>-0.00</td>
<td>-0.03</td>
<td>0.06</td>
<td>-0.20</td>
<td>-0.34</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.06)</td>
<td>(0.55)</td>
<td>(0.26)</td>
<td>(0.08)</td>
</tr>
</tbody>
</table>

Note: The rows refer to the good being affected, and the columns to the price being changed. Hence, row 2, column 7 for the rural sector estimates that a 1% increase in the price of other food will decrease the quantity purchased of rice by 0.32%. The figures in parentheses are standard errors.
Section 3, but for now note only that the results in Table 5 have different implications for tax structures in Pakistan from previous estimates based on models such as the linear expenditure system.

The results in Table 5 are not all that we need to know about demand responses in order to evaluate price reform proposals. The demand for non-foods will generally be affected by price changes in foods, and the demand for food will depend on the prices of non-foods. For most non-foods we do not have data on physical quantities, and so the methods presented above cannot yield the estimates that are required to close the system. However, it is possible to use the results of consumer demand theory to complete the system, at least for a single aggregate of non-foods. The complete system has to satisfy the budget constraint, which yields one set of restrictions, and it must be homogeneous of degree zero, which yields another. We show below that provided we can make a reasonable guess for the quality elasticity of non-foods as a whole, adding up and homogeneity allow us to add another row and column to the matrices of price elasticities in Table 5. In fact, it is possible to do better than this, by using the Slutsky symmetry restriction of demand theory. In the current context, the use of these restrictions is particularly attractive. As we have seen from Table 5, the elasticities in the “sugar” and “oils and fats” columns are not very well determined, an outcome that reflects the low variance of sugar and oils prices in the sample. But other prices do vary a great deal, and symmetry allows us to use, for example, the well-determined effects of rice prices on sugar and oils to measure more precisely the effects of sugar and oils prices on rice. Further, the symmetry restriction is testable, something that is not true of homogeneity when we have data on only a subset of goods. The remainder of this section explains how to complete the system, and how adding up, homogeneity, and symmetry work in a model with quality as well as quantity and price. The econometric extensions are also presented.

A full discussion of the theory of quality and quantity will be presented elsewhere, and only the bare essentials are given here. The basic idea is that quality is an attribute of commodity aggregates, so that, for example, a higher unit value for rice means that there are more expensive varieties and fewer cheaper varieties in the rice “bundle” under consideration. There is therefore a group of rice goods, and the way in which rice expenditures are allocated within the group varies systematically with the outlay of the spender. Preferences are assumed to be (weakly) separable between the various commodity groups, so that there exist sub-utility functions for each subgroup,
represented here by the subgroup cost functions, \( c_G(u_G, p_G) \) each of which gives the minimum expenditure on group \( G \) necessary to reach \( u_G \) at group prices given by the vector \( p_G \). Following Deaton and Muellbauer (1980, pp. 130-2), we use these cost functions to define group quantity indices \( Q_G \) and group unit value indices \( v_G \) by

\[
Q_G = c_G(u_G, p_G^0) \\
v_G = \frac{c_G(u_G, p_G^0)}{c(u_G, p_G)}
\]  

(21)

The vector \( p^0 \) is some convenient base vector that is used to measure quantity: it need not necessarily be a price, and quantities can be measured in physical units, or in calories. The quantity index \( Q_G \) is a standard one, and for fixed \( p^0 \) is a monotone increasing function of \( u_G \). The unit value \( v_G \) is linearly homogeneous in the price vector \( p_G \), as should be any sensible price index, but it is also a function of the group utility level \( u_G \) and thus of \( Q_G \). It is the dependence of the unit value on group consumption levels that generates the quality effects, and it is a straightforward exercise to use the second part of (21) to prove the relationship between unit value and price used in equation (16) above, at least under the simplifying assumption that prices in the group move proportionately.

The really useful fact about the definitions in (21) is that they can be used to write the consumer’s maximization problem as:

\[
\text{Max } u = V(Q_1, Q_2, \ldots, Q_N) \\
\text{s.t. } \sum v_G Q_G = x
\]  

(22)

This reformulation works because utility is a function of the sub-utilities, which are just monotone transformations of the \( Q \)'s, and because total expenditure has to be the sum of the costs on each subgroup. Of course, the familiar formula hides the unfamiliar fact that the “prices” \( v_G \) are not prices at all, but unit values, which depend on the very \( Q \)'s that are the solution to the problem. This makes (22) an unsuitable vehicle for calculation, but it nevertheless shows that it is possible to write down “standard” demand functions, with quantities functions of \( x \) and the unit values, and that these demand functions satisfy all the functional restrictions with which we are familiar. In particular, we can adopt an “almost ideal” system functional form and write:

\[
w_G = \alpha_G + \beta_G \ln(x/v) + \sum H c_{GH} \ln v_H
\]  

(23)
where \( v \) is a (linearly homogeneous) index of all the unit values. Note again that (23) is more complicated than it looks, because the unit values are functions of the quantities, and therefore cannot be econometrically exogenous. The equation must be supplemented with an equation that links the unit values with total outlay and prices, an equation given by (2), which in skeletal form is

\[
\ln v_G = \alpha_G + \beta_G \ln x + \sum_H \psi_{GH} \ln p_H
\]

The substitution of (24) in (23) yields equation (1), which has been the basis for the estimation. However, the great value of equation (23) is that it tells us exactly what restrictions should be satisfied by the system. Adding-up implies that the \( \beta \)'s in (23) add to zero, as does each of the columns of the \( C \)-matrix. Homogeneity is equivalent to the rows of \( C \) adding to zero, and symmetry to the symmetry of \( C \).

To translate these statements into statements about the parameters estimated in this paper, we need to specify the index \( v \), and then explicitly make the substitution of (24) into (23). We adapt Deaton and Muellbauer's suggestion and approximate \( \ln v \) by the inner product \( \bar{w} \cdot \ln v \), where the bar denotes the mean over the sample. We can then match the parameters in (1) and (2) with the parameters in (23) and (24), whereby

\[
\begin{align*}
\Theta \Psi^{-1} &= (C - \beta \bar{w}') = D', \text{ say} \\
\beta &= \beta^0 - D' \beta^1.
\end{align*}
\]

The matrix \( D \) is the matrix \( B \) defined in (12), but, since it corresponds to a complete system of goods that together exhaust the budget, has one more row and column than \( B \); hence the change of notation. Note also that the vectors \( \beta^0 \), \( \beta^1 \) and \( \bar{w} \) in the expressions above refer to the full system, and therefore have one more element than their counterparts earlier in the paper.

Equation (25) yields the restrictions on \( D \), and hence on \( B \), that are required to complete the system and to impose symmetry. Adding-up is

\[
\ell' D' = 0, \quad \ell' \beta^0 = 0,
\]

where \( \ell \) is the vector of units. Homogeneity requires that
\[ D'(\mu - \beta') + \beta^0 = 0, \] 

(27)

while the symmetry restriction is that

\[ D'(I - \beta^1 \bar{w}^1) + \beta^0 \bar{w}' = (I - \bar{w} \beta^1)D + \bar{w} \beta^0. \] 

(28)

The adding-up and homogeneity restrictions are used to complete the system, that is to add the final rows and columns to the \( B \) matrix and thence to the elasticity matrix. The symmetry restriction, by contrast, generates testable restrictions on the matrix \( D \) and thus ultimately on \( B \).

The econometric analysis proceeds as follows. We already have an estimate of the \( B \)-matrix, in this case 7 x 7, as well as an estimate of \( V \), the 49 x 49 variance covariance matrix of the estimates of \( \text{vec}B' \). Adding-up and homogeneity together imply that \( D \) can be derived from \( B \) by means of

\[
D' = \begin{bmatrix} I_7 \\ -I_7 \end{bmatrix} B' \begin{bmatrix} I_7 & -I_7 \beta^1 \\ 0 & 1 - \beta^1 \\ 1 - \beta^1 \end{bmatrix} \begin{bmatrix} 0 & -\beta^0 \\ 0 & -\beta^0 \end{bmatrix}.
\]

(29)

or, in an obvious notation,

\[ \text{vec}D' = (J_2 \otimes J_1) \text{vec}B' - \text{vec}J_3 \]

(30)

which offers an immediate means of calculation for the full matrix, as well as of its variance covariance matrix. Note that we require estimates of the last elements \( \beta^0_N \) and \( \beta^1_N \), corresponding to the non-food category. Since the elements of \( \beta^0 \) add to zero over the complete set of goods, the former is easily estimated, but the quality elasticity of non-food cannot be estimated without (the non-existent) data on unit values for non-food. Here, we simply assume a value for \( \beta^1_N \) of 0.10; given the general unimportance of the quality estimates in this study, this need for this obviously arbitrary choice is unlikely to be a serious difficulty. Note too that we are effectively assuming that the first stage parameters, \( \beta^0 \) and \( \beta^1 \) are known; they are treated as constants in the calculation of \( D \) and its standard errors. Ideally, the first-stage sampling variability should be taken into account, but, just as in the evaluation of the standard errors for \( B \), and for the same reason, it is ignored.
The symmetry restriction (28) can be conveniently written:

\[ L(I-K)G[(I-w\beta^\top)\otimes I]vecD' + (\bar{w} \otimes I)\beta^0 = 0, \]  

where \( G \) is a 49 x 64 matrix of ones and zeros which delivers a vector containing the top left 7 x 7 elements of an 8 x 8 matrix in vec form, \( K \) is the 49 x 49 commutation matrix, which converts vecA into vecA', and \( L \) is a 21 x 49 matrix which selects from vecA the elements of the lower left triangle in the original matrix. This expression is simpler than it looks. The restriction \( L(I-K)A = 0 \) for some matrix \( A \) requires that the lower left triangle of the transpose should be identical to the lower left triangle of the original, \( i.e. \) that the original should be symmetric. It is written in this form rather in the simpler \( A = KA \) because this last imposes redundant restrictions, including for example that the diagonal elements equal themselves, which would result in singularities when calculating the variances and covariances of the restrictions. The \( G \) matrix is necessary because the restrictions of adding-up, homogeneity and symmetry are not independent. The \( D \) matrix satisfies adding-up and homogeneity by construction, so that symmetry need only be applied to the top 7 x 7 submatrix of the left hand side of (28).

Equation (30) is substituted into equation (31) to generate a “standard” set of linear restrictions

\[ RvecB' = r. \]  

A restricted estimate of \( B \) is then calculated according to

\[ vec(B^*) = vec(B') + VR'(RVR')^{-1}(r-Rvec(B')) \]  

with variance covariance matrix \( (RVR')^{-1} \). A Wald test for the symmetry restriction is available from

\[ W = (r-Rvec(B')'(RVR')^{-1}(r-RvecB'). \]  

The results are shown in Table 6 for both sectors. The Wald tests for the symmetry restriction take values 58.04 in the rural sector and 80.03 in the urban sector, both of which would be distributed as \( \chi^2_{21} \) if the null hypothesis were true. Although these tests indicate rejection at any conventional significance level, they are based on large numbers of observations, 620 rural villages, and 638 urban clusters. They are not
Table 6: Estimates of Own and Cross-Price Elasticities: Pakistan 1984-85
(symmetry contained estimates for the full system)

<table>
<thead>
<tr>
<th></th>
<th>Wheat</th>
<th>Rice</th>
<th>Dairy</th>
<th>Meat</th>
<th>Oils &amp; Fats</th>
<th>Sugar</th>
<th>Other Food</th>
<th>Non-Food</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RURAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>-0.51</td>
<td>0.07</td>
<td>0.08</td>
<td>-0.04</td>
<td>0.06</td>
<td>0.04</td>
<td>0.01</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.05)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>Rice</td>
<td>0.30</td>
<td>-1.53</td>
<td>-0.04</td>
<td>0.30</td>
<td>0.38</td>
<td>0.34</td>
<td>-0.34</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.12)</td>
<td>(0.07)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.18)</td>
<td>(0.13)</td>
<td>(0.28)</td>
</tr>
<tr>
<td>Dairy</td>
<td>0.00</td>
<td>-0.01</td>
<td>-0.89</td>
<td>-0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>Meat</td>
<td>-0.22</td>
<td>0.21</td>
<td>-0.08</td>
<td>-0.61</td>
<td>0.17</td>
<td>0.13</td>
<td>0.20</td>
<td>-0.91</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.07)</td>
<td>(0.05)</td>
<td>(0.13)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.13)</td>
<td>(0.29)</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>0.19</td>
<td>0.26</td>
<td>0.16</td>
<td>0.19</td>
<td>-1.59</td>
<td>-0.29</td>
<td>0.02</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.06)</td>
<td>(0.04)</td>
<td>(0.09)</td>
<td>(0.40)</td>
<td>(0.25)</td>
<td>(0.13)</td>
<td>(0.51)</td>
</tr>
<tr>
<td>Sugar</td>
<td>0.12</td>
<td>0.31</td>
<td>0.10</td>
<td>0.18</td>
<td>-0.44</td>
<td>0.03</td>
<td>0.10</td>
<td>-1.27</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.07)</td>
<td>(0.05)</td>
<td>(0.11)</td>
<td>(0.35)</td>
<td>(0.40)</td>
<td>(0.17)</td>
<td>(0.62)</td>
</tr>
<tr>
<td>Other</td>
<td>-0.01</td>
<td>-0.07</td>
<td>0.07</td>
<td>0.08</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.40</td>
<td>-0.28</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.08)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>Non-Food</td>
<td>-0.10</td>
<td>-0.01</td>
<td>-0.05</td>
<td>-0.07</td>
<td>-0.09</td>
<td>-0.09</td>
<td>-0.13</td>
<td>-0.68</td>
</tr>
<tr>
<td>Food</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.10)</td>
</tr>
<tr>
<td><strong>URBAN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>-0.69</td>
<td>0.22</td>
<td>-0.03</td>
<td>-0.10</td>
<td>0.05</td>
<td>-0.02</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.06)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.07)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Rice</td>
<td>0.97</td>
<td>-1.85</td>
<td>-0.50</td>
<td>0.28</td>
<td>0.22</td>
<td>0.19</td>
<td>-0.07</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.10)</td>
<td>(0.08)</td>
<td>(0.12)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.14)</td>
<td>(0.32)</td>
</tr>
<tr>
<td>Dairy</td>
<td>-0.08</td>
<td>-0.11</td>
<td>-1.11</td>
<td>0.10</td>
<td>-0.00</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.03)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>Meat</td>
<td>-0.22</td>
<td>0.10</td>
<td>0.18</td>
<td>-0.32</td>
<td>-0.07</td>
<td>-0.09</td>
<td>-0.03</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.04)</td>
<td>(0.05)</td>
<td>(0.10)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.09)</td>
<td>(0.22)</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>0.10</td>
<td>0.11</td>
<td>0.05</td>
<td>-0.05</td>
<td>-1.52</td>
<td>-0.07</td>
<td>-0.02</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.07)</td>
<td>(0.51)</td>
<td>(0.24)</td>
<td>(0.08)</td>
<td>(0.52)</td>
</tr>
<tr>
<td>Sugar</td>
<td>-0.07</td>
<td>0.13</td>
<td>-0.03</td>
<td>-0.15</td>
<td>-0.11</td>
<td>-0.72</td>
<td>-0.41</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.06)</td>
<td>(0.05)</td>
<td>(0.10)</td>
<td>(0.34)</td>
<td>(0.39)</td>
<td>(0.12)</td>
<td>(0.53)</td>
</tr>
<tr>
<td>Other</td>
<td>0.10</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.02</td>
<td>-0.12</td>
<td>-0.34</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.08)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>Non-Food</td>
<td>-0.06</td>
<td>-0.00</td>
<td>0.02</td>
<td>-0.05</td>
<td>0.04</td>
<td>0.02</td>
<td>-0.09</td>
<td>-0.97</td>
</tr>
<tr>
<td>Food</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.08)</td>
</tr>
</tbody>
</table>

Note: The rows refer to the good being affected, and the columns to the price being changed. Hence, row 2, column 7 for the rural sector estimates that a 1% increase in the price of other food will increase the quantity of rice purchased by 0.38%. The figures in parentheses are standard errors.
impressive when compared with critical values that take account of sample size; the Schwartz test has critical values of 135.0 and 135.6 respectively, which are comfortably larger than the test statistics here. More convincing perhaps is the extent to which the results in Table 6 overcome the problems in Table 5. For wheat, rice, dairy produce, and to a large extent meat, the results are very close to those in the previous table. However, for oils and fats and for sugar, where the previous estimates were quite cross-price elasticities in Table 5 in these two imprecise, the estimates change a great deal, and are now much more precisely estimated. Further, the several large columns no longer appear in the symmetry-constrained estimates. This is exactly what we had hoped that the imposition of symmetry would accomplish, and the results are a good indication of the usefulness of even very simple theory in supplementing relatively uninformative data.

The own-price elasticities are very similar in the two tables, and those for sugar and oils are still imprecisely estimated; symmetry cannot help here. In the rural sector, the own-price elasticity of sugar is positive, but the standard error is large. The estimates in the non-food row should be treated rather more seriously than those in the non-food column. Since the budget shares of the eight goods add to unity, we have data on the share of non-food, and the estimates of the effects of food prices on non-foods have essentially the same status as the estimates of the effects of food prices on foods. However, there are no unit value data for non-food, so that the estimates of the effects of the non-food price on foods are determined by the theoretical restrictions, rather than by the data. The standard errors in the last column tend to reflect this imprecision, and these elasticities should not be treated too seriously. There are several important cross-price elasticities that survive the imposition of symmetry. There are well-determined substitution effects between rice and wheat, between rice and meat, rice and sugar, and between rice and oils, and there is a significant negative effect, only some of which is an income effect, between wheat and meat. These cross-price effects appear in both urban and rural samples, and we feel that a good deal of credence should be given to them.
The Analysis of Tax and Price Reform

This section looks at the implications of the estimates for the analysis of a number of possible price reforms in Pakistan. The general procedure is the standard one, of looking at the distributional consequences of price changes, together with their effects on economic efficiency, and trying to identify directions of price reform that can improve efficiency without deleterious distributional consequences, or which can meet stated distributional aims of protecting the poor, but without avoidable efficiency costs. For reasons that will become apparent, the policy options that we examine are somewhat artificial ones, but the effects that they illustrate would be important in any more thoroughgoing analysis. We are also concerned not to use the results of the previous sections mechanically, but instead to identify those implications for policy that are credible and robust, and downweight those that may be due to sampling variability, or are otherwise doubtful.

The theory of price and tax reform in developing countries is well-developed in the literature, see for example the introductory chapters in Newbery and Stern (1987), and the survey paper by Dreze and Stern (1987). These principles have been applied to tax reform in Pakistan by Ahmad and Stern (1990, 1991), and we shall follow the general framework of that article, if not the details. In the standard case, where there are no quality effects, and everyone faces the same price, the analysis runs as follows. Suppose that there is a proposal to increase the consumer tax on good \(i\). The (local) consequences of this change can be assessed by looking at the derivatives of consumer welfare with respect to the change, together with the effects on government revenue.

The compensation required by agent \(h\) for tax-induced price change \(\Delta p_i\) is \(q_i^h \Delta p_i\). But we are typically not indifferent as between different gainers and losers, particularly in LDCs where there are very limited instruments for redistribution, so these individual compensations must be weighted according to weights \(\theta^h\) that are proportional to the social marginal values of income to each agent. The social cost of the tax increase is therefore given by the derivative

\[
\frac{\partial W}{\partial t_i} = \sum_h \theta^h q_i^h
\]  

(35)

The tax change will also have an effect on government revenue, directly through the additional taxes raised on the good, and indirectly through the own- and cross-price
substitution effects that are induced by the price increase. If \( R \) is total government revenue, then the revenue derivative is given by

\[
\frac{\partial R}{\partial t_i} = \sum_n q_i^h + \sum_n t_i \frac{\partial q_i^h}{\partial t_i}
\]  

(36)

The ratio of (35) to (36), typically denoted \( \lambda_i \), measures the costliness of raising additional revenue through good \( i \). If \( \lambda_i \) is large, additional units of revenue are obtained at high social cost, as would happen, for example, if the good is heavily taxed, is highly price elastic, and most heavily consumed by the poor. By contrast, goods with low \( \lambda_i \) values are attractive candidates for raising revenue.

As written, equations (35) and (36) take no account of distortions elsewhere in the economy, nor of the resource allocation effects of tax changes that will typically result if prices do not reflect opportunity costs. To take account of these effects, write the consumer price \( p_i \) as \( s_i + t_i \), where, for the moment, \( s_i \) is interpreted as a base price that is unaffected by the tax change. Since the tax change does not alter the total amount spent by consumers, (36) can be rewritten as

\[
\frac{\partial R}{\partial t_i} = \sum_n s_i \frac{\partial q_i^h}{\partial t_i}
\]  

(37)

so that the tax cost ratios \( \lambda_i \) become

\[
\lambda_i = \frac{\sum_n \theta_i q_i^h}{-\sum_n s_i \frac{\partial q_i^h}{\partial t_i}}
\]  

(38)

Under appropriate (but non-trivial) assumptions, Dreze and Stern (1987) show that (38) has an attractive alternative interpretation that allows a substantial generalization over the pure revenue focus of (35) and (36). In particular, if actual taxes are ignored, the vector \( s \) is taken as a vector of shadow prices, i.e. prices that reflect the relative social opportunity costs of the goods, so that the vector \( t \) is a vector of shadow tax rates, then (38) captures all of the effects of the tax changes through the general equilibrium system, and is therefore of quite general applicability. Indeed, the denominator of (38) represents minus the resource costs, i.e. the resource benefits of the tax increase, while
its numerator is, as before, the welfare cost, so that the $\lambda$’s are simply cost-benefit ratios at the “right,” *i.e.* shadow prices.

The implementation of (38) requires the consumption of the various commodities, which we have from the survey, the price derivatives, which have been estimated in Section 1, social income weights, which are discussed below, and shadow prices. Ahmad, Coady and Stern (1988) have estimated a complete set of shadow prices for Pakistan based on an 86 x 86 input output table for 1976, and Ahmad and Stern (1990, 1991) use these shadow prices in their tax reform experiments. However, these prices embody a very large number of assumptions, about shadow prices for land, labor, and assets, as well as, most crucially, judgments about which goods are tradeable (further divided into importables and exportables) and which goods are non-traded. These assumptions all have a role in determining the shadow prices, and while the procedure itself is unimpeachable, the use of the prices for the current exercise makes it very difficult to isolate the role played in the reform proposals by the different elements in the story. Instead, we shall work with an illustrative set of shadow prices for our eight goods. These prices are illustrative in the sense that they do not claim to take into account all the ingredients that should ideally be included in shadow prices. However, they are based on the current Pakistan situation, and help us see how important features of that situation enter into the analysis of price reform.

The crucial commodities are wheat, rice and sugar. Rice and sugar sell at internal prices that are substantially lower than their world prices at the official exchange rate. According to the *Pakistan Economic Survey, Government of Pakistan* (annual), the border price for both rice and wheat was approximately 40% above the world prices in the mid-80’s. Both are tradeable goods, and for both we work with accounting ratios (shadow prices divided by consumer prices) of 1.4. In the case of sugar, there is a heavily protected domestic sugar refining industry, and the border price of refined sugar is some 60% of the domestic price. Oils and fats are also protected by a complex system of taxes and subsidies with the result that the border price is perhaps 95% of the domestic price. For the other four goods in the system, we shall work with accounting ratios of unity. Although there are tariffs and taxes on many non-food items, which would call for accounting ratios less than unity, many other items are non-traded, so that their shadow prices depend on the shadow price or conversion factor for labor, which, given the pricing of wheat and rice, is likely greater than unity. Our experiments are therefore conducted under the supposition that the ratio of shadow prices to consumer
prices for the eight goods (wheat, rice, dairy, meat, oils and fats, sugar, other food, non-food) are given by the vector \((1.4, 1.4, 1.0, 1.0, 0.95, 0.6, 1.0, 1.0)\).

It is important to be precise about the policy experiments that are being considered, and about those that are not. The instruments that are being considered here are instruments that increase or decrease the consumer price of the good, as would be the case, for example, if there were a value added tax, or if the good were being imported over a tariff. Such instruments may be available in Pakistan for sugar or for oils. However, to the extent that the rice and wheat subsidies are maintained by export taxes, the experiments described here do not correspond to what would happen if the export tax were changed. An increase in an export tax increases consumer welfare at the same time as it increases government revenue, so that if only these two effects were considered, as is the case in (35) and (36), it would pay to increase the tax indefinitely. Of course, export taxes are limited by the supply responses of farmers, as well as by international demand when the country has some monopoly power, as is the case for Pakistan with basmati. An export tax is an instrument that alters not only consumer prices but also producer prices, and it cannot be analyzed without looking at the supply responses. The calculations here, which look only at the demand side, correspond to a different hypothetical experiment, in which producer and consumer prices are separated. This would suppose that the government procures the total output of rice and wheat at one set of prices, that it sells the commodities either to foreigners at world prices, or to domestic consumers at a third set of prices. It is the consequences of changing these domestic prices than can be examined using the apparatus described above. Of course, these are very artificial experiments, which would not be feasible in practice. Farmers who grow wheat cannot be charged one price for consumption and paid another for procurement. However, more realistic policies will have the same effects as those described here, plus additional effects that work through the supply side. What we have to say here is only a part of the story, but it is a part that has to be understood if good policy decisions are to be made.

Before calculating the results, we need to adapt the basic model of tax reform to a world where people pay different prices, and where quality as well as quantity is an object of choice. The simplest assumption, and that adopted here, is that taxes on each good are \textit{ad valorem}, so that the tax paid is a constant proportion of price, so that the tax per kilo is higher for higher priced varieties, as well as at locations where rice is more expensive. It is easy to think of cases where this is not true, where taxes are fixed
at rates per quintal, and where transport margins are the same irrespective of the total value of the load. Nevertheless, the assumption yields substantial simplifications, as we shall see. If the tax rate on good \( i \) is \( \tau_i \), then the tax paid by consumer \( h \) on good \( i \) is \( \tau_i q_i^h \) where \( q_i^h = v_i^h/(1+\tau_i) \) is the ex-tax unit value. Hence, the compensation payable for an increase \( \Delta \tau_i \) is \( \tau_i^h q_i^h \Delta \tau_i \) so that the numerator of the \( \lambda_i \) ratio (35) is replaced by

\[
\frac{\partial W}{\partial \tau_i} = \sum_h \theta_i^h v_i^h q_i^h = \sum_h (x^h/n^h)^{-e} x^h \omega_i^h
\]  

(39)

where we have adopted the standard practice that the social weight given to additional income for \( h \) is proportional to the level of *per capita* household expenditure, \( x/n \), raised to the power of \( -e \), for some \( e > 0 \). A value of \( e \) of unity implies that additional income is twice as valuable to someone with half the income, with higher values implying a greater focus on the poor, and lower values less. Social welfare accounting is done for individuals, not households, but (39) is nevertheless correct under the inevitable assumption that household consumption levels are equally shared among household members.

To derive the revenue effects of changes in \( \tau_i \), it helps to decompose unit value into the product of \( p_i \) and quality, \( \mu_i \). Revenue raised from consumer \( h \), \( R_i^h \), is then

\[
R_i^h = \sum_k \tau_i^h \mu_i^k p_i^h q_i^h
\]  

(40)

where \( p_i^h \) is the ex-tax price faced by the consumer. We can then differentiate with respect to \( \tau_i \), remembering to take into account the shading of qualities in response to price, and using the facts that

\[
\frac{\partial p_i^h}{\partial \tau_i} = \frac{p_i^h}{1+\tau_i} \quad \quad \frac{\partial \ln \mu_i}{\partial \ln p_j} = \psi_{ij} - \delta_{ij}
\]  

(41)

it is possible to show that

\[
\frac{\partial R_i^h}{\partial \tau_i} = \frac{1}{1+\tau_i} \sum_k \frac{\tau_k}{1+\tau_k} x^k (\theta_{k,i} - \delta_{k,i} \omega_i^h)
\]  

(42)

which can be evaluated given actual or shadow tax rates, the data from the survey, and the estimates of the parameters. One final formula will be useful. Define the aggregate budget shares, the shares of each expenditure in aggregate consumers' expenditure, by
and the "socially representative" budget shares by

$w_i^s = \frac{\sum_r (x^h/n^h) \times^h w_i^h}{\sum_r x^h}$

(44)

The cost-benefit ratios $\lambda_i$ are the ratios of (39) to (42) and can be written

$$\lambda_i = \frac{w_i^s / \bar{w}_i}{1 + \frac{\tau_i}{1 + \tau_i} \left( \frac{\theta_{ii}}{\bar{w}_i} - 1 \right) + \sum_k \frac{\tau_k}{1 + \tau_k} \frac{\theta_{ki}}{\bar{w}_i}}$$

(45)

The numerator of (45) is a pure distributional measure for good $i$; it can be interpreted as the relative shares of the market representative individual (the representative agent) and the socially representative individual, whose income is lower the higher is the inequality aversion parameter $c$. This measure is modified by the action of the terms in the denominator. The first of these (apart from 1) is the tax factor multiplied by the elasticity of expenditure on good $i$ with respect to its price, quality and quantity effects taken together, see equation (15) above. This term measures the own-price distortionary effect of the tax. If it is large and negative, as would be the case for a heavily taxed price elastic good, the term will contribute to a large $\lambda_i$-ratio and would indicate the costliness of raising further revenue by that route. The last term is the sum of the tax factors multiplied by the cross-price elasticities, and captures the effects on other goods of the change in the tax on good $i$, again with quantity and quality effects included. From a theoretical point of view, this decomposition is trivial, but when we look at the results, it is useful to separate the own- and cross-price effects since the former are likely to be more reliably measured than the latter.

Table 7 shows the efficiency effects of raising taxes on each of the goods, distinguishing between the terms in the denominator of (45); these are calculated for the rural sample only. The urban results are similar, and one sector is sufficient to illustrate how the procedure works. The first column shows the tax factors $\tau_i/(1 + \tau_i)$ calculated from the accounting ratios discussed above; these are the shadow taxes calculated from comparison of the world and domestic prices. Wheat and rice carry shadow subsidies, oils and sugar, shadow taxes. The second column shows the own-price elasticities for
### Table 7: Efficiency Aspects of Price Reform: Rural Sector

<table>
<thead>
<tr>
<th></th>
<th>Tax Factor</th>
<th>$e_i$</th>
<th>Own</th>
<th>Cross</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheat</td>
<td>-0.67</td>
<td>-0.61</td>
<td>0.40</td>
<td>-0.04</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.08)</td>
<td></td>
<td>(0.08)</td>
</tr>
<tr>
<td>Rice</td>
<td>-0.67</td>
<td>-1.80</td>
<td>1.20</td>
<td>-0.17</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.09)</td>
<td></td>
<td>(0.14)</td>
</tr>
<tr>
<td>Dairy</td>
<td>0.00</td>
<td>-1.01</td>
<td>0.0</td>
<td>-0.05</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.02)</td>
<td></td>
<td>(0.02)</td>
</tr>
<tr>
<td>Meat</td>
<td>0.00</td>
<td>-0.70</td>
<td>0.0</td>
<td>-0.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.12)</td>
<td></td>
<td>(0.12)</td>
</tr>
<tr>
<td>Oils</td>
<td>0.05</td>
<td>-1.67</td>
<td>-0.08</td>
<td>-0.49</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.02)</td>
<td></td>
<td>(0.16)</td>
</tr>
<tr>
<td>Sugar</td>
<td>0.29</td>
<td>0.05</td>
<td>0.01</td>
<td>-0.41</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.12)</td>
<td></td>
<td>(0.16)</td>
</tr>
<tr>
<td>Other Food</td>
<td>0.00</td>
<td>-0.41</td>
<td>0.0</td>
<td>0.06</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.06)</td>
<td></td>
<td>(0.06)</td>
</tr>
<tr>
<td>Non-Food</td>
<td>0.00</td>
<td>-0.75</td>
<td>0.0</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.03)</td>
<td></td>
<td>(0.03)</td>
</tr>
</tbody>
</table>

Notes: The tax factor is the share of the shadow tax in the tax-inclusive price, $e_i$ is the own-price elasticity of quality times quantity, own and cross are the second and third terms in the denominator of (45), and total is the denominator itself. Figures in parentheses are standard errors.

quantity and quality taken together. Because the quality effects are not large, these elasticities are close to those listed in Table 6, but they are conceptually distinct. Taxes are *ad valorem* so that quality shading in response to tax increases depresses revenue just as do decreases in quantity. The third column shows the own-price distortions and corresponds to the middle term in the denominator of (45). Goods that bear no shadow taxes do not appear in this column since there are no distortionary effects of small tax increases at zero tax rates. The large effects are on wheat and rice, with the latter much larger because its own-price elasticity is much larger. The standard errors for both these terms are small relative to their estimated magnitudes. By themselves, these own price terms will generate small cost-benefit ratios, particularly for rice. Subsidies are being paid, they are distortionary, particularly for rice, and it is desirable to reduce them, at least from this limited point of view.

The cross terms in the next column are typically smaller and, as expected, have larger standard errors. The large terms are for rice, for oils, and for sugar; all are negative and all act so as to *decrease* the attractiveness of raising those prices. By
checking back through the full matrix of price elasticities, it is possible to track down the specific terms that are responsible for these total cross-price effects. For rice, the interaction is with wheat. As we have seen, an increase in the price of rice is attractive on own-price efficiency grounds, but it will also switch demand into wheat, which itself bears a subsidy, so that the attractions of raising the price are (partially) reduced. The oils and sugar terms are very similar; both are substitutes for wheat and rice, so that increasing either price generates demands for the rice and wheat subsidies which are socially costly. In addition, increases in the oils price generate a fall in the demand for sugar, which bears a shadow tax, so that its opportunity cost is well below its price, an effect which again makes it less attractive to raise the prices of oils. The final column in the Table presents the sum of both effects, plus one according to (45), together with the estimated standard error. According to these, and recall that nothing yet has been said about distributional issues, rice is the commodity whose price should be raised, and sugar and oils the commodities whose prices should be lowered. The wheat subsidy too is distortionary, and there is an efficiency case for raising the price. The standard errors on the oils and sugar terms are relatively large, reflecting the fact that they come from cross-price effects, but they are not large enough to threaten the main thrust of these conclusions.

Equity effects are incorporated in Table 8 for a range of reasonable values of the distributional parameter $\varepsilon$. The first panel corresponds to $\varepsilon=0$, so that there are no distributional concerns, and the cost-benefit ratios are simply the reciprocals of the last column in Table 7. Rice is a good candidate for a price increase, oils and fats for a price decrease. As we move through the table to the right, the distributional effects modify this picture to some extent. The "equity" columns in the table, which are the relative budget shares of an increasingly poor individual relative to the market representative individual, move away from luxuries and towards luxuries as the distributional parameter increases. Wheat, the basic staple, attracts a larger weight as we move down the income distribution, as do oils and fats. Other food, which contains pulses, has large weights when $\varepsilon$ takes the extreme value of 2. Wheat is a target for price increases on efficiency grounds, although not as much so as rice, but the equity effects tend to make it less attractive, and its $\lambda_\varepsilon$-value becomes relatively large as we move to the right in the table. However, for oils and fats, and to a lesser extent for sugar, which were the main candidates for price decreases, the equity effects only strengthen the conclusions. Oils and fats in particular figure relatively heavily in the budgets of low income consumers,
Table 8: Equity and Cost-Benefit Ratios for Tax Increases

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon=0$</th>
<th>$\epsilon=0.5$</th>
<th>$\epsilon=1.0$</th>
<th>$\epsilon=2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Equity</td>
<td>$\lambda$</td>
<td>Equity</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>Wheat</td>
<td>1.00</td>
<td>0.73</td>
<td>1.11</td>
<td>0.81</td>
</tr>
<tr>
<td>Rice</td>
<td>1.00</td>
<td>0.49</td>
<td>1.06</td>
<td>0.52</td>
</tr>
<tr>
<td>Dairy</td>
<td>1.00</td>
<td>1.05</td>
<td>1.03</td>
<td>1.08</td>
</tr>
<tr>
<td>Meat</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Oils</td>
<td>1.00</td>
<td>2.33</td>
<td>1.09</td>
<td>2.54</td>
</tr>
<tr>
<td>Sugar</td>
<td>1.00</td>
<td>1.64</td>
<td>1.03</td>
<td>1.68</td>
</tr>
<tr>
<td>Other Food</td>
<td>1.00</td>
<td>0.94</td>
<td>1.06</td>
<td>1.00</td>
</tr>
<tr>
<td>Non-Food</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

and reducing their price is desirable for both equity and efficiency reasons. Rice remains the best candidate for consumer tax increases; it is not consumed by the very poor, and its subsidy is the most distortionary.

In conclusion, let us emphasize once again that these policy implications do not apply directly to the tax instruments currently in use in Pakistan. Our findings suggest that raising revenue from an increase in the price of rice to consumers would be desirable on grounds of efficiency and equity. But the main instrument for controlling the price of rice is the export tax, a decrease in which would certainly increase the consumer price of rice, but it would also decrease government revenue, and it would change supplies of rice, effects which we are in no position to consider here. Nevertheless, the fact that rice and wheat are substitutable for one another in consumption, and that there are further substitution effects between rice, wheat, sugar and edible oils, would have to be taken into account in a reform of any export taxes, just as they are taken into account here. Indeed, perhaps the most useful lesson of the analysis in this paper is how important it is to measure the way in which price changes affect the pattern of demand. The Pakistani substitution patterns between rice, wheat, sugar and edible oils are not consistent with additive preferences and so cannot be accommodated within a model like the linear expenditure system. In countries where some prices are far from opportunity cost, cross-price effects of tax changes will often be more important than the effects on the good itself, so that these effects must be measured in a flexible way. Nor could additive preferences accommodate the pattern of total expenditure and own-price elasticities that characterize demand patterns in Pakistan. Oils and fats are a
necessity, but have a high own-price elasticity, so that the ratio of the own-price to income elasticity is many times greater than for a rice, which has high own-price and income elasticities. Additive preferences require that this ratio be (approximately) uniform over goods. Yet it is this ratio that is the principal determinant of how the balance between equity and efficiency ought to be struck.
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Appendix: Alternative Methods of Estimation

The methodology used in this paper, and described in the Section 2, is designed to extract price and expenditure elasticities from survey data in the form in which they are typically available. It allows for the possibilities that there are village level fixed effects in demand patterns, effects that may be correlated with average village incomes, that unit values are not prices, and that there may be non-independent measurement error in the reported unit value and quantity data. Handling these various issues imposes costs in terms of relative complexity, and the question arises as to whether there may be short-cuts that ignore some of the problems that are less serious in practice. In fact, the calculations in section 1 are not very difficult to carry out, and it is only the calculation of the standard errors that requires careful and customized programming. As always, the heaviest work is in the preparation and cleaning of the basic data, not in the calculation of the estimates.

This section has two purposes. The first is to provide some alternative estimates that are calculated using standard regression methods, and examines how much difference there is between these and the methodology of this paper. The second purpose is to try out alternative data, not methodologies. We follow Alderman (1988) and reestimate the model using not the unit values from the survey, but the urban regional price data that is independently collected by the Federal Bureau of Statistics and published in the Monthly Statistical Bulletin. Households are matched to the survey point that is geographically closest to them, and assigned the price for that area in the quarter during which they were interviewed. The model is essentially the same as that used in the paper, but the prices are genuine prices, not unit values. The disadvantage of the method is that there are relatively few collection points, and they are all urban, so that they may provide only very poor indications of the prices facing the households in the survey.

Note that the two sets of alternative estimates do not have the same status. For the models using the alternative price data, we would like to obtain the same answers as before, since there is nothing incorrect in using the alternative prices, except for the possible effects of measurement error. But if the issues raised in Section 2 are real, the short-cut methodologies are essentially incorrect and they should give different answers. Of course, measurement error, village taste differences, or quality effects may not be very important in a particular application, and the estimates may turn out to be similar.
This is no guarantee that in other applications the same would be true, although it is to some extent possible to highlight the sources of difference, and to be aware of situations in which short-cuts would be dangerous. Even so, the alternative estimates given here are only indicative of the possibilities. A full understanding of the alternative estimators would require more analysis and Monte Carlo experimentation than can be included in this paper, although see Deaton (1990) for some limited evidence.

There are eight different sets of estimates in the columns of Table A1. In order to keep the comparisons manageable, we confine ourselves to the rural sector, and present only the results for the total expenditure elasticity and the own-price elasticity, the former in the top of the table, and the latter in the bottom. The first column repeats the results of Section 2, and is taken from Table 5. The last two columns, to the right of the double line, are the results from using the alternative price data, and will be discussed below.

Columns (2) and (3) come from the following specification:

\[
\ln q_i = \alpha_{01} + \alpha_{11} \ln x + \alpha_{21} \ln n + \sum \eta_y \ln y_j + \gamma_i z + \text{province and seasonal dummies} + u_i
\]

(A1)

where \( q_i \) is the quantity purchased of good \( i \), \( z \) is the same vector of household demographics used in the first-stage regression as in Section 2, and the unit values are included on the right hand side as if they were prices. Equation (A1) is attractive in its simplicity; the parameters are elasticities, and a double logarithmic regression is perhaps the simplest way to estimate them. However, there are a number of immediate problems of application. The most immediate is that households who do not purchase the good must be excluded from the regression; the logarithm of zero does not exist. For the analysis of tax reform, the exclusion of non-purchasing households is undesirable since we are interested in the effects of price change on total or average demand, and we are not concerned whether that change takes place at the intensive or extensive margins. From an econometric point of view, the exclusion of zero purchases also reduces the sample size, particularly if all the unit values are included on the right hand side, since in that case only those households can be included who are recorded as purchasing all of the goods. This is a very severe restriction. Table 2 shows the fractions of households buying each good, but a much smaller fraction buy all of them and only
1,666 of the 9,119 rural households do so. The regressions in column (2) report results from this very severely selected sample, while in column (3), the selection problem is lessened by including only the own-price on the right hand side, effectively assuming a priori that the cross-price terms are negligible or at least, uncorrelated with the other variables.

Columns (4) and (5) are obtained from regressions identical to (26) but with the budget share as the dependent variable in place of the logarithm of the quantity. The functional form is thus essentially the same as that used in Section 2, but the regressions are run directly without allowance for village fixed effects, measurement error, or any distinction between unit value and price. Although all zero shares can now be included on the left hand side, the selection problem recurs through the unit values. Once again, column (4) reports estimates on the restricted sample of 1,666 households with all the unit values included, and column (5) those estimates with only the own unit value, so that the selection fractions are those in Table 2. Finally, column (6) uses the same model as columns (4) and (5), but all the data are averaged over each cluster prior to the estimation. Included in the regressions are all those clusters where each good is purchased by at least one household; of the 757 rural clusters, 620 satisfy this condition. This is the same selection that is enforced upon us in Section 2.

There is another possible technique which is not examined here, but which is sometimes used and with which we experimented early in the research. One of the problems of estimating a model on the household data comes from the potential spurious correlation between measured quantities and measured unit values, a correlation that can be generated by measurement error in either or both. One possibility is to replace the individual unit value by the average of all the unit values in the village; since prices are supposed to be the same for all households in the village, this is clearly legitimate. However, the procedure does not resolve the spurious correlation problem, since the village mean is still correlated with the individual unit values used to compute it. It can therefore be modified one step further by using for each household the village mean unit value computed using all unit values in the village except that of the household itself. While this removes any spurious correlation between quantities and unit values, or between shares and unit values, the “leave-out” mean, like the original mean, is still an error-ridden estimate of the true and unobservable average village unit value. Attenuation bias is therefore not removed. In the models used in Section 2, where the share is the dependent variable, the spurious correlation problem is typically less serious.
Table A1: Alternative Estimates of Total Expenditure and Price Elasticities
(Rural Pakistan 1984-85)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TOTAL EXPENDITURE ELASTICITIES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>0.37</td>
<td>0.31</td>
<td>0.28</td>
<td>0.48</td>
<td>0.35</td>
<td>0.34</td>
<td>0.44</td>
<td>0.38</td>
</tr>
<tr>
<td>Rice</td>
<td>0.68</td>
<td>0.63</td>
<td>0.66</td>
<td>0.70</td>
<td>0.61</td>
<td>1.03</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>Dairy produce</td>
<td>1.05</td>
<td>0.68</td>
<td>0.85</td>
<td>0.81</td>
<td>0.92</td>
<td>1.03</td>
<td>1.12</td>
<td>0.99</td>
</tr>
<tr>
<td>Meat</td>
<td>1.10</td>
<td>0.91</td>
<td>0.98</td>
<td>1.04</td>
<td>1.05</td>
<td>1.35</td>
<td>1.32</td>
<td>1.48</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>0.42</td>
<td>0.44</td>
<td>0.37</td>
<td>0.44</td>
<td>0.42</td>
<td>0.38</td>
<td>0.43</td>
<td>0.42</td>
</tr>
<tr>
<td>Sugar</td>
<td>0.86</td>
<td>0.72</td>
<td>0.79</td>
<td>0.76</td>
<td>0.82</td>
<td>1.22</td>
<td>0.95</td>
<td>1.12</td>
</tr>
<tr>
<td>Other Food</td>
<td>0.59</td>
<td>0.57</td>
<td>0.64</td>
<td>0.66</td>
<td>0.70</td>
<td>0.81</td>
<td>0.74</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>OWN-PRICE ELASTICITIES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>-0.51</td>
<td>-0.75</td>
<td>-0.93</td>
<td>-0.76</td>
<td>-0.89</td>
<td>-0.72</td>
<td>-1.16</td>
<td>-1.18</td>
</tr>
<tr>
<td>Rice</td>
<td>-1.59</td>
<td>-1.07</td>
<td>-1.09</td>
<td>-1.37</td>
<td>-1.41</td>
<td>-1.94</td>
<td>-2.18</td>
<td>-2.25</td>
</tr>
<tr>
<td>Dairy produce</td>
<td>-0.87</td>
<td>-0.92</td>
<td>-0.94</td>
<td>-0.91</td>
<td>-0.91</td>
<td>-0.98</td>
<td>-1.02</td>
<td>-1.00</td>
</tr>
<tr>
<td>Meat</td>
<td>-0.57</td>
<td>-0.45</td>
<td>-0.35</td>
<td>-0.31</td>
<td>-0.27</td>
<td>-0.71</td>
<td>-0.52</td>
<td>-0.60</td>
</tr>
<tr>
<td>Oils &amp; Fats</td>
<td>-2.04</td>
<td>-0.00</td>
<td>-0.89</td>
<td>+0.04</td>
<td>-0.65</td>
<td>-1.62</td>
<td>+2.88</td>
<td>+3.57</td>
</tr>
<tr>
<td>Sugar</td>
<td>-0.07</td>
<td>-0.59</td>
<td>-0.78</td>
<td>-0.31</td>
<td>-0.62</td>
<td>-0.22</td>
<td>+0.76</td>
<td>+0.82</td>
</tr>
<tr>
<td>Other Food</td>
<td>-0.35</td>
<td>-0.32</td>
<td>-0.54</td>
<td>-0.43</td>
<td>-0.64</td>
<td>-0.42</td>
<td>-0.91</td>
<td>-0.95</td>
</tr>
</tbody>
</table>

Notes: Column (1) was calculated using the methodology of Section 1, and the estimates are those in Table V. Column (2) comes from a double logarithmic regression of \( \ln q \) on \( \ln x \), the logarithms of the unit values of all the goods, and the other variables. Column (3) is the same as (2), but only the "own" unit value is included in the regression. Column (4) shows elasticities calculated from the results of regressing the shares on \( \ln x \), all unit values, and the other variables, while (5) is the same as (4) but omitting all but the own unit value. Column (5) is the same as regression (3), but uses cluster/village means for all variables. Columns (6) and (7) correspond to the same regressions as columns (4) and (5), but use the urban prices from the *Monthly Statistical Bulletin* in place of the unit values from the survey.

than the attenuation problem. Computation using the “leave-out” method is almost as complicated as the full-method, and so it has little to commend it, and we do not examine it further.

Columns (7) and (8) in the table correspond to the same regressions as columns (4) and (6), that is they use (26) with shares as dependent variables, but the prices from the urban centers are used in place of the unit values. Column (7) uses the individual data, and column (8) the data averaged by cluster. There are no missing values for these
regressions, so that column (7) uses all 9,119 rural households, and column (8) all 757 rural clusters.

There are a variety of econometric issues that can account for the differences in the columns of Table A1. Columns (2) and (3) use a double logarithmic functional form that is different from the share-log form of the other columns. Because of the missing value (zero) problem, these regressions are also estimated on different samples from the others, and the samples vary from commodity to commodity. Column (1) obtains its total expenditure elasticities from within-village estimation, and so allows for village taste differences that can be correlated with village income or village demographics. If these effects are important, all the other estimates will be biased, since they pool within and between village information. Columns (2) through (6) treat unit values as if they were prices, and make no allowance for the effects of quality choice on unit values. All columns except the first assume that the total expenditure elasticity of *expenditure* on each good is identical to the total expenditure elasticity of *quantity*. Columns (1), (2) and (3) measure the latter, and columns (4) through (8) the former. The last seven columns also make no allowance for measurement error. In the last two columns, which use the urban prices, the measurement error has the standard effects, of attenuating the coefficient on the price, which in this context implies that the own-price elasticities are biased towards minus one. For columns (2) through (6), the effects of the measurement error are more complicated. Given the way that unit values are measured, it is likely that the reported logarithms of each unit value, which is the logarithm of expenditure minus the logarithm of quantity, will be spuriously negatively correlated with the reported logarithm of quantity. For columns (2) and (3), this will generate an attenuation bias towards zero on the price term, together with a bias towards minus one from the spurious correlation, and the net effect cannot be signed theoretically. For columns (3) through (6), it is more likely that the measurement errors of the dependent variables, the shares, and the log unit values will be uncorrelated, so that the attenuation bias will dominate, and the own-price elasticities will be biased towards minus one. Of course, all of these results suppose that the specification in Section 2 is correct, which may or may not be the case. Even so, one cannot reverse the supposition, and treat any of the other models as the correct specification. Although the assumptions behind column (1) may be invalid, the problems of measurement error and quality variation are real enough, and they are ignored by the models in the other columns. Note too that all
results about bias are results about expectations or probability limits, and need not be
true for any one realization.

Begin with the upper panel of Table A1, which contains the total expenditure
elasticities. Most of these are remarkably robust across the different models, presumably
because there is a great deal of variation in total expenditure, and the slope of the Engel
curve is very well-determined and robust to a wide range of misspecifications. All of
the wheat expenditure elasticities are between 0.28 and 0.48. Given that there is a
quality elasticity of ten percent for wheat, see Table 4, column (1) gives an expenditure
elasticity of 0.48, which is close to the 0.44 estimate in column (7) using Alderman's
method. Apart from column (4), the other figures are too low. For rice, there is again
good agreement between column (1) plus the quality elasticity of 0.11 and column (7).
The other figures are not very different, although the estimates that ignore the within-
village variance, columns (6) and (8), are clearly too high. Similar results apply to the
other expenditure elasticities. If the fourth row of Table 4 is added to the first column
of Table A1, the results are close to those in Column (7), so that the two “defensible”
sets of estimates are in good agreement. Averaging over clusters in column (8)
sometimes makes some difference, but is perhaps not of major importance. The biggest
deivation is in column (2), where the double logarithmic specification on the heavily
selected sample generates an elasticity for expenditure on dairy produce of 0.68,
compared with an estimate that is greater than unity in the first column.

The price elasticities vary a good deal more. The price information in the data,
although plentiful for most goods, is less plentiful than the information on outlay, and
is less able to overcome the variations in specification. As is to be expected, there is
most variability in estimates where there is least variability in the price, for edible oils
and fats, and to some extent for sugar. The estimates using the urban prices generate
positive price elasticities for these two goods, and the other methods show large
differences, especially for sugar. We know from Section 2 and Table 5 that the price
elasticities of these two categories are estimated with large standard errors, and this
clearly applies to the estimates from the other models too. However, the imprecision is
often not apparent from the calculated standard errors of these models, and several of
the estimates in columns (2) through (8) would appear to be estimated quite precisely,
if the regression results were to be treated seriously. It is difficult to draw any firm
conclusions from the results for the other commodities. The averaging over clusters does
not seem to have very marked effects, perhaps because most of the price variation is
between rather than within villages. Rice appears to be quite price elastic, whether we
use the unit values or the urban prices, although the latter make it more so. It is perhaps
also difficult to believe that wheat, which is the staple food, has a price elasticity
(numerically) in excess of unity, although there may well be some substitution between
wheat and rice. Dairy produce and meat have similar price elasticities in both
approaches, although for other food, the estimate in column (1) is again smaller than that
in Column (7). Apart from rice, where the effect is the other way, these results are
perhaps consistent with an attenuation bias towards minus one in column (7). The
double logarithmic specification in columns (3) and (4) does not seem to be very reliable,
and sometimes produces markedly different answers depending on whether the cross-
price effects are included. The selectivity problems that are involved in making this
choice seem to render this a very unsatisfactory model in practice. Columns (4) and (5),
which are the short-cut methods closest to column (1), produce the results that are
closest, except for the obvious problems with oils and fats and sugar. But these
specifications too suffer from the selectivity issue, albeit by less than the double
logarithmic formulation.

The estimation of price elasticities is not an easy task, and it is perhaps too
much to expect that there should be simple ways of providing good estimates. Some of
the short-cut methods produce reasonable estimates for some commodities, but there is
no guarantee that they would do so in other applications. In the absence of the full
analysis there would be no way of knowing whether the approximations are adequate or
catastrophic, and their use involves the analyst in a number of difficult and unsatisfactory
compromises. The full analysis in column (1) may not produce the right answer, but we
know that the other methods cannot deliver it, and will provide acceptable approxima-
tions only if the problems they ignore happen not to be serious in a particular
application. The simplicity comes at too high a price.
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