
Chapter 6

Alternatives to Animal Use
in Research

Unless we get a handle 011 what is happening in the mammalian brain, there’s no way of

knowing whether any of these [invertebrate] models is right or not.

Richard F. Thompson
Stanford University

Science 85 6(4):33, 1985

Investigators often ask statisticians how many observations they should make (fortunately,
usually before the study begins). To be answerable, this question needs fuller formulation.
There is a resemblance to the question, How much money should I take when I go on
vacation? Fuller information is needed there too. How long a vacation? Where? With whom?

Three questions need to be answered before the sample size is determined. How variable
are the data that will be collected? How precise an answer is needed? How much
confidence should there be in the answer obtained? These questions can be well worth
probing even if the question of sample size will foreseeably be answered by the size of the
budget or the time available for the study. Sometimes a planned study is dropped because
sample-size analysis shows that it has almost no chance of providing a useful answer under
the constraints of time or budget that apply.

Lincoln E. Moses
Stanford University

N. Engl. J. Med. 312:890-897, 1985
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Chapter 6

Alternatives to Animal Use in Research

Alternatives to animal use in biomedical and be-
havioral research fall into four broad categories:

●

●

●

●

continued, but modified, animal use, in-
cluding a reduction in the number of animals
used, improved experimental design and sta-
tistical analyses of results, substitution of cold-
blooded for warm-blooded vertebrates, substi-
tution of laboratory mammals for domestic
or companion mammals, and reduction of pain
or experimental insult;
use of living systems, including in vitro cul-
tures (of cells, tissues, and organs; see table
6-l), embryos, invertebrates, micro-organ-
isms, and plants;
use of nonliving systems, such as chemical
or physical systems; and
computer simulation.

In this chapter, various disciplines within bio-
medical and behavioral research are surveyed in
order to focus attention on the most promising
areas for development of alternatives to animal
methods. Areas not amenable to the implementa-
tion of such alternatives are also identified.

As noted in chapter 5, distinctions within and
among the varied disciplines of biomedical and be-
havioral research are artificial in one sense: Bound-
aries among disciplines are often blurred, and
broad areas of overlap exist. Yet the examination
of discrete areas of research highlights the great

variability among disciplines in the potential for
using alternatives to animals.

Using alternative methods in research holds sev-
eral advantages from scientific, economic, and hu-
mane perspectives, including:

●

●

●

●

●

●

●

●

reduction in the number of animals used;
reduction in animal pain, suffering, and ex-
perimental insult;
reduction in investigator-induced, artifactual
physiological phenomena;
savings in time, with the benefit of obtaining
results more quickly;
the ability to perform replicative protocols on
a routine basis;
reduction in the cost of research;
a greater flexibility to alter conditions and vari-
ables of the experimental protocol;
reduction of error stemming from inter-
individual variability; and
the intrinsic potential of in vitro techniques
to study cellular and molecular mechanisms.

At the same time, these methods are fraught with
inherent disadvantages, including:

●

●

●

reduced ability to study organismal growth
processes;
reduced ability to study cells, tissues, and or-
gan systems acting in concert;
reduced ability to study integrated biochem -
ical and metabolic pathways;

Table 6-1 .—Research Methods Involving Living Components

Isolated perfused Isolated tissue or Isolated single Subcellular
organs using: tissue sample using: cell using: constituents using:

liver striated muscle fat cells nuclei
muscle iris liver cells mitochondria
heart trachea neurons microsomes
lung bronchi glial cells Iysosomes
adrenal gland lung striated muscle cells synaptosomes
pituitary gland uterus smooth muscle cells cell membranes
intestine intestine red blood cells muscle actin/myosin
testis seminal vesicle leukocytes
skin vas deferens platelets
spleen bladder mast cells
kidney spleen

salivary gland
fat pads
liver slice

SOURCE” Adapted from W. Paton, Man and Mouse: Anima/s  in Medical Research (New York: Oxford University Press, 19S.4),

1 1 3
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reduced ability to study behavior;
reduced ability to study the recovery of
damaged tissue;
reduced ability to study interaction between
the organism and its environment;
reduced ability to study idiosyncratic or
species-specific responses;
reduced ability to distinguish between male-
and female-specific phenomena; and

. a handicap to probing the unknown and phe-
nomena not yet identified.

This general listing of advantages and disadvan-
tages provides a framework for examining the use
of alternatives in specific disciplines of biomedi-
cal and behavioral research. Many of these pros
and cons are cited in this chapter’s detailed descrip-
tion of alternatives.

CONTINUED, BUT MODIFIED, USE OF ANIMALS
IN BIOMEDICAL RESEARCH

Animal use in biomedical research can be modi-
fied in a number of ways, including strengthen-
ing experimental design to use fewer animals, re-
ducing the degree of experimental insult, and
substituting one organism for another. In the
case of substitution, cold-blooded vertebrates may
supplant warm-blooded ones.

Reduction in the Number
of Animals Used

Up to half the animals used in research protocols
may be untreated, or control, animals. The impor-
tance of using parallel, internally controlled de-
signs for experimentation may be one of the first
lessons learned by science students whose results
are rejected for not providing comparable data
from treatment groups of animals matched for size,
age, sex, and dosage. Studies with investigator-
initiated, internal controls support substantially
stronger inferences than those without them.

Common and Historical Controls

Fewer animals may be used in an experiment
by sharing a control group with other investiga-
tors or by not using a concurrent control group.
In both cases, all the physical and genetic charac-
teristics of the treatment group(s) must be matched
to those of the control group, and the conditions
under which the data are collected must be as pre-
cisely duplicated as possible. There are difficul-
ties unique to each method. Investigators may en-
counter constraints on their particular study when
sharing controls. For example, sharing may be im-
possible if one group needs to extend its studies

beyond the time agreed for termination and au-
topsy of the shared animals, or if the actions of
one group adversely affect the other, as might hap-
pen by the inadvertent spreading of a parasite or
pathogen. In the case of historical controls, the
difficulty rests in exactly duplicating earlier con-
ditions. Use of such controls must be carefully doc-
umented and justified (82).

Animal Sharing

Another way to use fewer animals is to share
individual experimental animals or their tissues
between research groups. Although this method
may encounter the same types of difficulties de-
scribed for the sharing of controls, it appears to
be gaining in popularity among compatible groups,
At the University of Virginia, investigators in en-
docrinology (Department of Internal Medicine) and
in the molecular genetics of heme synthesis (De-
partment of Biology) use the pituitaries and livers
of the same rats even though the two departments
are on opposite sides of the campus (54).

Research animals may also be shared among dif-
ferent sites. This is especially practicable in the
case of long-lived primates. As long as sequential
protocols are not deemed inhumane or scientifi-
cally conflicting, primates may be shipped from
one research site to another. The Primate Research
Institute (PRI) of New Mexico State University, for
example, will loan chimpanzees and rhesus and
cynomolgus monkeys to qualified U.S. scientists.
PRI currently has 240 chimpanzees on campus,
with another 150 animals on loan.
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Using animals maximally in a confined area is
a mandatory part of experimental design in the
research program of the National Aeronautics and
Space Administration (NASA). Protocols typically
call for investigators to combine projects and make
efficient use of one small group of animals (125).

Improved Experimental or
Statistical Design

“Every time a particle of statistical method “is
properly used, fewer animals are employed than
would otherwise have been necessary,” wrote Rus-
sell and Burch some 27 years ago (174). Since then,
progress has been made both in the number of
statistical tools available and in the training of in-
vestigators in the use of these tools. Yet training
still lags behind the availability of tools. Insuffi-
cient information for critical evaluation and inap-
propriate statistical analyses appear frequently in
the literature, particularly with investigators using
the t-test in cases for which analysis of variance
is the appropriate measure (82).

An analysis of variance simultaneously tests two
or more parameters of treatment groups for indi-
cation of significant difference. When the test sta-
tistic falls in the rejection region, the researcher
can be reasonably sure that a real difference ex-
ists between treatments. The t-test estimates the
difference between the mean values of one param-
eter of two treatments. It is a powerful measure
of significance when the number of comparisons
is small, but it is subject to an increasingly large
potential for error as the number of parameters
grows. Using multiple t-tests increases the risk of
finding a significant difference between treatments
where there is none. Such observations are not
esoteric, since poor summarization and statistical
usage may reflect poor experimental design, call-
ing into question the results of an investigation
and leading to otherwise unnecessary repetition.
At least one group, the Harvard Study Group on
Statistics in the Biomedical Sciences, is pursuing
ways to improve statistical practice and report-
ing (64).

Serial sacrifice, crossover, and group sequen-
tial testing are three experimental designs that can
reduce animal use in laboratory research (82). In
serial sacrifice, animals with induced effects are

randomly selected for sacrifice and examination
for the occurrence and progress of effects over
time. Such studies, as in radiation oncology (22),
have the dual advantage of cutting short the time
some animals must spend in an affected state and
providing information about changes within the
animal other than those observed when it is al-
lowed to die without further interference. The pri-
mary disadvantage is that survival information is
compromised; therefore, the resulting data can-
not be compared with other studies in which sur-
vival serves as an end point.

A crossover design maybe appropriate for stud-
ies in which short-term effects are expected. Each
animal serves as its own control by first receiving
either a drug or a placebo, and then receiving the
reverse. Such a design can be highly useful in lab-
oratory and clinical testing, but crossovers must
be used judiciously. Should there be any unex-
pected long-term effects, the entire test is invali-
dated and would need to be repeated as two sepa-
rate tests.

In the group sequential design, treatment groups
are compared with each other in stages. For ex-
ample, if two groups are given the same dosage
of two different drugs, experimentation at higher
dosages is undertaken only if there is no statisti-
cally significant difference between the responses
of the two groups. The sooner a difference be-
tween groups is observed, the fewer the number
of trials run. Both crossover and group sequential
designs have potential applications in anesthesiol-
ogy, endocrinology, nutrition, pharmacology, ra-
diology, teratology, and toxicology.

A commonly mentioned method of reducing the
number of animals used is smaller treatment
groups. Yet within the biomedical research com-
munity a frequently heard complaint is that too
few animals to yield useful estimates are likely to
be included in each treatment group, particularly
in fields such as radiology (95). Problems of this
nature generally grow out of the extreme economic
pressures being applied to investigators to con-
trol animal costs. Well-established techniques such
as saturation analyses, particularly radioimmuno-
assays, have radically reduced the number of ani-
mals used for any one procedure, but they may
have resulted in little or no reduction in overall
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use, since they have made previously difficult anal-
yses more accessible to many more investigators.

Substituting one Species
for Another

In some instances, laboratory mammals (e.g., ro-
dents) or nonmammalian vertebrates can be used
in place of companion mammals (e.g., dogs), domes-
tic species (e.g., sheep), or primates (e.g., monkeys).
As more information on the physiology, biochem-
istry, and endocrinology of laboratory mammals
and nonmammalian species accumulates and is
demonstrated to be like or unlike that of humans,
greater use can be made of laboratory species,
which in turn can generate more information and
reduce future needs for research. Comparative
neuroscience is perhaps the most rapidly expand-
ing field and is related to physiology, biochemis-
try, pharmacology, developmental biology, and
zoology (33). Some brain components have been
found to be remarkably similar between vertebrate
species (69).

Economics plays a large part in the selection of
how many and what kind of animals will be used
in some research (see ch. 11). An investigator fol-
lowing upon previous work will generally begin
with the species already in use, changing only if
money becomes scarcer or if a better model is
clearly demonstrated. Investigators starting anew
are likely to seek the advice of a facility veterinar-
ian or of colleagues as to which species best fits
their needs and to begin with the smallest accept-
able animal. Still other researchers deliberately
begin work with a novel animal model in order
to create a new research niche.

One of the principal reasons for the increased
use of rodents in all areas of biomedical research
has been the availability of genetically homogene-
ous or pathogen-free strains. For some studies,
however, a further degree of genetic definition
is needed. These studies require that the research
animal carry some specific genetic traits that are
suited to the objectives of the research, Because
of their high reproductive potential, rodents are
ideal for this type of “custom designing” and ex-
tensive use is being made of these animals in a va-
riety of disciplines (109). Oncology and immunol-
ogy are two of the more familiar areas of use (92).

Pharmacological research using an ethanol-prefer-
ring strain of rats has prepared the way for explo-
ration of the genetics of alcoholism (212). Further,
the male Lewis rat, an animal that rapidly acquires
testicular lesions and antibodies to sperm after
vasectomy, is a candidate for study of the rever-
sal of vasectomy. This research could answer ques-
tions of human concern in anatomy, physiology,
immunology, endocrinology, and reconstructive
surgery (100).

Chickens and their embryos play an important
role in developmental biology, endocrinology,
histology, and zoology. Other current uses are in
molecular biology, in which embryonic chicken
brain tissue is being cultured to study the neural-
cell adhesion molecule (193), and biochemistry, in
which the embryonic chicken liver is being used
to study the acquisition of hormone responsive-
ness during embryogenesis (62). In cardiology, tur-
keys with inherited Turkey Round Heart disease
serve as models of cardiomyopathy (107), and tur-
key erythrocytes are fused with amphibian eryth-
rocytes to study receptors that mediate physio-
logical functions in heart, smooth muscle, and
other tissues (199).

Frogs have long been used in anatomy, biochem-
istry, developmental biology, physiology, and zool-
ogy. They continue to be widely used in those dis-
ciplines and, additionally, are currently being used
by NASA in radiology studies (125). In dental re-
search, frogs are used to assess digital transplants
to augment tooth and jaw regeneration (101). The
newt Triturus-able to regenerate its limbs, eye
lens, tail, and spinal cord—is used in developmen-
tal biology to explore mechanisms of organ regen-
eration (90). Turtles are used in physiology to study,
for example, retinal mechanisms subserving color
vision. The cone cells of the turtle retina are espe-
cially conducive to such research (161).

Fish are used in research to a lesser degree than
other vertebrates, considering that there are over
30,000 species and their care is relatively uncom-
plicated. It has been suggested that fish would make
excellent subjects for nutritional research, since
many are known to show specific vitamin deficien-
cy symptoms (210). Physiologists have used gold-
fish to study the implications of myelin-sheath
resistances in demyelinating diseases (73). Rain-
bow trout embryos are being used in oncology re-
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search (93). Further, there has been recent inter-
est in a specialized feature of some piscine species:
the electric organ. This tissue is exceptionally rich
in a single class of cholinergic synapses. Biochem-
ists, geneticists, and molecular biologists working
with this material have determined that the struc-
ture of the acetylcholine receptor protein is re-
markably like a human’s (39).

Reduction of Pain or
Experimental Insult

Until recently, the probability of a research ani-
mal receiving the correct amount or type of anes-
thetic depended largely on the inclination of indi-
vidual investigators. They could accept information
about anesthesia available from previous research
or attempt to improve on it. In some cases where
little information was available, guesswork was
required. Now, the enhanced presence of facility
veterinarians and animal care and use committees
with oversight authority (see ch. 15) has resulted
in experimental animals being recognized as veteri-
nary patients entitled to protection from as much
pain and distress as possible, while maintaining
the integrity of research.

Analgesics, anesthetics, and tranquilizers are the
principle tools for the reduction of experimental
pain and distress (see ch. 5). Terminal anesthesia
and death has become the method of choice follow-
ing major organ surgery on animals, even though
it might be argued that observation of the healing
process logically constitutes a part of surgical re-
search (224). Where postsurgical study is consid-
ered necessary, as in cardiology, intensive post-
operative control of pain can be used in lieu of
maintaining the animal under general anesthesia
until death (24).

Advances in Instrumentation

New types of instruments are critical to a reduc-
tion in experimental insult, as they can lead directly
to the more refined or reduced use of live animals
or living material. In the past decade, practically
every piece of instrumentation in biomedical lab-
oratories has been adapted to handle “micro” sam-
ples or has been replaced by new microtechnol-
ogy. Some examples of microinstrumentation
include:

● In reproductive physiology, a 1.0 microliter
sample of rat epididymal fluid collected by
micropuncture can be used to examine sperm
motility, determine total protein, and deter-
mine androgen-binding protein activity (207).

● In biochemistry and molecular genetics, elec-
trophy biological techniques are being used to
explore the possibility of recording the open-
ing and closing of single membrane channels,
tiny pores controlling cellular function (105).

● To study leukemias, blood diseases, and in-
born errors in metabolism, a method for meas-
uring the enzyme kinetics within a single white
blood cell has been developed (134).

● A device is available that will dispense a 1.0
microliter sample as 1)000 aliquots (1 nanoliter
each) for use in biochemical enzyme research
or for clinical samples such as cerebrospinal
fluid from infants (97),

The use of small samples for analysis by mass
spectrometry (146) and by gas or liquid chroma-
tography (86,208) exemplifies minimally invasive
technology. Each year, an entire issue of Science
magazine is devoted to trends in analytical instru-
mentation (2,3). Continued developments in ana-
lytical instrumentation, including noninvasive
imaging techniques such as magnetic resonance
imaging (MRI), will likely reduce the experimental
insults faces by research animals.

In vivo measurements using fiber optics now pro-
vide miniaturized spectrophotometric analysis
from within the ducts and blood vessels, deter-
mine blood velocity, measure temperature changes,
monitor intracranial and intracardiac pressure,
measure fluorescent marker molecules in tumors,
measure pH, and even determine glucose concen-
tration (166). Fiber optics offer great promise: They
can be inserted into vessels and ducts via small
catheters with little discomfort and into the ab-
dominal cavity using local anesthetics (a laparos-
copy), and they can be used repeatedly within the
same animal to obtain measurements without per-
manent damage. Chronic intravascular catheters
are used in a similar way to obtain repeated blood
samples for hormone measurement from freely
moving, undisturbed animals (see fig. 6-1) (189).

Other minimally invasive techniques in animal
research include immunoscintigraphy, amniocen-
tesis, and use of the laser. In immunoscintigraphy,
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Figure 6=1.–Apparatus for Remote Blood-Sampling
via Chronic, Intravascular Catheter

From Unrestrained Ferret
-

SOURCE: C.L.  SIsk, Michigan State University.

the production of target-specific monoclinal anti-
bodies has improved the ability of external radio-
imaging techniques to locate tumors and to iden-
tify certain noncancerous diseases; radiolabeled
antibodies attach to the target tissue and are then
visualized (59). Amniocentesis is used for the early
detection of genetic diseases, teratological events,
and fetal distress, particularly in domestic species
(67). A new application of the laser in oncology
involves its ability to initiate a lethal photochemi-
cal reaction in cancerous tissue during photoradi -
ation therapy (41).

Some apparently new noninvasive techniques
are actually adapted, miniaturized, or computer-
ized versions of older methods. One such exam-
ple is a small, inflatable tail cuff used to measure
blood pressure in a rat’s tail during hypertension
studies (225). In another example, urine is used
in some specialized methods: In physiological re-
search, electrical impedance measures canine uri-
nary output (1).

Tandem mass spectrometry is being used for
breath analysis to screen for diabetes, cirrhosis,
renal disease, and ovulation. Many diseases remain
to be examined, but there is potential for use of
this technique in toxicology, nutrition, metabolic
diseases, endocrinology, anesthesia, physiology,
and pathology (133).

A technique developed for the determination of
the quality of agricultural crops (162) and the per-
cent of fat in beef (135) uses amplified, digitized,
computer-corrected diffuse reflectance spectro-
photometry in the near-infrared region. It involves
simply placing an appropriate sensor on the sur-
face of the skin and it can be adapted for oncologi-
cal, physiological, and nutritional research (102).

Other increasingly popular noninvasive tech-
niques include ultrasonography -which is used
in cardiology to locate vessels (145), to determine
blood-flow velocity (176), and to detect early ath-
erosclerosis (108)-and magnetic resonance imag-
ing, used to examine the energetic of skeletal mus-
cle in gerontological research (201), to diagnose
metabolic disorders (32), and to provide details of
molecular structure and dynamics in liquids and
solids (130).

USE OF LIVING SYSTEMS IN BIOMEDICAL RESEARCH

In Vitro Research

In vitro biomedical research entails the mainte-
nance of organs, tissues (or fragments of organs
and tissues), and cells outside of the body. Depend-
ing on the conditions of harvesting and preparing
the living material for in vitro maintenance, the
cells may be grown as a population of independ-
ent cells (cell culture) or with the normal tissue
or organ architecture preserved. In the former,

the cells may be encouraged to proliferate, result-
ing innumerous descendant cell populations suit-
able for studies on growth, nutrition, cell division,
and gene expression and regulation.

Table 6-2, which summarizes the characteris-
tics of in vitro systems, makes it clear that as orga-
nization is disrupted or lost, the in vitro system
has less and less of the kind of intercellular and
intracellular interactions that characterize organs,
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Table 6-2.-Properties of In Vitro Culture Systems

Expression Genetic alteration
Preparation and Level of tissue similar to by mutation Environmental
consequences organization Reproducibility in vivo and/or selection control

Intact system (no consequence). . . . + + + + + + + + + + + + + +
Organ culture (remove influences of

whole organism). . . . . . . . . . . . . . . . + + + + + + + + + to + + + + + +
Tissue culture (remove influences of

whole organisms). . . . . . . . . . . . . . . + + + + + + + to + + + + + + +
Primary cell cultures (disrupt

intercellular relationships) . . . . . . . 0 ++ + to + + + + + + + +
Cell lines (intercellular relationships

are reduced; cell proliferation is
enhanced, at times with little
control) . . . . . . . . . . . . . . . . . . . . . . . 0 ++++ + to + + + + to + + + + + + + +

KEY: + + + + = High degree; + + + = Moderate degree; + + = Modest degree; + = Some degree; O = None.

SOURCE: Adaoted from R.M.  Nardone and L.A.  Ouellette, “Scoge of ‘Alternatives’: Overview of the State of the Art, ” contract re~orl cweoared  for the Office of Technoloav-.
Ass&sment,  US,  Congress, July 1984.

tissues, ’and cells in the body. Nevertheless, im-
proved accessibility of added chemicals and the
opportunity to achieve genetic homogeneity by
cloning and genetic manipulation by selection and
fusion are important trade-offs. Indeed, at times
cell-to-cell interaction may interfere with an ex-
perimental objective (156).

The explosive growth of in vitro research dur-
ing the 1960s and 1970s is illustrated by the fact
that the index of Tissue Culture had 84 pages of
entries in 1965, 207 pages in 1970, 566 pages in
1975, and 636 pages in 1980, when the publica-
tion was discontinued because computerized in-
formation retrieval was warranted. There is vir-
tually no field of biomedical research that has not
been affected by in vitro technology. In vitro mod-
els for the study of cell senescence, atherosclero-
sis, development, growth, and immune reactions
are illustrative of the diversity of applications in
biomedical research (156).

The specific conditions that best support the
maintenance, growth, or differentiation of each
type of culture must be determined before any
useful information can be garnered. Some of the
general requirements of culture systems are com-
binations of the proper gas atmosphere, humid-
ity, temperature, pH, and nutrients. other culture
systems may also have specific light, motion, pres-
sure, and physical or chemical support require-
ments, Under the proper conditions, many can be
subculture for months or frozen in liquid nitro-
gen for years without loss of their unique, differen-
tiated properties.

The ability to maintain many continuous cell lines
has opened the floodgates of experimentation and
made the new technologies accessible to all the
disciplines of biomedical research. Other advan-
tages include ease of transport from one labora-
tory or country to another, the ability to culture
both normal and abnormal tissue for comparison
and research, the use of human cells to eliminate
species variation, and the ability to expose cultures
directly to exogenous molecules at specific concen-
trations for precise time periods. Disadvantages
include the changes in structure or function ob-
served in some cultures, and the fact that isolated
systems give isolated results that may bear little
relation to results obtained from the integrated
systems of whole animals.

Organ Culture

At some point in the history of research, inves-
tigators have attempted with varying success to
isolate and maintain every major and minor mam-
malian organ, for a variety of purposes. In recent
years, improved techniques, such as the availabil-
ity of artificial blood media, have increased the
probability of successful organ culture. Blood, or
artificial blood media, can be pumped through the
organ to sustain it (“perfusion”) (see fig. 6-2). Cur-
rent applications of organ perfusion include the
study of protein synthesis in lactating guinea pig
mammary tissue (136) and the use of human pla-
centas in toxicology studies, with additional po-
tential for use in oncology and gerontology re-
search (99).
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Figure 6=2—Schematic of Experimental
Organ Perfusion

PRESSURE- . ,A - OXYGENATOR

SOURCE: C. Chubb, The University of Texas Health Science Center at Dallas.

Organ Perfusion: Mouse Testis With
Pipette Introduced Into Artery

Photo credit: C. Chubb, The University of Texas Health Science Center at Dalias

whole organs are not generally amenable to long-
term in vitro culture or growth. The size and com-
plexity of whole organs make it impossible for them
to receive sufficient nourishment for normal func-
tion without external support. Nevertheless, whole
organs are fundamental to many types of anatomy,
histology, and pathology because of their suitabil-
ity for the examination of relationships between

cells and tissues, and they can be sustained in cul-
ture for hours or days.

Cryostat sections (thin slices of frozen tissue cut
with a microtome) through organs are maintained
in vitro for oncology studies into organ-specific
adhesion of metastatic tumor cells. This method
closely reflects the in vivo event and therefore
could eventually reduce the use of whole animals
in a very active research area (159).

Whole mammalian embryos, in addition to their
obligatory use in the investigation of basic devel-
opmental biology, have been cultured in vitro for
other purposes. Protocols have included exami-
nations of the effects of hormones and teratogens
(42).

Tissue Culture

Many normal and pathological tissues from hu-
mans and a variety of animal species can be suc-
cessfully maintained and studied in culture. Indeed,
the progress that has been achieved since 1907,
when R.G. Harrison first maintained frog neural
tissue outside of the body for weeks, has changed
the field of tissue culture from an art into a science.
Keeping cultures of anything other than bacteria
or viruses alive for more than a few hours was
problematic until the 1950s) when investigators
began to gain a better understanding of the re-
quirements of cells and the addition of antibiotics
to culture systems. The viability of cultures was
extended substantially by controlling bacterial con-
tamination.

In tissue culture, isolated pieces of a living organ-
ism are maintained with their various cell types
arranged as they were in the original organism
and with their differentiated functions intact. Such
cultures are both “better” and “worse” than cul-
tures of a single cell type. They are better in that
the effects of manipulation can be observed in a
more natural environment and different cell types
can interact as they would in vivo. They are worse
in that they are much more difficult to maintain.
Although tissue-culture experiments require the
sacrifice of an animal, they can be viewed as alter-
natives to animal use since numerous sections of
adjoining tissue can be removed and compared.
In this way, two or more treatments are adminis-
tered to tissues, rather than to a number of indi-
vidual animals.
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Tissue culture is being successfully employed
in many disciplines of biomedical research. In neu-
rology, the use of embryonic rat mesencephalon
tissues to examine the destruction of dopamine
neurons has replaced the use of primates (154).
Prior to this development, the monkey had served
as the best model for the study of degenerative
effects observed in humans. Adult rats, cats, and
guinea pigs have been shown to be resistant to
the destruction of dopamine neurons. Metabolic
studies of an experimental antiarthritis agent have
made use of the inside of hamster and rat intesti-
nal walls (202). Physiological experiments exam-
ined the dynamics of secretion with mouse
epididymis (70).

Cell Culture

Although cell culture is not a new technique,
developments and applications during the past dec-
ade have come so rapidly as to create whole new
research institutions and industries. Cell culture
today touches every discipline of biomedical re-
search, as well as clinical practice. The following
illustrates the pervasiveness of this approach in
biomedical research:

●

●

●

●

●

●

●

Eggs and sperm from many species have been
used by endocrinologists, physiologists, and
biochemists to study the mechanisms involved
in fertilization and early development (58,157).
A hamster ovary cell line and its mutants are
being used to explore the biochemistry of a
membrane-associated protein essential to all
animal cell function (175).
In oncology, human interferon derived from
bacterial recombinant DNA induces a trans-
formation of human white blood cells similar
to that observed during infection, cancer, and
rheumatoid arthritis. This change in white
blood cells provides clues to the pathology of
cancer (216).
Steroid metabolism is being studied using cul-
tured rat epididymal cells (29).
A monkey kidney cell line was employed to
demonstrate the metabolic effects of several
general anesthetics (26).
Geneticists are developing an in vitro method
of studying heme gene expression (54).
Surgical research into the use of cultured hu-
man epitheliums for permanent coverage of

large burn wounds has moved from the lab-
oratory into clinical trials (76).

In immunology, studies on antibody synthesis
and response have been bolstered by the Nobel-
prize-winning elucidation of monoclinal antibod-
ies. In its initial steps, this technique consumes large
numbers of animals, as the varying immune re-
sponses of many mice are probed. Then, cloned
cells from the spleen of one mouse can be exploited
to produce valuable, highly specific antibodies. An-
tibodies so produced can obviate the need for many
rabbits, sheep, and even humans in the large-scale
production of antibodies. Perhaps of even greater
importance for research is the high quality of the
antibody produced by monoclinal cells. A compre-
hensive listing of current research being conducted
with monoclinal antibodies from cloned cells is
beyond the scope of this assessment. Some of the
diagnostic potentials of monoclinal antibodies be-
ing ‘ “ “ “ “ “ ‘

●

●

●

●

●

●

explored in biomedical research are:

the characterization of malignant and benign
tumors;
the identification of autoimmune antibodies
in rheumatoid arthritis, systemic lupus erythe-
matosus, myasthenia gravis, and other auto-
immune diseases;
the identification and quantification of serum
proteins, hormones, and their cell-surface
receptors;
the monitoring of therapeutic drugs and iden-
tification of novel therapeutic drugs;
the rapid diagnosis of bacterial, viral, fungal,
and parasitic diseases;
the monitoring and identification of lymphoid
and hematopoietic cells in disease states; and
pregnancy testing.

Biologists have developed techniques for the con-
trolled disruption of cells that can leave many or-
ganelles intact or allow the harvesting of selected
intracellular membranes. These fractions have
proved to be invaluable in the search for informa-
tion at the molecular level. For example, micro-
somal membrane fractions from rat and human
liver have been used in comparative anesthesia
research (27). In endocrinology, human placental
and ovarian microsomes were used to demonstrate
inhibition of steroid hormone synthesis by plant
chemicals (112). In dentistry, proteins purified
from unerupted fetal buds were shown to be in-
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hibitory toward seeded enamel growth in culture
(56). In virology, infected cell nuclei isolated from
a hamster cell line were used to study influenza
virion RNA replication (16). In metabolic studies,
the inhibition of chick-embryo-derived collagen
fibril formation by glucose suggests a direct rela-
tionship between excess glucose and poor wound
healing observed in people with diabetes mellitus
(126). One of the most unique uses of subcellular
fractions involves the bringing together of mixed
species systems in biochemical studies of protein
transport across intercellular membranes. For ex-
ample, researchers studying intracellular protein
translocation used dog pancreatic microsomes, bo-
vine pituitary and rabbit reticulocyte messenger
RNA, bacterial nuclease, and a wheat germ cell-
free system to elucidate the structure of the sig-
nal recognition particle (213).

Human Tissues and Cells

Cultured human fetal lung cells have been found
to be excellent hosts to support the developmental
cycle of a protozoan parasite that causes severe,
persistent, life-threatening diarrhea in immuno-
deficient patients. There has been no effective ther-
apy for this illness, so the in vitro system offers
an opportunity to study the parasite’s behavior,
development, and metabolism and provides a po-
tential method for screening therapeutic agents
(50).

Virologist and oncologists have been very quick
to take advantage of new human in vitro culture
systems. For example, an embryonal carcinoma
cell line from the stem cells of a teratocarcinoma
is being used to study cytomegalovirus replication
(83). Lysis of herpes simplex virus (HSV) type 2 is
being investigated using human monocytes (117),
and HSV latency is studied by using isolated neu-
rons obtained from human fetuses (220).

The use of postmortem material from humans
has significance in many areas of biomedical re-
search, but particularly in neurology. Investigators
studying the unconventional slow-virus diseases
use brain tissue from humans with Creutzfeldt-
Jakob disease and from animals with scrapie (144).
Postmortem material from schizophrenics has pro-
vided evidence for two distinct categories of that
disease (181), and temporal lobe structures from

Alzheimer patients have revealed specific patho-
logical cellular patterns in the brain hippocampal
formation (104).

Examples of the use of human tissue for investi-
gations aimed at human treatment can today be
drawn from every discipline of biomedical re-
search. Advances in in-vitro culture methods are
likely to increase this use further. Postmortem tis-
sue use is likely to continue.

Invertebrates

Invertebrates represent over 90 percent of non-
plant species on the earth. Although their body
structure is much less similar to humans than is
vertebrate body structure, invertebrate anatomy,
physiology, and biochemistry offer avenues for
new approaches that have been only partially
explored.

Caenorhabditis elegans, a 1 millimeter roundworm,
is of intense interest to developmental biologists.
As they have traced this nematode’s complete cell
lineage, it offers an unprecedented opportunity
for the study of individual living cells (38).

Other terrestrial invertebrates are used in many
disciplines of biomedical research. For example,
flies, bees, earthworms, and leeches are involved
in various aspects of anatomy, physiology, and bio-
chemistry (5,33). Ants and bees are used in vision
research (4). Fruit flies are well known for their
participation in genetic studies. Age-related meta-
bolic changes in other insects are being investi-
gated for possible use in aging research (184).

Marine invertebrates represent an important,
largely untapped research resource. one commen-
tator (190) has suggested that the lack of opportu-
nity by medical scientists to learn marine biology
and the failure of marine biologists to learn pathol-
ogy have combined to leave marine species over-
looked. A notable exception to the underuse of
marine invertebrates is neurobiology. The coelen-
terates, including hydra, corals, anemones, and
jellyfish, have helped scientists understand primi-
tive nervous system biochemistry. Lobsters and
squid have contributed to knowledge of brain anat-
omy and physiology, and the grazing snail and cray-
fish have broadened understanding of cell biol-
ogy (33).
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Four advantages of using invertebrates in bio-
medical research are:

●

●

●

●

different phylogenetic levels of structural and
functional specialization can be exploited (e.g.,
different types of circulatory systems, novel
chemical compounds);
invertebrates reproduce rapidly and produce
numerous offspring; experiments can be exe-
cuted in days and weeks instead of months
and years;
storage, upkeep, and maintenance are inex-
pensive; and
invertebrates are not prone to spreading dis -
ease throughout a colony;

The overwhelming disadvantage is the consid-
erable phylogenetic distance between inverte-
brates and humans.

Micro-organisms

From its origins within the medical disciplines
of bacteriology, pathology, and virology, the study
and use of microorganisms has branched out to
influence practically every area of biomedical re-
search, as these examples indicate:

●

●

●

●

●

●

Salmonella typhimurium—bacteria used in
mechanistic studies in genetics (124) as well
as the Ames mutagenicity/carcinogenicity test
(see ch. 8);
Escherichia coli—bacteria used by develop-
mental biologists to derive theories of gene
control (90) and by molecular biologists in re-
combinant DNA research (75);
Streptococcus mutans—bacteria used in den-
tal research on the metabolic activity of plaque
(91);
Bacillus subtilis (bacteria) spores, Artemina sa -
lina (brine shrimp) eggs, and Sordaria fimil-
cula (fungi) ascospores-all incorporated into
NASA’s biostack (monolayer of biological test
organisms sandwiched between thin foils of
different types of nuclear track detectors) ra-
diology experiments inside Spacelab I (31);
Tetrahymena pyriformis—a ciliate protozoan
being used to study the effects of anesthetics
on metabolism (44); and
a host of microscopic protozoans, metazoans,

and rotifers used to investigate the physiol-
ogy and biochemistry of photoreception and
vision (4).

The advantages of using micro-organisms in bio-
medical research are fourfold: They reproduce
rapidly at body temperature; rapid division (every
20 to 30 minutes) makes them useful for short-
term studies; multigenerational studies can be per-
formed in a short period of time; and they are in-
expensive in terms of storage, upkeep, and main-
tenance. The major disadvantage stems from the
fact that these are unicellular organisms: As a con-
sequence, the interaction of cells cannot be stud-
ied (156).

Plants

One advantage of using organisms from the plant
kingdom is that they lack anything resembling a
nervous system. Presumably, plants do not feel
pain; they appear to be good potential alternatives
to animals. Plants, like micro-organisms, are rela-
tively easy and inexpensive to propagate (156).

Although there is some interest in the potential
use of plant cells in toxicology and oncology re-
search (191), the use of whole cells from plants
is obstructed by their very rigid cell-wall struc-
ture compared with the relatively fluid animal cell
membrane. This prevents their use in many dis-
ciplines where intimate cell surface contact or
transmembrane communication is essential.

Once removed from the cell, comparable organ-
elles from plants and animals (including micro-
organisms) are essentially indistinguishable in both
appearance and function. For example, in studies
having potentially broad applications in endocri-
nology and immunology, yeasts have been found
to contain active steroid hormone systems (118).
Yeast is used in cell biology in studies of the im-
port of proteins into mitochondria, organelles that
are essentially the same whatever their source
(129). An extensive literature in cell biology, genet-
ics, molecular biology, and virology supports the
use of subcellular fractions from plants and ani-
mals, separately or together, for research into basic
molecular mechanisms (213).
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USE OF NONLIVING SYSTEMS

Chemical and Physical Systems

Long before the advent of modern technology,
researchers were constructing chemical models
of certain phenomena that occur in living systems.
There is a long and rich history in biochemistry,
for example, of the application of nonliving sys-
tems to experimentation (128,147).

Enzyme biochemistry continues to be a principal
area of application of nonliving methodology in
biomedical research. Enzyme mechanisms maybe
studied in a totally chemical system. Magnetic res-
onance imaging is used to obtain from enzymes
in solution detailed structural data and informa-
tion about the mechanism of enzyme action. By
combining MRI with cryoenzymology-the use
of enzyme solutions held at subzero temperatures—
enzymatic reactions can be slowed enough to study
intermediate products that would ordinarily ex-
ist for too short a time to be detected. Investiga-
tions that had been restricted to in vivo manipula-
tions can now be expanded into a far wider range
in vitro (131).

In dental research, a chemical system mimics
the mechanics of the formation of dental caries.
A two-chambered diffusion cell pairs an excess
amount of specific protein crystals with a chemi-
cal solution of artificial “plaque-saliva .“ Dissolution
of the crystals can be studied under varying chem-
ical conditions relevant to a better understanding
of the caries process (40).

In the field of membrane biophysics, the advent
of synthetic membranes has proved a boon to re-
search and stands as one of the premier examples
of nonliving alternatives to animal use. Liposomes
are synthetic vesicles made of protein and fatty
molecules. Their structure can be dictated by the
investigator, who can combine proteins and lipids
of different types and in different ratios to yield

COMPUTER SIMULATION

Modern approaches to biomedical research de-
scribe the functions of living systems at all organiza-
tional levels by the language of science—mathe-
matics. Knowledge is acquired by investigating

IN BIOMEDICAL RESEARCH

an artificial membrane. As with true biological
membranes, the barriers formed by liposomes are
selectively permeable. These artificial membranes
are particularly useful in basic studies of the trans-
port of molecules across membranes and of mem-
brane damage (12).

Except for the use of mannequins to simulate
accident victims in the transportation industry and
in trauma centers, the principal use of physical
and mechanical systems today is in education (see
ch. 9) rather than in biomedical research. How-
ever, it is not inconceivable that future combina-
tions of mechanical and electronic technology
could provide biomedical researchers with artifi-
cial research subjects capable of independent, un-
anticipated responses.

Epidemiology:
Using Existing Databases

The use of existing databases to gain new infor-
mation and insights in biomedical research may
be a major underused resource, if the paucity of
published results is any criteria. One study that
relied on such information concentrated on the
relationship between 17 nutrients and the poten-
tial for development of hypertension cardiovas-
cular disease in more than 10,000 people from the
database of the National Center for Health Statis-
tics’ Health and Nutrition Examination Survey
(HANES I) (137). The results proved to be highly
controversial, with some of the criticism aimed
at the use of the database (119).

Too little information is currently available to
evaluate fully the potential dimensions of the salu-
tary use of epidemiologic databases in basic bio-
medical research. The possibility exists that their
enhanced use may constitute an important non-
animal method.

relationships among cells, tissues, fluids, organs,
and organ systems. By the processes of trial and
error and of hypothesis and testing, relationships
begin to be understood and can be described by
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mathematical expressions. These can range from
simple, linear functions to various types of curved
functions to multidimensional surface functions
and may involve kinetic data expressed by differen-
tial equations. Variables in these equations include
physical terms, such as time, temperature, weight,
energy, force, volume, and motion. Complex math-
ematical relationships may be developed to express
these cause-and-effect relationships more clearly.
In some instances, a relatively simple relationship
may be shown to exist, but this is unusual, since
living systems are highly interactive and multi-
dimensional in nature (48).

A relationship that can be reasonably expressed
in a mathematical equation maybe considered to
be a candidate biological model. The limits within
which the expression will hold determine the util-
ity and validity of the model. If it is possible to
change one or more parameters in the equation,
and thereby obtain the same response or responses
as found in live animal research, the model may
be used to “simulate”a biological preparation. Simu-
lation implies that an investigator can manipulate
the parameters at will and observe the resultant
effects on the model. Used in this way, computer
simulation is a useful tool for research and espe-
cially for suggesting new mechanisms or hypoth-
eses for further study (48).

At the subcellular level, information is usually
gained by electron microscopic examination or by
analytical methods for the sequencing of amino
acids and nucleic acids. Such information tends
to be of a descriptive or topological nature rather
than numerical. Recent strides in genetic engineer-
ing based on increased knowledge of DNA, RNA,
and protein amino acid sequencing have required
computers to store and match nucleic acid and
amino acid sequences numbering in the millions
(163). These capabilities are not equivalent to simu-
lation, but they share with simulation a reliance
on computers for storage and processing.

At the level of one or a few cells, models are be-
ing sought for computer simulation of sliding fila-
ment systems—believed to be the basic movement
of muscle fibers, cilia, and flagella (28). Modeling
of the function of individual cone cells in the eye
is under study at the National Institutes of Health
(NIH) (167).

Most efforts toward computer simulation of bio-
logical systems are directed at higher levels of orga-
nization, such as organs and organ systems. This
bias is a consequence of the need to understand
numerous feedback systems within living systems.
Feedback systems are the basis for an organism’s
ability to maintain a homeostatic, or steady, state,
Feedback mechanisms involve several organs as
well as communication via the bloodstream and
nervous system. For a simulation to succeed, the
system must be considered as a whole. In model-
ing the cardiovascular system, for example, a simu-
lation must take into account the heart, brain,
lungs, and kidneys.

In the 1980s, computer modeling of organ sys-
tems is progressing on many fronts. The brief sam-
pling of simulations listed in table 6-3 illustrates
the variety of organ systems under study.

One development in this field deserving particu-
lar attention was the establishment by NIH’s Divi-
sion of Research Resources in 1984 of the National
Biomedical Simulation Resource, a computer fa-
cility at Duke University that may be used onsite
or over a telephone data network. Any project in
which the results are free to be published in open
scientific journals and where no profit is involved
can apply to use the facility. Training sessions in-
troduce biological scientists to the concepts of mod-
eling, and special aid is provided in the develop-
ment of simulation software (120). Projects under

Table 6-3.-Some Examples of Computer Simulation
of Phenomena in Biomedical Research

Kidney function:
• Transport of electrolytes, nonelectrolytes, and water

into and out of the kidney (142)

Cardiac function:
● Enzyme metabolism in cardiac muscle (214)
● Cardiac pressure-flow-volume relationships (1 52)
● Malfunctions of instrumented cardiovascular control

systems (9)

Lung function:
● Respiratory mechanics (150)

Sensory physiology:
● Peripheral auditory system, and single auditory nerve

fiber transmission of vibrations (180)

Neurophysiology:
● Impulse propagation along myelinated axons (73)

Developmental biology:
● Shape changes i n embryonic celIs that develop into

mature organs (98)
SOURCE: Office of Technology Assessment,
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way in 1985 involved research in cardiology, phys- Limitations on the utility of computer simula-
iology, endocrinology, toxicology, and neurology. tions stem from the lack of knowledge of all possi-
Specific simulations included: ble parameters that may play a role, however slight,

●

●

●

●

●

●

●

●

●

regulation of sodium, potassium, and calcium
in heart muscle;
electrolyte diffusion in heart muscle;
propagation of activity in heart muscle;
heart volume potentials;
mathematical modeling of blood coagulation;
regional dose responses in the human and ani-
mal lung;
ciliary motility;
cochlear function in the inner ear; and
a molecular model of ion transport in nerves

in the melange of feedback-mechanisms that cons-
titute living systems. Basic biomedical research
at all levels, some of it involving live animals, will
continue to provide the new knowledge required
to improve existing simulations and develop models
where no satisfactory one exists. The development
of increasingly powerful computer programs de-
pends on the use of animals in biomedical research.

and muscles.

CONTINUED, BUT MODIFIED, USE OF ANIMALS
IN BEHAVIORAL RESEARCH

As in biomedical research, the continued, but
modified, use of animals in behavioral research
encompasses reducing the number of animals used
through changes in experimental design and sta-
tistical analyses, substituting cold- for warm-
blooded vertebrates, and lessening the degree of
pain or experimental insult in general, and in pain
research in particular. Compared with biomedi-
cal research, behavioral research offers markedly
fewer opportunities to substitute cold-for warm-
blooded vertebrates and to use in vitro cultures,
and it holds little chance of using nonliving systems.

Reduction in the Number of
Animals Used

Improved Experimental Design and
Statistical Analyses

Individual animals vary in their behavior both
between subjects and, in the case of one subject,
over time. The goal of a behavioral experiment
is to identify patterns that remain when these two
sources of variability have been eliminated or taken
into account. An investigator attempts to conclude
that observed effects are due to the conditions be-
ing manipulated in the experiment and not to ex-
traneous factors. This decision usually rests on the
outcome of statistical tests. Ensuring the validity

of such tests or improving their design can mean
that fewer experiments are needed. Enhanced sta-
tistical rigor, however, may lead to increases or
decreases in the number of animals required in
a particular protocol.

Statistical Power. —A statistical test’s sensitiv-
ity in detecting experimental effects is termed its
“power.” The most widely recognized method of
increasing power and, hence, the sensitivity of an
experiment is to use a large sample of subjects.
Typically, the more variable the results, the more
power is needed to detect an effect and, therefore,
the greater the need for large samples. Although
the magnitude of variability cannot be determined
prior to an experiment, the amount of variability
likely to be encountered can be estimated by con-
ducting small, pilot studies or by examining previ-
ous research in the same or related areas. Given
an estimate of variability, statistical tables can be
used to determine the sample size needed to at-
tain certain levels of power (221).

In certain instances, the methods of increasing
power may reduce, not increase, the number of
animals needed:

● Choosing a lower level of statistical signifi-
cance (i.e., the likelihood that the results were
due to chance) increases power and reduces
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●

●

●

●

the number of subjects needed. However, this
also increases the chances of concluding that
the experimental procedure produced an ef-
fect when in fact the effect was due to chance
alone. By convention, researchers generally
accept the probability of a chance effect of
5 percent or less as a statistically significant
result.
Greater precision in the conduct of an exper-
iment may reduce variability and increase
power. For example, highly precise behavioral
measurements coupled with the elimination
or control of extraneous variables would re-
duce the need for large numbers of subjects
(198).
The use of different statistical analyses can
increase the sensitivity and power of a proto-
col (e.g., analysis of the data by parametric
rather than nonparametric statistical tests)
(198).
Alterations in experimental designs can in-
crease power. Factorial designs (where two
or more treatments are manipulated concur-
rently), for example, are more powerful and
can be used instead of testing the effects of
different treatments in separate experiments.
Not only does the use of factorial designs in-
crease power, it requires fewer untreated,
control subjects than multiple concurrent
studies do. It is important to note, however,
that in areas that have not been heavily re-
searched there are inherent dangers to the
use of factorial designs. For example, there
may be no observed effect of treatments given
in combination, as one treatment cancels the
effect of another. Without sufficient back-
ground information on the effects of the treat-
ments administered individually, this finding
would be erroneously interpreted.
Power is increased as the magnitude of the
treatment effect is increased. ‘Treatment ef-
fects can be maximized by choosing widely
spaced levels of the treatment variables or by
including conditions that are thought to max-
imize the appearance of the phenomenon
under study (113).

Within-Subjects Design.–Many experiments
on animal behavior are conducted using a between-
subjects design, That is, different groups of ani-

mals are given different treatments, and the per-
formances of the different groups are compared.
However, individuals also vary in their behavior.
Depending on the degree of variability, large num-
bers of subjects maybe needed in each group to
obtain statistically significant results. Under cer-
tain conditions, however, a within-subjects (or
repeated measures) design can be used that re-
quires only one group of animals instead of many.
Under these conditions all members of the group
serve in all treatment conditions. The advantage
of this technique is that it minimizes variability
by taking into account individual differences. The
major drawback, however, is the possibility of con-
taminating the data and nullifying the results:
Treatments already received by a subject may in-
fluence, and thereby confound, performance un-
der subsequent treatments. Carry-over effects can
be partially offset by counter-balancing, wherein
the experimenter ensures an equal occurrence of
each experimental treatment at each stage of the
experiment; this balances any effect of prior test-
ing equally overall treatment conditions (1 13). Al-
though within-subjects designs are effective in re-
ducing both variability and the number of subjects
needed, the inherent danger of carry-over effects
in many instances may invalidate the use of such
designs.

Random Block Design. -Randomized block de-
sign consists of assigning subjects to groups based
on evidence of their being similar to one another
in one or more characteristics known to be related
to the behavior under investigation. Two or more
such blocks are formed and then each block is as-
signed randomly to the treatment conditions. This
design reduces variability by restricting the de-
gree of individual differences within blocks, and
thereby increases power (113). Although random-
ized block designs are effective in lowering the
number of animals needed in an experiment, they
are not applicable to all areas of behavioral re-
search. The technique requires substantial prior
knowledge of the behavior being investigated and
is therefore limited to intensively researched areas.

Analysis of Covariance.—An analysis of covari-
ance uses the same information as randomized
block designs except that an estimate of variabil-
ity is not needed beforehand. The covariance pro-
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cedure is applied to data after they are collected
to adjust for chance differences among groups.
The analysis increases power, and fewer animals
may be needed to obtain statistically significant
results (113).

Single-Subject Design.—In some instances in-
ferences can be made about populations from very
small samples. This is common in psychophysical
experiments in which there is a substantial prior
body of evidence indicating that the behaviors un-
der investigation do not vary appreciably within
the population at large (e.g., visual sensitivity to
light). Although such experiments can be con-
ducted using just one subject, two or three are
typically used to guard against the possibility of
misleading results from an atypical subject (198).

In other than psychophysical experiments, the
general procedure in single-subject research con-
sists of choosing a baseline (which involves meas-
uring the frequency of occurrence of the behavior
of interest), changing one treatment variable at
a time, temporarily withdrawing the experimental
treatment to assess its causal effects, and repeat-
edly measuring the baseline behavior before and
after each treatment. (More sophisticated experi-
mental designs available for single-subject research
are reviewed in ref. 96.) Single-subject designs are
increasingly used in animal operant conditioning
and human clinical research (187). Statistical anal-
yses of these are reported infrequently due to the
lack of many statistical techniques for handling
such data, although using time-series analyses to
test for changes over time is one acceptable method
available (111),

A limitation to studying a single subject is the
uncertainty of the generality of the findings, a prob-
lem commonly dealt with by replicating the experi-
ment with different subjects (96). Thus the reduc-
tion in animals used may be illusory.

Inbred Strains.-One way of reducing variabil-
ity (and hence increasing power) is to use highly
homogeneous populations of subjects. Inbred
strains of animals, produced as a result of 20 or
more generations of brother-sister matings, rep-
resent one approach, though it is usually much
more expensive than using randomly bred animals.
Inmost inbred strains all subjects are highly iden-
tical genetically and genetically stable; they change

only as a result of the slow accumulation of muta-
tions. In contrast, outbred stocks of animals are
genetically variable. They contain an unknown and
uncontrollable degree of genetic variation that may
obscure or mask experimental treatment effects.
Inbred strains not only increase statistical power,
they also reduce variability between experiments
conducted indifferent laboratories or in the same
laboratory at different times (68).

It can be argued that experiments should rely
on animals drawn from heterogeneous,  outbred
populations in order to get a broad genetic basis
for results that can be extrapolated, for example,
to heterogeneous human populations. Yet the
differences between different inbred strains are
usually greater than the differences between in-
dividuals of an outbred stock. Greater generality,
then, may be obtained by conducting experiments
with two or more inbred strains (68).

Sharing Animal&—A team approach to re-
search questions across biomedical and behavioral
research disciplines could reduce the number of
animals needed for behavioral research (173). For
example, researchers studying a behavioral phe-
nomenon by noninvasive means could, at the ex-
periment’s conclusion, give their animals to biolo-
gists investigating the anatomy or physiology of
that species. Likewise, scientists from different dis-
ciplines could collaborate on research proposals:
A psychologist maybe interested in studying preda-
tor-prey relations, while a biologist wants to study
endocrinological changes in response to stress; ef -
fective collaboration could yield two different data
sets from the same animals.

Substitution of Cold-Blooded for
Warm-Blooded Vertebrates

The modified use of animals in biomedical re-
search includes the replacement of mammals and
birds with fish, amphibians, and reptiles. In be-
havioral research, however, the often vast differ-
ences between species are likely to make such sub-
stitutions difficult. At the moment, researchers
know more about why warm-blooded vertebrates
cannot be replaced with cold-blooded ones, as this
description of seven behavioral research dis-
ciplines illustrates.
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Aggression

Aggressive interactions between members of the
same species have been studied in a variety of fish
and reptile species under both laboratory and field
conditions. Considerable work has been done on
intermale rivalry among sticklebacks (183) and cich-
lid fish (11). Aggressive interactions among cold-
blooded vertebrates are frequently stereotyped
and species-specific. Among sticklebacks fish, for
example, full-fledged attacks can be elicited by a
model that is the same color but a different shape
(30). In contrast, aggression in primates can em-
body a variety of highly sophisticated introspec-
tive social strategies such as deception, grudging,
delayed retaliation, and reconciliation (77). Thus
extrapolation among all vertebrates of the results
of research into aggression is difficult.

Animal Movements

Migration and homing abilities have been inten-
sively studied in several species of fish, particu-
larly eels and Pacific salmon. Among American and
European eels, for example, the eggs hatch in the
Sargasso Sea, near Bermuda. The juvenile fish
make a year-long migration toward the coasts of
North America and Europe. On reaching sexual
maturity in 7 to 15 years, the adult eels migrate
back to the Sargasso Sea to breed (217), a move-
ment primarily dependent on the use of chemical
cues in the water (60). In contrast, birds use solar,
stellar, and magnetic cues to navigate, and whales
use the topography of the ocean floor and coast-
line to remain on course for migratory purposes.
Such dramatic differences in the way different spe-
cies respond to and perceive the environment limit
the use of cold-blooded vertebrates in modeling
animal movements of warm-blooded ones.

Communication

Visual cues, such as changes in coloration, pos-
ture, or body appearance, have been shown to
be important determinants of social interaction
among fish (3o), which, unlike most mammals, gen-
erally have color vision. Fish also exhibit dramatic
changes in appearance, such as flaring of the gill
apertures, which are relatively rare among mam-
mals. Auditory communication is marked by spe-
cies differences, too. Communication among am-

phibians and reptiles, primarily to attract a mate,
consists of simple one- or two-note utterances.
Vocalization in birds and mammals consists of a
wide range and variety of sounds. Moreover, un-
like cold-blooded species, many birds have to learn
species-specific songs. Many rodents communicate
by ultrasonic vocalizations (123) that have no ap-
parent counterpart among cold-blooded species.

Learning, Memory, and
Problem Solving

Learning has been studied in a variety of diverse
species (179, 183), and many differences are mani-
fested. Comparing learning in goldfish and turtles
with that in rats yields both similar and distinguish-
ing features. For example, rats show a decrement
in performance when an accustomed reward is
changed, while goldfish and turtles do not (23).
The existence of so-called biological boundaries
of learning (182), apparently shaped by unique eco-
logical pressures, precludes most substitutions of
one species for another in learning paradigms.

Predator-Prey Relations

Prey-catching behavior and predator avoidance
have been studied in fish, frogs, and turtles (60,
103,203). The similarity across species in behaviors
used by prey to avoid being caught suggests that
when a general question about reactions to pre-
dation (rather than the behavior of a given spe-
cies) is of interest, cold-blooded vertebrates can
substitute for warm-blooded ones (103). But there
is growing evidence of neurochemical differences
underlying predator avoidance behaviors even
among birds and mammals (78).

Predators exhibit marked differences across spe-
cies. Frogs, for example, sit passively and wait for
an insect to come within striking distance, while
some carnivores have developed sophisticated
hunting strategies that often embody elements of
cooperation and may even culminate in sharing
foods (30).

Reproduction and Parental Care

With some notable exceptions (e.g., the African
Mouthbreeder fish), parental care of offspring is
absent inmost cold-blooded vertebrates, since the
eggs are typically abandoned shortly after fertili -
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zation. In contrast, all birds are subject to some
type of parental care, and mammalian parent-off-
spring relations become even more complicated.
Species differences in external versus internal fer-
tilization, seasonal breeding, courtship, pair-
bonding, and nest-building preclude substitutions
of one species for another in this research.

Sensation and Perception

The sensory and perceptual differences among
species are vast. For example, many snakes’ pri-
mary mode of prey identification is chemical cues
transferred from the tongue to a structure at the
roof of the mouth, called Jacobsen’s organ. Inges-
tively naive baby snakes appear to have an innate
preference for prey extracts that represent species-
typical foods across a variety of different snakes.
Each species shows unique attack profiles that ap-
pear to be independent of maternal diet and not
subject to modification by experience (e.g., baby
snakes of a minnow eating species that are force-
fed liver still show attack responses to minnow
extracts but not to liver) (34,35).

In contrast, baby rats seem predisposed to eat
the same diet as their mother, and the flavor of
the maternal milk serves as a medium for the trans-
mission of cues that rat pups use to make their
initial food choices. Manipulating maternal diet
during lactation has produced corresponding
changes in subsequent pup food preferences.
Moreover, rat pups poisoned in association with
a mother’s milk later avoid the types of food she
had been eating (74).

Reduction of Pain or
Experimental Insult

As noted earlier, a general anesthetic is prefer-
able to a local one for surgical manipulations be-
cause it suppresses both pain and fear (114). Pain-
relieving drugs should be administered to animals
after surgery whenever this would not interfere
with the behavior under study, and animals should
be carefully monitored so that any complications
that develop may be treated (197).

Transection of the spine or brain stem is recom-
mended for surgical experiments when possible,
because it renders the animal incapable of feeling

pain (114). This technique has limited applicabil-
ity in behavioral research, however, as postsurgi -
cal behavioral assessment requires a relatively
intact animal. Similarly, the nonrecovery experi-
ments on completely anesthetized animals that
were described earlier, in the biomedical research
section, are rarely used in behavioral research,
since most behaviors of interest do not occur when
the animal is unconscious and behavioral testing
is typically conducted postsurgically. Multiple sur-
geries on the same animal are to be avoided when-
ever possible, because painful consequences may
be cumulative (197).

The analysis of pain in behavioral research is
complicated by recent theoretical and empirical
developments suggesting that fear and pain acti-
vate quite different kinds of behavior (25). Rather
than being on a continuum, as might seem to be
the case intuitively, data suggest that fear and pain
are associated with fundamentally different mo-
tivational systems. Fear activates species-specific
defensive behaviors, such as freezing, flight, or
fighting, that serve to minimize encounters with
pain-producing stimuli (e.g., predators). Pain, on
the other hand, appears conducive to the kinds
of behaviors that provide for healing and recuper-
ation (e .g., rest, grooming, licking the affected area,
and sleep). A growing body of evidence shows that
fear takes priority over pain, and that fear can ac-
tually inhibit pain under some circumstances (pos-
sibly through the release of endogenous opiates).
For example, soldiers who are wounded in battle
frequently continue fighting and feel no pain from
their injuries until after they are removed from
the front lines (211). Likewise, a deer wounded
by hunters may flee the scene with defensive be-
havior indistinguishable from that of uninjured
animals, But once the deer is out of danger, pain-
related recuperative behaviors predominate (25).

Brain Manipulation

In studies of the physiological bases of behavior,
the recording of brain-wave patterns maybe sub-
stituted for electrical stimulation whenever pos-
sible, and brain areas may be stimulated instead
of lesioning or ablating sections of the brain (121).
These techniques, however, are not completely
interchangeable. Recording neuronal firing as an
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animal behaves allows correlational inferences to
be made, but not causal ones. If the experimental
goal is to determine a particular brain area that
is responsible for a certain behavior, that area must
be manipulated directly. Electrical stimulation of
brain areas is useful in establishing causal rela-
tionships, and the most definitive and reliable re-
sults are obtained when stimulation is used in con-
junction with lesioning or ablation (20).

Drug Administration

In research on the behavioral effects of experi-
mental or currently available drugs, animals are
injected either intraperitoneally (within the body
cavity), intravenously, intramuscularly, or intra-
cranially (within the skull, via an implanted can-
nula). Depending on whether the drug must be
given repeatedly, the injection procedure can be
stressful and may cause discomfort. Within the
last decade alternative administration methods
have been developed that may replace the need for
multiple injections in some chronic drug treatment
studies. Capsules of porous rubber (Silastic@,
produced by Dow-Corning) implanted beneath the
skin release a drug slowly into the animal’s body,
and stress produced by repeated injections is
avoided. The method produces minimal discom-
fort and is well tolerated by animals (63). Small,
implantable minipumps are also available to de-
liver drugs for days or weeks.

The use of aerosols has also been suggested (174);
although this would seem to hold promise for al-
leviating the stress of injections, it has drawbacks.
For example, animals may differ greatly in their
inhalation rates, and dispersal of the drug into the
air prevents adequate control of drug dosage.

Food Deprivation

It is important to distinguish between the differ-
ent methods of depriving animals of food and the
reasons for using any method. In most cases, ani-
mals are deprived of food to motivate them to per-
form various tasks or behaviors for food reward.
The nature of the subject’s performance of such
tasks—and not the food deprivation—is the object
of study.

Food deprivation is typically applied one of two
ways: Animals are deprived of food for a stand-
ard period of time (e.g., 24 hours) prior to testing
or they are maintained at some percentage of their
normal body weight (e.g., 80 percent) (43). Each
procedure has advantages and disadvantages. Food
deprivation for specified intervals of time is easy
to implement, but it fails to take into account spe-
cies differences in metabolic rates, For example,
24 hours of food deprivation for a mammal is less
severe than it would be for a bird, while for a snake
it would be inconsequential. Maintaining animals
at a percentage of normal body weight avoids this
problem, but it requires daily handling and the
delay of the trial for long periods of time to stabi-
lize body weights.

When food deprivation is applied according to
a standard time period in behavioral protocols, the
most common interval is 24 hours (43). It is note-
worthy that the feeding of domestic pets once a
day parallels this laboratory protocol. When main-
taining animals at some percentage of their normal
body weight, behavioral protocols usually involve
up to 20 percent weight loss (43). Experimental
animals’ reduced food intake is associated in some
instances with enhanced longevity (172).

Several suggestions have been made to reduce,
ameliorate, or eliminate food deprivation in be-
havioral research:

●

●

●

●

Water deprivation, sometimes used concur-
rently with food deprivation, should be used
to motivate behavior only if thirst or drink-
ing is the object of study. Water deprivation
affects an animal’s physical condition more
severely than food deprivation does, because
death by dehydration occurs much more rap-
idly than death by starvation (121).
The normal eating pattern of a species should
be taken into account when deciding on the
duration of food deprivation. For example,
sparrows eat only during the light hours of
the day; hamsters feed largely at night.
In some cases, food deprivation might be
avoided by using a highly preferred food as
a reward (121).
Food deprivation may also be avoided by tak-
ing the experiment into the animal’s living
quarters, so that it is required to perform for
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food as and when it wants to eat. In this way,
any deprivation would be self-imposed as
under natural conditions (121,151). This tech-
nique has been used successfully in work on
sensory-motor functioning in monkeys (168).

Pain Research and the Use of
Electric Shock

The experience of pain is a highly adaptive ca-
pacity. It prevents organisms from engaging in be-
haviors that would otherwise prove maladaptive.
For example, humans who are congenitally insen-
sitive to pain become terribly scarred and muti-
lated, often develop a sense of being invincible,
and have short life expectancies (141)143,196). Per-
haps because pain plays such an essential role in
regulating the behavior of organisms, pain thresh-
olds are surprisingly consistent across a great
diversity of species (115). The discovery of en-
dogenous opiates in earthworms (5) and recent
findings with spiders (61) suggest that inverte-
brates may also feel pain.

Pain can be induced through mechanical, ther-
mal, electrical, or chemical stimuli (127). Of the
various stimuli used for research purposes, elec-
tric shock at the levels normally used in experimen-
tation is the only one that does not damage tissue.
Most studies of pain in animals use what are called
flinch-and-jump thresholds—an index of the min-
imal amount of electric shock or heat needed to
produce a reaction. Electric shock is used as a
stimulus for research into the mechanism of pain
for

●

●

●

several reasons:

Electric shock is easily quantifiable. The pa-
rameters of shock can be manipulated and
specified with a high degree of precision over
a wide range.
Electric shock can be administered so as to
have a discrete or gradual onset and offset.
Electric shock of the type most often used (i.e.,
a brief current of 0.001 amperes, the equiva-
lent of a tingling sensation in the finger) does
not yield physical damage, bleeding, or tissue
destruction.

However, electric shock is a highly atypical stimu-
lus (79). No contemporary terrestrial species ap-
pears to have evolved under conditions of elec-
tric shock. The question of whether data obtained

this way are widely generalizable in mechanisms
of pain remains unanswered.

A survey of the 608 articles appearing from 1979
through 1983 in the American Psychological Asso-
ciation journals that typically publish animal re-
search (e.g., Journal of Comparative and Physio-
logical Psychology and its successors Behavioral
Neuroscience and Journal of Comparative Psychol-
ogy) identified 10 percent of the studies as using
electric shock. Four percent of the studies admin-
istered inescapable shocks stronger than 0.001 am-
peres. Most of the experiments with electric shock
involved rodents; those with monkeys, dogs, and
cats accounted for 0.5 percent of the total 608 arti-
cles (43).

Recommendations that have been made to re-
duce pain or discomfort in animal experiments in-
volving aversive stimulation include:

●

●

●

●

●

●

The lowest possible level of electric shock
should be used that will at the same time main-
tain the behavior under study (52). However,
this may reduce the statistical power and re-
quire a large sample size.
Animals should be given predictable rather
than unpredictable shock and an opportunity
to control its termination (52). Rats, for ex-
ample, will choose to receive more shocks at
greater intensity in order to receive a warn-
ing cue prior to each shock delivery (10).
If aversive stimulation must be used, alterna-
tives to electric shock such as loud noise or
bright lights should be considered (121).
In developing models of chronic pain, the
model should closely simulate a particular
chronic pain syndrome in humans (e.g., arthri-
tis or cancer). Otherwise, there is no justifi-
cation for the procedure (114).
Animals should have an opportunity to con-
trol the intensity of the stimulus in chronic
pain studies. While the objection to this might
be that, given this option, the animal would
“turn off” the pain stimulus, this might be cir-
cumvented by giving a preferred food reward
for keeping the stimulus “on” at a given level,
as in experiments with electric shock titration
techniques (114).
A reward, such as a preferred food, should
be used for the correct responses instead of
a punisher, such as electric shock, for incor-
rect response (121).
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USE OF LIVING SYSTEMS

In behavioral research, using living components
derived from whole animals or living nonanimal
systems as alternatives to animals could conceiva-
bly involve embryos; cell, tissue, and organ cul-
tures; invertebrates; and plants. The greatest po-
tential in this area, however, appears to rest with
the use of invertebrates.

Several factors limit the use of embryos (used
here to refer to the conceptus, embryo, and fetus
prior to birth) as an alternative or complement to
young or adult animals:

●

●

●

●

●

Some studies involving embryos may be con-
ducted when the subject is very close to birth
or hatching. The advanced developmental sta-
tus of the organism at this point raises the same
kinds of ethical considerations that would ap-
ply to the use of postnatal animals (see ch. 4).
In behavioral studies involving mammalian
embryos, the mother is necessarily involved
in most experimental manipulations performed
on the embryo. As a consequence, embryo-
logical manipulations on mammals cannot log-
ically avoid the use of adult mammals.
Behavioral studies using embryos may involve
testing for effects later in adult life (e.g., be-
havioral teratological studies). In these in-
stances, embryos are not being used as alter-
natives, since the procedures also require
postnatal assessment.
Only a limited number of behaviors can be
studied in embryos, partly because of practi-
cal problems associated with access to the
embryo.
Embryos live in a dramatically different envi-
ronment than fully developed adult animals.
This difference constrains the generalizabil -
ity of behavioral data obtained from them.

Cell, tissue, and organ cultures do not figure
prominently in the equation of alternatives to ani-
mal use in behavioral research. In isolation and
in culture, cells, tissues, and organs exhibit few
activities that fall among the disciplines of be-
havioral research.

A rare example of the use of cell culture in be-
havioral research comes from studies of the bio-
chemical basis of depression and manic mood

BEHAVIORAL RESEARCH

changes. Skin fibroblast cells obtained from hu-
mans and maintained in culture for several months
were assessed for their ability to bind a variety
of pharmacologic agents. The cultured cells of pa-
tients and relatives of patients with manic-depres-
sive illness exhibited markedly different biochem-
ical properties than the cultured cells of persons
without a history of manic depression (155).  One
commentator characterized this as ‘(a step forward,
applying to psychiatry the techniques of tissue sam-
pling and cell culture that have been of great value
in characterizing molecular abnormalities in nu-
merous medical diseases” (192). Continued devel-
opment of this line of research could reduce the
use of animals in such investigations.

Invertebrates

Few behavioral studies use invertebrates as sub-
jects (139). As a consequence, relatively little is
known about invertebrate behavior. In behavioral
research, invertebrates offer a fertile testing
ground for any theory that claims to be broadly
based across the phyla of the animal kingdom (138).
Certain groups of invertebrates are promising sub-
jects for behavioral research.

The brains of octopuses and squid approach
those of vertebrates in relative size and complex-
ity (178). Visual discrimination learning has been
studied extensively in the octopus. Octopuses can
discriminate between pairs of geometric shapes
that differ with respect to vertical, horizontal, and
oblique orientations. The octopus and squid show
learning performance on a par with mammals on
such tasks as detour problems, reversal learning,
delayed response, and delayed reinforcement
(178,218).

Among all the invertebrates, the only species
with a neuroanatomy and learning ability compa-
rable to vertebrates are the octopus and squid.
Practical problems in obtaining, transporting, and
housing these marine species have always pre-
cluded their widespread use as alternatives in be-
havioral research (178), However, recent advances
in the laboratory culture of octopuses make them
promising research candidates, although provid-
ing live food (e.g., shrimp) on a consistent basis
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remains a major logistical obstacle. The develop-
ment of a dead or artificial food ration is currently
a high priority in octopus culture (88). The same
highly developed nervous system that makes the
octopus and squid desirable replacements for ver-
tebrates may cause some ethical objections to use
of these invertebrates. In addition, their adapta-
tion to a completely aquatic existence would also
make tenuous any extrapolations to the behavior
of terrestrial mammals.

Starfish and sea urchins exhibit habituation—
the waning of a response to stimuli, as a result of
repeated elicitation of that response—and they can
learn escape behaviors in response to a cue paired
with aversive stimulation (46).

Earthworms exhibit habituation (45), can learn
to associate light with a food reward (66), and can

learn to travel a maze to receive darkness and mois-
ture as reinforcing stimuli (85). Flatworms are also
of considerable interest, since they represent a
bilateral body form, as do mammals. Flatworms
exhibit a concentration of nervous tissue and sen-
sory organs in the anterior, or head, portion of
their bodies, and they have refined internal or-
gan systems (47). Flatworms exhibit habituation,
can be conditioned to avoid alight after it has been
paired with shock, and can learn to approach an
area for food reward. There are also claims that
such learned events are remembered after these
worms undergo regeneration, and that learning
can be transferred from one animal to another
by cannibalism (reviewed in ref. 47).

Insects are valuable behavioral models in com-
munication, navigation, learning and memory, and
behavioral genetics.
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●

●

●

●

Communication. Honeybees recruit others
to a new food source through a dance per-
formed at the hive that conveys distance and
directional information (209). Many species
of insects (e.g., moths and ants) communicate
chemically by pheromones, which serve sex
attractant, repellant, and/or trail-marking
functions (reviewed in ref. 30). Other species,
such as the cricket, communicate by songs
produced by rubbing body parts together (19).
Navigation. Honeybees have demonstrated
extraordinary abilities to locate and return to
a food source “mapped out” for them by other
bees. They can also return to an artificial feed-
ing source designed for experimental pur-
poses to test their navigation abilities (37,
209)215).
Learning and Memory. Habituation has been
demonstrated in a variety of insect species (46).
Honeybees also appear capable of more ad-
vanced forms of learning, such as learning to
associate a specific color with a food reward,
and they can remember this association after
a 2-week interval (219). Cockroaches can learn
to leave their preferred dark retreats and stay
in the light to avoid being shocked; ants have
been trained to travel a maze to receive food
rewards (85).
Behavioral Genetics. Because of the relative
ease with which their chromosomes and in-
dividual genes can be identified, fruit flies have
been used extensively to elucidate the genetic
basis for a variety of behaviors (132).

Habituation has been demonstrated in a variety
of spiders (45), and spiders are capable of learn-
ing and remembering the location of prey in their
webs (85). They can also be trained to associate
food dipped in quinine or sugar with different
tones (46).

Even though protozoa possess both plant- and
animal-like characteristics and lack nervous tis-
sue, some forms of learning have been demon-
strated in these  single  celled organisms. Habitua-
tion has been demonstrated in paramecia (45).
Although the results generated much controversy
(reviewed in ref. 45), one investigator claimed to
have trained paramecia to enter a specific area
of their water container in order to receive food
reinforcement (81). It has also been reported that

paramecia show spontaneous alternation in a T-maze,
a phenomenon also observed in rodents (139).

A recent study of learning ability in paramecia
has demonstrated classical conditioning of an es-
cape movement (94). This study also found that
paramecia develop memory for the training event,
since significantly fewer trials were needed 24
hours later to relearn the response. Data such as
these challenge the widely held assumption that
learning is a property of synaptic interactions be-
tween nerve cells—absent in protozoa—and not
of individual cells themselves.

Plants

From a behavioral perspective, plants differ from
animals in two principal ways. First, plants lack
the means of achieving rapid intra- and inter-
organismal communication and coordination due
to the absence of a nervous system. However,
plants do regulate intra-organismal activities occur-
ring at different sites through the use of hormones.
Plants and animals thus share the basic principles
of endocrine function. Second, plants differ from
animals in that they are stationary. They must wait
for energy to come to them, while most animals
move about to obtain different sources of energy.

Despite these differences, plants do show rudi-
mentary forms of behavior (188). Plants can grow
and move in response to light, and some plants
have achieved the capacity for relatively rapid
movement to exploit certain animals as prey (e.g.,
the venus fly trap). The mimosa plant, which can
fold its leaves when touched, has been a subject
of particular interest. Certain of its cells appear
to generate primitive action potentials-electrical
activity that may be analogous to neuronal func-
tioning in animals (186). There have also been
reports that the folding response of the mimosa
plant shows habituation (6) and even some of the
rudiments of classical conditioning (8). Although
some claim evidence of feelings, emotions, and
even thinking in plants based on polygraph record-
ings (206), others contend these are artifactual (80).

A number of plants defend themselves from
predators via thorns, stickers, or toxic chemicals
that produce sickness, irritation, or even death if
touched or consumed. It has been demonstrated
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that some plants, under attack by insects and These impressive features of the botanical world
micro-organisms, develop highly sophisticated notwithstanding, it is unlikely that plants will make
defenses involving the emission of antibiotic-like an important contribution to behavioral research.
substances and chemicals that inhibit insect diges- The lack of a central nervous system, and in par-
tive enzymes. Indeed, some plants can apparently ticular a brain, renders the plant an inappropri-
communicate chemically with as-yet-unaffected ate model for use among the disciplines of be-
neighboring plants to induce leaf-chemistry havioral research.
changes in advance of infestation (reviewed in
ref. 164).

USE OF NONLIVING SYSTEMS IN BEHAVIORAL RESEARCH

Inanimate chemical or physical systems are un-
likely to prove useful in behavioral research, for
reasons intrinsic to the nature of behavior. A dy-
namic, emergent process, behavior functions to
allow organisms to adapt to moment-to-moment
changes in the environment. In a sense, all behavior
ultimately functions to aid and abet survival and
reproduction (50. Adaptation, survival, and repro-
duction are not properties of nonliving systems.
And behavior involves information processing and
a continuous series of choices among an array of
alternatives (140). Although chemical or physical
systems may change in response to certain envi-
ronmental stimuli, the nature of such changes does
not involve decisionmaking or information-proc-
essing.

Behavior is a byproduct of interactions between
sensory, neural, hormonal, genetic, and experien-

tial factors. As such, it is influenced by the situa-
tion at hand, the developmental history of the
organism, and prior experience with similar and
related situations. It appears inappropriate to im-
bue inanimate chemical or physical systems with
the capacity for experience. Devoid of such a ca-
pacity for experience, nonliving systems are un-
likely alternatives to using animals in behavioral
research.

Examples of the application of chemical or phys-
ical systems to behavioral research are sparse. One
involves the use of chemical reagents to mimic the
properties of rhythmic behavioral phenomena in
animals. Certain chemical reagents exhibit changes
in state that oscillate periodically in a fashion sim-
ilar to some biologically based rhythms. However,
the chemical reactions themselves remain poorly
understood (222).

COMPUTER SIMULATION IN BEHAVIORAL RESEARCH

A computer simulation is an operating model that
depicts not only the state of a behavioral system
at a particular point in time but also changes that
occur in that system over time. Because dynamic
processes are of quintessential importance in be-
havioral research, computer simulation stands as
a potentially useful tool for the behavioral scientist.

In order to simulate a living system, a computer
programmer must have information about that
system. The more information at hand, the better
the simulation (53). In the strictest sense, a com-
pletely accurate simulation presupposes that every-
thing that there is to know about the system in

question is known. To construct a computer simu-
lation that would fully replace the use of a live
organism in behavioral research would require
knowing everything about the behavior in ques-
tion, which in turn would preclude the need for
a computer simulation for research purposes.

Yet, if computer simulation cannot fully replace
living organisms, it can and does contribute to be-
havioral research. Although the fundamental be-
havioral qualities of adaptation, survival, and re-
production do not pertain to computer programs,
computer soft ware does, for example, embody in-
formation processing and decisionmaking. Exam-
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pies of recent attempts toward computer simula-
tion in behavioral research are listed in table 6-4.

Computer simulations are used in behavioral re-
search in a number of ways. Statistical simulations,
in particular, are increasingly frequent. For ex-
ample, one computer program simulates random-
choice behavior in mazes (194), and two programs
simulate random movements of animals under
various conditions (17,49). The output generated
by these kinds of simulations is compared with
animal-generated data to see if factors other than
pure chance are influencing the animals’ behavior.

Statistical simulations are also used to test hy-
potheses that may not be subject to empirical con-
firmation. One investigator used a computer simu-
lation to test the proposition that “if enough
monkeys were allowed to pound away at type-
writers for enough time, all the great works of
literature would result” (21). The larger objective

Table 6-4.—Some Examples of Computer Simulation
of Behavioral Phenomena

Spacing mechanisms and animal movements:
● Space use and movement patterns (17,49)
● Movements of juvenile Atlantic herring (110)
● Animal spacing (153)
● Mosquito flight patterns (165)
● Foraging of the honey eater bird (169)
● Random choice in radial arm mazes (194)

Learning, memory, and problem solving:
Ž Classical conditioning (15,18)
● Learning in neural systems (177)
● Habituation (195)
● Behavior in a psychoecological space (84)
● Mechanisms for reducing inhibition (223)

Sensation and perception:
● Visual pattern analysis (13)
● Landmark learning by bees (37)
● Chemical recruitment in ants (106)

Communication:
● Bird song (55,185)
● Animal vocalizations (57)

Sensation and perception:
• Neuron models (122)
● Neural basis for pain and touch (148)

Body maintenance:
● Food intake (14)
Ž Control of drinking behavior (204)

Reproduction and parental care:
● Sexual behavior of the male rat (72,205)
Ž Infanticide in Iangurs (89)
● Evolution of reproductive synchrony (116)
● Mating behavior of Spodoptera littoralis (200)

SOURCE: Office of Technology Assessment.

in this study was to determine if the extreme cases
of human genius could be accounted for through
chance processes.

The simulation was based on an initial assump-
tion that monkeys typing at random— or a com-
puter simulation using random numbers–would
generate huge volumes of nonsense. Statistical
properties of the English language (e.g., the rela-
tive frequencies of individual characters or se-
quences of characters) were added to the simula-
tion. As higher-order properties of English (i.e.,
the relative frequencies of three- and four-letter
sequences) were incorporated into the algorithm,
the rate of generation of intelligible words, phrases,
and sentences increased. These results led to a hy-
pothesis that genius could be simulated by a proc-
ess of random choice with a weighting procedure,
subject to a prior preparatory process in which
an individual absorbs the necessary operational
patterns that characterize the discipline. In studies
such as this, it is not merely the output generated
by the computer model that is of interest, but the
simulation process as well.

Computer simulations have considerable heuris-
tic value (65): They may yield insight about the sys-
tem or phenomenon being modeled (71) and, as
a consequence, stimulate additional research. The
value of computer simulation as a heuristic device
has been summarized as follows (158):

Simulation gives a means of exploring the plausi-
bility of models in which theoretical sophistica-
tion exceeds the state of the art in empirical test-
ing. Simulations provide tools for empirically
analyzing theories in order to better understand
their implications and predictions. Simulations
are a means of exploring interactions between
components of complex models. They pose a prac-
tical challenge to operationalize theoretical con-
structs, which can lead to incidental discoveries
about related processes. Finally, they engender
a concern with issues of process control that con-
tributes to the development of general principles
with broad applications.

Computer simulation holds promise for under-
standing complex cognitive processes. For exam-
ple, the computer is often considered analogous,
at least in some ways, to the human brain (7)—
both process large amounts of information, and
their respective outcomes are a consequence of
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multiple, relatively simple operations. On the other
hand, there are major differences:

●

●

●

●

computers have larger and many fewer com-
ponents than the brain;
computer operations occur with much greater
speed than neural operations;
computers operate through sequential proc-
essing; and
computers attend to all input, while the brain
is selectively attentive.

Such differences do not, however, preclude the
use of computers as functional models (170). More-
over, one advantage of computers is that they de-
mand rigorous and exact description. And an in-
vestigator need not invoke a variety of hypothetical
or mentalistic variables (e g., hope, fear, desire,
and intention) to describe their functioning (170.

It is important to note that any predictions gen-
erated by a computer simulation must be tested
and verified using the system the computer was
designed to replace (149). In this sense, the use
of animals in behavioral research is likely to con-
tinue in lockstep with the development of com-
puter simulation software.

One commentator summarized the use of com-
puters as an alternative to animals in behavioral
research in this way (114):

At the present time and for the foreseeable fu-
ture it seems clear that the computer will not be
a feasible substitute for experiments on animals.
The fundamental reason is that a computer can-
not acquire data other than those that are gener-
ated by carefully designed experimental studies
in animals. What the computer does provide is

a superb technique for processing vast amounts
of data with great speed and accuracy and for
presenting them in almost any manner the inves-
tigator desires. To suggest that enough data are
already available from previous work, so that
from them programs can be generated and sub-
jected to a variety of permutations that would lead
to new insights, overlooks an important fact. In
any animal experiment there are numerous vari-
ables over which we have little control, and there
are virtually always as many more about which
we as yet know nothing but which may have very
significant influences on the phenomenon under
investigation. In real life, which after all is what
matters in biologic research, these variables may
be crucial and may give important clues to en-
tirely unsuspected phenomena that are some-
times far more important than the original sub-
ject of the study. In a word, computers do not
generate new concepts or acquire new data. They
process data and permit the investigator to view
it in more manageable or novel ways, and this
may facilitate new hypotheses or insights.

In summary, computer simulation can serve to
facilitate behavioral research. The need for cer-
tain protocols may be precluded, or protocols may
be refocused by computer simulation before they
commence. Modeling techniques using computer
simulation lead to the refinement of experimental
protocols to be conducted on animals (36). Yet as
the preceding quote implies, in facilitating be-
havioral research computer simulation may actu-
ally increase, rather than decrease, the use of ani-
mals because data can be analyzed more quickly
and in much greater detail, leading to proportion-
ately more hypotheses to investigate (87,160).

SUMMARY AND CONCLUSIONS

Animal use in research can be modified in a num-
ber of ways, including strengthening experimental
design to minimize the number of animals used,
reducing the degree of experimental insult, and
substituting one species for another. The outright
replacement of animals with nonanimal methods
in research is not at hand, and, because of the na-
ture of biomedical and behavioral research, in
many instances it is not likely to become feasible.

Advances in instrumentation are critical to the
more refined or reduced use of live animals or liv-
ing material. In the past decade, practically every
piece of instrumentation in biomedical laboratories
has been adapted to handle ‘(micro” samples or
has been replaced by new microtechnology. The
use of small samples for analysis by mass spec-
trometry and by gas or liquid chromatography
leads to less invasive technology. Fiber optics, for
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example, can be used to perform analyses inside
ducts and blood vessels with little discomfort and
no permanent damage to the animal. Continued
developments in analytical instrumentation, in-
cluding noninvasive imaging techniques such as
magnetic resonance imaging, will likely ameliorate
the degree of experimental insult faced by research
animals.

In vitro technology has affected virtually every
field of biomedical research. This technology en-
tails the maintenance of organs, tissues, and cells
outside of the body and may affect research ani-
mal use in two important ways. First, when or-
gans, tissues, or cells are removed from animals
and cultured, experiments may be conducted with
fewer animals than would be necessary in whole-
animal experiments and, of course, without pain.
Cells from one animal, for example, may be divided
among a dozen experimental cultures and a dozen
control cultures, replacing 24 animals that might
be used in a comparable whole-animal experiment.

Second, when cells proliferate in culture, com-
mercially available cell lines can completely elimi-
nate animal use in some experiments. Such cell
cultures are derived directly from preexisting cell
cultures—not animals, Researchers have used, for
example, a monkey kidney cell line to study the
metabolic effects of general anesthetics.

In vitro experiments are not equivalent to whole-
animal experiments. In in-vitro systems, as orga-
nization is disrupted or lost, the in vitro system
has less and less of the kind of interactions that
characterize cells in the body. This can be an advan-
tage and a disadvantage. Interactions may cause
extraneous phenomena that obscure the process
under study. Conversely, the absence of interac-
tions may produce results that are at variance with
what actually occurs in the live animal. Conclu-
sions drawn from in vitro studies must eventually
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