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Chapter 5

Three Perspectives on Structural Change

Structural changes in the U.S. economy fall into
three major categories:

1. changes in the contribution that each major
business sector makes to the total value added
in the economy, or the gross national product
(GNP);

2. changes in the organization of firms measured
in terms of their scale of operation and scope
of production; and

3. and changes in the location of production.

Changes in these three areas have been under-
way for some time. Structural change is a dynamic
process which reflects the interaction of many
forces—primarily new technologies, shifts in con-
sumer demand, the way producers satisfy that de-
mand, increasing competition in international trade,
and the introduction of new rules and regulations
that govern business enterprises. The discussion that
follows attempts to isolate the effects of these prin-
ciple forces.

Understanding changes in the structure of the U.S.
economy is critical for understanding changes in job
generation, pay, and regional growth, and for esti-
mating the likely direction of the economy in the
future. The dynamics of an economy heavily depen-
dent on natural resources are likely to be very differ-
ent from one primarily dependent on intellectual re-
sources. An economy consisting of tightly integrated
networks of small establishments will behave differ-
ently in response to shifting domestic and interna-
tional markets than one characterized by large, cen-
tralized establishments and firms. An economic
structure that spreads wealth unevenly around the
country, or that places the burden of structural ad-
justment primarily on a few regions, presents a
unique set of problems. In all three cases, policies
designed to facilitate growth and mitigate the pain
of structural change depend on a clear grasp of the
patterns of change and the forces shaping them.

SECTORAL CONTRIBUTIONS TO GNP

Structural change is measured first by the relative
contribution each major business sector makes to
GNP.l Since the 1950s, Natural Resource industries,
Construction, and manufacturing (particularly High
Wage Manufacturing), have contributed less to GNP,
while Transportation & Trade and Transactional
Activities have increased their relative contributions.
Taken as a whole, the share of service businesses
increased from 52 percent of GNP in 1950 to 63 per-
cent in 1984; at the same time, the share of goods—
defined as all manufacturing, Natural Resources, and
Construction—fell from 48 to 37 percent. The ris-
ing share of the service sectors has been due to the
strong growth in demand for services and, in the
case of Transactional Activities (the fastest growing
sector), a sharp increase in the use of this sector’s

‘Unless otherwise noted, all measurements of sectoral share are in
constant 1980 dollars.

products as inputs in the production recipe.2 The op-
posite holds true for the manufacturing sectors,
where demand has risen relatively slowly and pro-
duction recipes have called for reduced use of man-
ufactured products. Trade has tended to reinforce
these trends.

Many of these patterns have been underway for
some time. There has been considerable debate over
whether the U.S. economy is “deindustrializing” and
how such a phenomenon would be defined and

2For a discussion of the impact of technology and the growing com-

plexity of production in the increased use of services, see James B. Quinn
and Christopher E. Gagnon, “Will Services Follow Manufacturing Into
Decline?” Harvard Business Review, November-December 1986: for a
description of the role of tastes, incomes, and economic growth in
promoting the growth of the service sector, see Robert Lawrence, Can
America Compete? (Washington, DC: The Brookings institution, 1984).
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measured.3 Some evidence suggests that rates of de-
cline in some manufacturing industries have acceler-
ated since 1972,4 and that some of this accelerated
structural change can be attributed to slower eco-
nomic growths Whether or not rates of change have
increased, there is little doubt that the cumulative
effect of change over the past two decades has been
the creation of an economy where the origins of
value are different—in some cases dramatically
different—than they were two decades earlier. In the
midst of such a process it is difficult to point to a
particular moment when a sudden change in struc-
ture took place; such things are easier to see in ret-
rospect.

Any attempt to measure changes in the origin of
value by business type faces two major dilemmas.
First, how should a sector’s share be measured—in
“constant” dollars—a proxy for share of physical
output—or in “current” dollars—the amount of
money in which the economic activity actually
occurred? Second, do the sectors selected for analy-
sis accurately measure changes in the underlying
structure of production, or is change masked by the
categories chosen?

Constant and Current Dollars

The distinction between the type of measure used
is critical, since measurement in constant dollars in-
dicates that manufacturing’s share of value-added

qThe  dec]ine  in the current dollar share of manufacturing has M to
a controversy over whether the United States is deindustrializing. Ben-
nett Harrison of the Massachusetts Institute of Technology and Barry
Bluestone  of Boston College, who popularized the term “deindustriali-
zation,” argue that the manufacturing sectors in the United States are
in decline; see The Deindustrialization  of America (Boston, MA: Basic
Books, 1982). Charles Schultze and Robert Lawrence of The Brookings
Institution argue that deindustrialization has not occurred (see Robert
Lawrence, op. cit., footnote 2, and also Robert Lawrence,’The Myth of
Deindustrialization,” Chaf/errge, November/December 1983). For a re-
view of the subject, see R.D.  Norton, “Industrial Policy and American
Renewal,” Journaf  of Economic Literature, vol. XXIV, March 1986, pp.
1-40.

dFOr an ana]ysis which supports this conclusion, SEW Nicholas S. Pertla,
“The Shift from Manufacturing to Services: A Concerned View,” New
Eng/and  Economic Review, January/February 1987; for an opposing
view, see U.S. Department of Commerce, Office of Economic Affairs,
“Changes in the Structure of the U.S. Economy Since 1960: A Primer,”
working paper, Washington, DC, January 1986.

5Jarn~ l-f. crossing and Arye  L. Hillman, “Shifting Comparative Advan-
tage and Senescent Industry Collapse,” The American Economic Re-
view, June 1986, p. 516; and Ronald E. Kutscher and Valerie A. Perso-
nick, “Deindustrialization  and the Shift to Services, ” Monthly Labor
Review, vol. 109, No. 6, June 1986, p. 10.

has remained relatively constant for many years
while this sector’s current dollar share has fallen
sharply (see figure 5-l). Both current and constant
dollar measures provide useful views of the changes
underway. The difference is largely due to produc-
tivity increases, which allow the same amount of
goods and services to be produced for a relatively
lower price (see box 5-A).

Measurement of output in current dollars, or the
dollars of the day, has strong intuitive appeal, since

Figure 5-1.-Manufacturing’s Share of GNP
and Jobs (current and constant 1982

dollars and persons)

Percent
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‘ ---  J o b s —  C u r r e n t  d o l l a r s
— Constant  1982 dol lars

SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Nation-
al Income and Product Accounts. ” historical diskettes. tables 6,1,6.2,
and 6.10.

t

Box 5-A.—Productivity and Constant Dollars

Imagine an island that produced only pizzas and
poems and sold equal numbers of both. Suppose
that in 1950, 2 minutes of work were needed to pro-
duce either a pizza or a poem and that each cost
$2. Suppose that thanks to surging innovation in
pizza production, by 1980 poems still took 2 min-
utes of work and cost $2 dollars but pizza required
only 1 minute and sold for $1 because prices were
set in highly competitive markets.

If demand did not change with price, and if the
capital investments needed to increase pizza pro-
ductivity were negligible, the constant dollar per-
centage of production in the island would remain
the same at 50-50, but the current dollar share of
poetry would increase from one-half to two-thirds
of the island’s GNP.
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it uses the prices at which transactions take place.G

Measured in current dollars, manufacturing’s share
of GNP fell from one-third in 1950 to less than one-
quarter in 1984. The constant dollar measure re-
flected in the U.S. Department of Commerce’s “Gross
National Product by Industry” data series, however,
reveals no discernible trend—indeed, it indicates a
relatively stable share at about 22 percent of total
output.7 Manufacturing’s share of GNP measured in
current dollars has fallen largely because productivity
increases in this sector have been passed on to con-
sumers in the form of comparatively lower prices
and demand has not risen enough to offset the price
decline. Because increases in productivity frequently
result in lower labor requirements, the current dol-
lar measure tends to track employment in an indus-
try (again see figure 5-l), making this a useful tool
in analyzing policy considerations focusing on labor.

Constant dollar measures attempt to remove
changes attributable to prices, by tracking actual
changes in quantities. In theory, this measure pro-
vides a more accurate indication of contributions to
GNP and thus structural change.8 In practice, the
process hinges on the arcane business of creating
“deflators,” which convert current dollars to the dol-
lars of a particular year–constant dollars. This task
has become increasingly difficult as the economy
generates more value in specialized high-technology
products and in services. It is particularly difficult
during periods of high inflation like the late 1970s.

Accurate conversion from current to constant dol-
lars is only possible where indexes can be based on
measurable, fungible commodities like steel and oil.g

SFO~ ~ description  of structural change using a current dollar meas-

ure, see U.S. Congressional Budget Office, The lndustria~ Poficy Debate,
Washington, DC, December 1983, p. 11; and Nicholas S. Perna,  op.
cit., footnote 4.

TAna]ysts  using different data series and methodologies, including the
one presented later in this section, find results which conflict with the
finding that the manufacturing sector retains a stable share of GNP when
measured in constant dollars. See Larry Mishel, “Trends in Manufac-
turing’s Level and Share of Output,” Economic Policy Institute, Wash-
ington, DC, November 1987, unpublished.

8For a more detailed  examination of how to define and measure struc-

tural change, the strengths and weaknesses of constant versus current
measurement, and what role employment measures can or cannot play,
see “Changes in the Structure of the U.S. Economy Since 1960: A
Primer,” op. cit., footnote 4, or Nicholas S. Perna,  op. cit., footnote 4.

‘%%s  A.G.  Clem and W.D, Thomas, “New Weight Structure Being Used
in Producer Price Index, ” Monthly Labor Review, vol. 110, No. 8, Au-
gust 1987, pp. 12-21, for a description of how a new price basis is estab
lished.

But the bulk of GNP is composed of goods and serv-
ices whose various characteristics and specifications
do not stay constant over time, making direct com-
parisons without some type of quality adjustment
inappropriate. The question of adjusting for quality
becomes extraordinarily complex when diverse prod-
ucts are entering the market and many products are
new. Is a computer purchased in 1988 so radically
different from one bought in 1960 that it is effectively
a different product? This problem is magnified in the
case of services, which are in many cases even
harder to quantify. Heart surgery might be more ex-
pensive today than it was 10 years ago, but the prob-
ability of surviving may be much higher.

Even in places where it is possible to develop a
good estimate of the constant doIlar value of an in-
dustry’s product (e.g., a deflator for automobiles), de-
veloping a deflator for the value-added portion of
that product proves to be difficult. Since value-added
is primarily composed of compensation paid to work-
ers and income retained by the business, there is
no clear and intuitive interpretation for a value-added
deflator. A discussion of various techniques used to
deflate value-added appears in box 5-B. Given the
limitations outlined in the box, it is clear that con-
stant dollar value-added estimates should be inter-
preted with care.

Selecting the Categories for Measuring
Sectoral Share

Chapter 4 pointed to the difficulty of selecting busi-
ness sectors in a way that revealed rather than ob-
scured the structural shifts underway in the U.S.
economy. This problem haunts all attempts to ex-
press structural change in a limited number of cate-
gories. Observed shifts of economic activity from one
sector to another can merely be an artifact of the
measurement process, and not a true change. Spu-
rious change can occur because different business
types are combined in a single category, definitions
have changed, or the measurement process has im-
proved. This problem applies not just to the 9 busi-
ness categories used here to summarize structural
change; it can also apply to the 85 industries that
were combined to make the 9.]0 For example, the

IOMore  than 500 sectors appear in the U.S. Department of Commerce’s
input/output tables available for the benchmark years. Unfortunately,
the most recent year for which data at this level exists is 1977.
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Box 5-B.–Deflating Value-Added

Under ideal circumstances, deflators for value- Figure 5-B.-Price Deflators for Various

added inputs are calculated using input-output tech- Sectors (1982=1.0)

niques. The inputs purchased by each business are 1,2
deflated separately and the total is subtracted from a -----

deflated level of industry sales (total output), creating
----

1-
a residual which is deflated value-added. This tech-
nique, called “double-deflation,” is recognized as a pre~ 0.8-

ferred method by the Commerce Department because 0.6~

of its use of a consistent set of price indexes. However, )
double deflation is only used on the 29 percent of the 0.4,:-- :- 1 , 1 I , ,,
1986 GNP generated by the manufacturing, farm, and 1972 1974 1976 1978 1980 1982 1984 1986

construction sectors; a variety of scaling techniques
and other methods are used for the rest of the econ- ‘ --- 

G N P —  M a n u f a c t u r i n g

omy.1 But even the preferred method is subject to se- ‘ —  
M a c h i n e r y - n o n  e l e c

vere problems which limit its usefulness. Errors in the SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Na-

construction of the deflators or the calculation of the tional Income and Product Accounts,” historical diskettes, tables
6.1 and 6.2.

inputs or outputs appear in the remainder, which is
value-added. tifact of deflation techniques—not real structural change

The problems encountered in creating a constant in the economy.
dollar value-added series, even in manufacturing, are The rise of imports as intermediary inputs in the
made obvious by figure 5-B, where data are particu-
larly good. The figure shows the deflator for the

production process presents another problem, since
most deflation techniques use domestically based defla-

nonelectrical machinery industry (an industty categoty tors.3 For example, suppose that General Motors buys
that includes computers), the deflator series for all its steel for autos from South Korea in both 1972 and
manufacturing industries, and the deflator for GNP. 1980. If the price of imported steel grew more slowly
It is apparent that a new deflator for computers was than the price of domestic steel, a calculation of the
introduced in 1982.2 Without this change, manufac- growth in auto value-added using domestic deflators
turing deflators would have increased between 1982 would overestimate real growth in value-added.
and 1986. With the change, there was no significant
difference. Changes in constant dollar manufacturing The importance of these factors increased during
output for manufacturing are, therefore, partly an ar- the 1970s and early 1980s, a period of rising imports,

huge increases in the price of oil coupled with tremen-
dous decreases in the prices of computers, and sharp
growth in services-an activity which is inherently dif-
ficult to deflate.

] Milo Peterson, “(loss  Product by Industry, ” Survey of Current Business,
VOI 67, No. 4, April 1987, 3A.G,  Clem and W.D.  Thomas, “New Weight Structure Being Used in

‘See David W. Cartwright, “Improved Deflation of Purchases of Com- the Producer Price Index, ” Morrfh/y Labor  Review, vol. 110, No. 8, August
puters,”  Survey of Currenf  Business, vol. 66, No. 3, March 1986 1987, pp. 12-21.

mix of businesses clustered as the “steel industry” merely be due to changes in the industrial compo-
may change as small “mini-mills” producing spe- sition of a broadly defined sector.
cialty products increase and the traditional large-scale

.

mills producing bulk products decline. Recent Trends in Sector Shares

Figures 5-2a&b, 5-3a&b, and 5-4a&b summarize
Aggregation can also affect the analysis of what changes in relative shares of GNP held by the pro-

factors cause a shift in the share of a sector. Shifts duction sectors that have occurred in the U.S. econ-
that appear to result from changes in the produc- omy over the past 35 years. A discussion of trends
tion recipe induced by technological innovation may appears in box 5-C.
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Figure 5-2a. -Current Dollar Shares of
GNP for Natural Resources, Construction,

and Transportation & Trade

0 ! l t : [ [ l ~ l l l ~ l  ‘:’’’’~’’’’~’’”~~
1950 1955 1960 1965 1970 1975 1980 1985

— Natura l  Resources —  C o n s t r u c t i o n

. . -- Trans & Trade

SOURCE: U.S. Department of Commerce, Bureau of Economic Analyses, “Nation-
al Income and Product Accounts, ” historical diskettes, table 6.1.

Figure 5-3a. -Current Dollar Shares of
GNP for Low Wage, Medium Wage, and

High Wage Manufacturing

Percent of GNP

2 0 ~
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SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Nation-
al Income and Product Accounts,” historical diskettes, table 6.1.

Figure 5-4a. -Current Dollar Shares of
GNP for Transactional Activities,

Personal Services, and Social Services

Percent of GNP
3 0 -
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2 0 -
15-
l 0 -
5 ,

, I , 1 1 1 10 1 1 1 1 I 1 r I 1 I 1 1 I 1 1 T I I I [ 1 1 I I 1 I 1 1 I 1
1950 1955 1960 1965 1970 1975 1980 1985
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SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Nation-
al Income and Product Accounts,” historical diskettes, table 6.1.

Figure 5-2 b.-Constant Dollar Shares of
GNP for Natural Resources, Construction,

and Transportation & Trade

Percent of GNP
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al Income and Product Accounts,” historical diskettes, table 6,2,

Figure 5-3 b.-Constant Dollar Shares of
GNP for Low Wage, Medium Wage, and

High Wage Manufacturing

Percent of GNP
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SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Nation-
al Income and Product Accounts, ” historical diskettes, table 6.2.

Figure 5-4 b.-Constant Dollar Shares of
GNP for Transactional Activities,

Personal Services, and Social Services

Percent of GNP
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al Income and Product Accounts,” historical diskettes, table 6.2.
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Box 5-C–Shifting Shares of Value-Added in the U.S. Economy

Natural Resource Industries
One of the clearest structural trends in the U.S. econ-

omy has been the relative decline of the Natural Re-
source sector. This decline is reflected in both current
and constant dollar shares of GNP.

The current dollar share has fallen from more than
12 percent to less than 9 percent—a 29 percent loss
since 1950 (see figure 5-2a). This loss would probably
have been much greater had oil and gas prices not
quadrupled in the 1970s. The constant dollar share
also declined steadily. Over three-quarters of the loss
from 1950 to 1984 is attributable to the farm indus-
try. Between 1972 and 1984, however, the constant
dollar share of the farm industry remained unchanged;
nearly 90 percent of the sectoral loss was due to de-
clines in crude petroleum & natural gas and electric,
gas, water, & sanitary services, reflecting the conser-
vation and substitution of energy products.

Construction
The constant dollar share of Construction increased

slightly more than 1 percent during the 1950s (see fig-
ure 5-2 b). Because this was matched by gains in pro-
ductivity, the current dollar share held steady. Since
the mid 1960s, productivity growth has been small,
and in some cases even negative. As a result, the cur-
rent share has remained relatively stable while the con-
stant share has declined, mainly in line with recent
economic downturns; about one-fifth of the 30-year de
crease occurred from 1973 to 1975, and another quar-
ter occurred from 1979 to 1982.

Low Wage Manufacturing
Low Wage Manufacturing held a relatively stable

share in constant dollars between 1950 and 1984, but
lost half its share in current dollars (see figures 5-3a
and 5-3 b). The difference between constant and cur-
rent share is attributable to the fact that Low Wage
Manufacturing had strong productivity gains—gains
driven in part by intense foreign competition.

Between 1972 and 1984, Low Wage Manufacturing’s
share of constant dollar GNP remained largely un-
changed because of offsetting trends in different in-
dustries. Footwear and miscellaneous manufacturing
(mainly composed of the jewelry and toy industries)
declined, while lumber & wood products and apparel
grew. The relatively large rubber & plastics and furni-
ture & fixture industries kept a constant share.

Medium Wage Manufacturing
Medium Wage Manufacturing has lost nearly a quar-

ter of its share measured in current dollars since 1950,
but gained over a quarter in constant dollars (see figures
5-3a and 5-3b). As with the low wage sector, this dis-
crepancy is due to steady gains in productivity. The
three leading industries of this sector-non-electrical
machinery, electric industrial equipment, and food &
kindred products—experienced respective price in-
creases that were 10, 28, and 27 percent below the 1970
to 1983 U.S. average. ]

During the 1972-84 period, the increase in the con-
stant dollar share of this sector resulted from indus-
tries characterized as “high-tech”: electronic compo-
nents, optical equipment, scientific instruments, and
office, computing, & accounting machines. These four
accounted for 73 percent of the growth of all indus-
tries in this sector that rose in share; office, comput-
ing, & accounting enterprises increased their share by
a factor of almost 6 over the 12-year time period.

High Wage Manufacturing
The fate of High Wage Manufacturing is particularly

important for the U.S. economy since, as the name
suggests, it has long been a source of well-paid jobs.
Its importance also lies in its strong links to the rest
of the economy (see ch. 4). Nevertheless, the sector
lost both constant and current dollar share of GNP (see
figures 5-3a and 5-3 b). The bulk of High Wage Manu-
facturing’s loss in constant dollars occurred during the
1970s, a period of weak productivity growth for this
sector and of increasing competition from foreign firms.
The petroleum refining, primary iron & steel manu-
facturing, and motor vehicle industries were the ma-
jor sources of this decline. Of the 20 industries included
in this sector, only one, drugs, cleaning, & toilet prep-
arations, witnessed any substantial growth, with most
of that occurring between 1972 and 1977. Productivity
in many high wage sectors has increased in the past
few years, but average growth during the 1972-1984
period was  sIoW.2 The discrepancy between the shares
reported in figure 5-3b and the share shifts calculated
using the input/output methods described in chapter
4 is particularly great for this sector.

‘U.S. Bureau of the Census, Statistical Abstract of United States, 1985 (106th
cd.), Washington, OC, 1984, table 783.

Z lbid.
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Transportation & Trade
Transportation & Trade is one of the largest sectors

in the economy, responsible for approximately one-
fifth of the Nation’s GNP over the past 35 years. The
sector’s current dollar share has declined gradually
since the mid 1950s, while the constant share has
tended to rise (see figures 5-2a and 5-2 b).

Individual industries, however, have experienced
significant changes. Of the sector’s 5-percent gross de-
cline in current dollar share from 1950 to 1984, more
than half was attributable to railroad transportation en-
terprises. On the other hand, air transportation enter-
prises were responsible for half of the gross increase.
From 1972 to 1984 there was little change, although
nearly all of this sector’s growth in constant dollar
share has come from the wholesale & retail trade in-
dustry. Wholesale & retail trade’s contribution to GNP
has historically been the largest of any industry; by
1984, its share was more than that of all industries
contained in the Low and High Wage Manufacturing
sectors combined.

Transactional Activities
No other sector has experienced the dramatic growth

generated by the group of industries characterized as
“transactional. ” The growth of this sector has been
rapid and continuous since 1950, with both the cur-
rent and constant share rising in unison until 1980
(see figures 5-4a and 5-4 b). After 1980, however, the
constant share leveled off while the current share con-
tinued to climb. This has probably been due to the
escalation in real estate prices since 1979.3

Since 1972, the dominant growth industry within
this sector has been business services, responsible for
more than 40 percent of the increase in sectoral share.
Real estate & rental also grew, contributing more than
one-quarter of the constant share increase; this devel-
opment made real estate the second largest industry,
after wholesale & retail trade, in the 1984 U.S.
economy. 4

Personal Services

Losing share in both constant and current dollar
terms, Personal Services are the exception to an other-
wise dramatic shift towards a service-oriented econ-
omy (see figures 5-4a and 5-4 b). The largest decline
is located in the household services industry (domes-
tic services), much of which has fallen prey to the in-
troduction of labor-saving household appliances.5

Since 1972, the sector has maintained a stable con-
stant dollar share. This balance was achieved through
gains in the automobile repair& services and amuse-
ments industries, offsetting a continued decline in
household services.

Social Services

The Social Service sector is comprised of the public
and private health and education industries, as well
as Federal and State government. This sector has
grown dramatically over the past 35 years; in fact, it
has the fastest current dollar growth rate of any sec-
tor, increasing by 70 percent between 1950 and 1984
(see figure 5-4a). State and local government enter-
prises were the main contributors to this current dol-
lar growth, generating about half of the increase since
1950. The constant dollar share, however, only grew
at the same rate as the economy. Part of this dichotomy
can be attributed to weak gains in productivity; only
the Personal Services and Construction sectors have
shown less productivity growth than Social Services.
The other factor involved is a sharp increase in prices.

Between 1972 to 1984, the combination of Federal,
State, and local government decreased their share in
constant dollars. Most of this loss was compensated
for by a gain in share from private health, education,
& social services.

tlbid,, table 790.
4The  National Income Accounts also impute a rental-equivalence value for

home owners that is allocated to the real estate industry. 5Joe Schwartz, “The  @ods Life,” Amt+can Demographics, December 1987

can be isolated from other factors, by using 1980 pro- technology of production. Table 5-2 details these
duction recipes to estimate industry output given pat- changes.
terns of final demand occurring in 1972, 1977, 1980,
and 1984. In other words, the effects of final demand Changes in the composition of final demand from
can be separated from those brought about by new 1972 to 1984 had a significant impact on the output
recipe patterns, which tend to reflect changes in the produced by industries in several sectors, especially
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The changes may seem small at first. The share
of Natural Resources, for example, fell from 13 per-
cent in 1950 to about 9 percent in 1984—hardly a
dramatic decline. It must be recognized, however,
that given the size of the U.S. economy, even a one
percent shift in GNP share is significant. In 1984,
a 1 percent change in share meant $38 billion gained
or lost. For comparison, the total compensation paid
to al] of the employees of the motor vehicle indus-
try was $35 billion, and businesses spent $34 bil-
lion on computers, in 1984.11

Explaining the Changes

Which of the factors listed at the beginning of this
chapter were responsible for the sectoral shifts de-
scribed in figures 5-2, 5-3, and 5-4? Methods intro-
duced in chapter 4 can be used to distinguish be-
tween changes resulting from new patterns of
demand, new production recipes, and new patterns
of international trade.12

In brief, changes in demand, both domestic and
international, and changes in production recipes
have had almost equal effects on the overall shift
in share during the past decade, but the impact on
individual sectors and industries varies widely. Not
surprisingly, demand changes tend to have their
greatest effect on industries that sell final, finished
products, such as motor vehicles and real estate. Rec-
ipe changes affect industries such as oil, steel, chem-
icals, and business services, which typically supply
goods or services that are then used as ingredients
in a finished product. International trade has rein-
forced the changes generated by domestic demand
and production recipes, but its effects were not pro-
nounced until after 1980.

The period 1972 to 1984 was chosen for in-depth
analysis. This is the most recent time frame for which

I IU.S. f)epafirnent  of Commerce, Bureau of Economic Analysis, “Na-
tional Income and Product Accounts,” Survey of Currerrt Business, vol.
67, No. 7, July 1987, tables 5.6 and 6.4B.

‘2 “Demand” refers to final demand, or the purchase of goods and
services for final consumption (see chs. 2 and 3). “Recipe” represents
the intermediate demand for goods and services (“ingredients”) that
will be combined to create a final product (see ch. 4). For examples
of using demand as a factor of change, see Robert Lawrence, Can  Ameri-
ca Compete? op. cit., footnote 2, and U.S. Department of Commerce,
Office of Economic Affairs, “Trade Ripples Across U.S. Industries,” Wash-
ington, DC, 1986. For analyses that focus on the role of “recipe,” or
technical coefficients in the process of structural change, see Anne Carter,
Structura/  Change  in the  American Economy (Cambridge, MA: Harvard
University Press, 1970) and Wassily Leontief and Faye Duchin, “The
Impacts of Automation on Employment, 1963-2000,” contract report
for the National Science Foundation, Washington, DC, April 1984.

consistent and detailed information could be assem-
bled. It was an interesting period, characterized by
major structural movements. Between 1972 and
1984, for example, oil and gas prices more than tri-
pled, steel production fell by 30 percent, informa-
tion processing equipment grew from 13 percent to
over 40 percent of all durable equipment expendi-
tures, and the ratio of imports and exports (gross)
to GNP nearly doubled.

Table 5-1 summarizes the analysis of shifts in the
share of constant dollar value-added contributed by
ten sectors between 1972 and 1984, showing the ex-
tent to which the shifts were attributable to changes
in production recipes as opposed to foreign and do-
mestic demand.13 The table is not intended to de-
scribe exact movements between sectors resulting
from different factors, but to exhibit the relative mag-
nitude of the different factors as part of sectoral
change. In this sense, the table provides a sensitiv-
ity analysis and not a precise mapping of cause and
effect.

Of the 8.9 percentage points of GNP that was ex-
changed between sectors gaining share and sectors
losing share from 1972 to 1984, roughly half was
attributable to changes in the production recipe and
half was connected to changes in final demand.
Within the broad category of final demand, the im-
pact of domestic demand on changes in economic
structure was-for the economy as a whole—more
than twice as large as the impact of trade. Never-
theless, the impact of trade was still impressive, be-
cause most trade effects occurred over a relatively
brief period-after 1980—while the effects of domes-
tic demand have been relatively constant since 1972.

The Impact of Trade and Domestic Demand
on Economic Structure

The effects of changing patterns of final demand
on the changing shares of different business sectors

ItThe  selection  of any one year for a comparison point is fraught with
the peculiarities of that particular year. This analysis uses 1972 and
1984 because they offer the widest time range given the available data,
and because they are close to being the end points of their respective
business cycles, effectively eliminating cyclical factors. Different end-
points can yield different effects attributable to “demand” and “recipe.”
See Stanley J. Feldman, David McClain, and Karen Palmer, “Sources
of Structural Change in the United States, 1963-1978: An Input-Output
Perspective,” The Review o/Economics and Statkks,  1987. The 1984
endpoint uses 1984 demand in conjunction with the 1980 Input-output
tables, and therefore does not completely reflect the 1984 economy.



.Table 5.1 .—The Sources of
Change in Percentage of Constant Dollar Share of

Structural Change:
GNP From 1972 to 1984 by Sector (1980$)

(numbers will not necessarily add due to rounding and interactive effects)

Natural Low Wage Medium Wage High Wage TransportIon Transactional Personal Social Federal
Resources ConstructIon Manufacturing Manufacturing Manufacturing & Trade Actlvltles Services Services Defense Other a

All –2.3 –1 3 0.2 06 –3.3 2.0 55 0.1 0.4 –0.9 –1 1

Production reclpeb –o 9 –o 5 04 03 –2.3 06 26 0.2 –0.4 –0.0 0.0
Final demand – 1,4 –o 7 –0.3 05 –o 9 12 2.9 –0, 1 0.8 –0.9 –1,1
Domestic demandc –1,1 –0 .8 0.1 0.7 –0.5 0.7 24 –0.2 0.6 –0.9 –1 o
Tradec – 0 4 01 –0,4 –0.3 –0.4 0.5 0.5 00 0.3 0 0 0 0

Interactive –0.0 01 –0.0 0.2 0.1 –0.2 –0.0 –0.0 –0.1 0.0 0.0
How To Read This Table: Between 1972 and 1984, the percentage of all value-added in the economy generated by Natural Resource businesses fell 2.3 percentage points. This
is equivalent to saying that Natural Resource contribution to GNP fell 2.3 percentage points. The decline resulted from new patterns of domestic demand (responsible for a 1.1
percentage point decline in the Natural Resource share), trade (0.4 percentage point), and production recipes (0.9 percentage point).
a Includes non-production, accounting industries such as non-comparable imports, scrap, rest of the world industry, and inventory valuation adjustment.
b Production recipe refers only to 1972 to 1980 change.
c Estimated from the 1984 National Income and Product Accounts (U.S.  Department of Commerce)
d 1984 Trade data are estimated and rebased into 1980 dollars from data provided by the U.S. Bureau of Labor Statistics.

NOTE: All = Recipe + Final Demand + Interactive: Final Demand = Domestic Demand + Trade

SOURCE Office of Technology Assessment. 1988
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Table 5-2.—U.S. Structural Change Resulting
From Changes in Final Demand

(constant dollar GNP”share for selected years of final demand;
value-added shown by production sector and

calculated using the 1980 1.0)

Production sectors 1972 1977 1980 1984’

Natural Resources . . 10.7 9.4 8.8 9.3
Construction . . . . . . . 6.9 6.4 5.9 6.2
Low Wage

Manufacturing . . . . 3.6 4.2 3.4 3.3
Medium Wage

Manufacturing . . . . 9.5 10.0 9.8 10.0
High Wage

Manufacturing . . . . 9.9 9.9 9.3 9.0
Transportation &

Trade . . . . . . . . . . . . 18.2 18.9 19.5 19.4
Transactional

Activities . . . . . . . . 20.7 23.1 23.3 23.6
Personal Services . . . 3.8 4.0 3.7 3.7
Social Services . . . . . 13.5 15.0 14.5 14.2
Federal Defense . . . . 3.0 2.3 1.9 2.1
Other. . . . . . . . . . . . . . 0.2 –3.2 0.0 –0.9

Total 100.0 100.0 100.0 100.0
%lutput  derived from demand estimated from the National Income and Product
Accounts
NOTE: Totals may not add to 100 due to rounding.

SOURCE Office of Technology Assessment, 1988.

Natural Resources, High Wage Manufacturing, and
Transactional Activities.

In the case of the Natural Resource sector, most
of the shift due to final demand occurred between
1972 and 1977. Not surprisingly, the two industries
affected were crude petroleum & natural gas and
electric, gas, water, & sanitary services. For crude
petroleum, most of the decrease was attributable to
trade as imported oil replaced the output originat-
ing from domestic companies. In the case of elec-
tric, gas, & water services, nearly all the decrease
was traced to lower domestic demand from domes-
tic consumers.

The High Wage Manufacturing sector also experi-
enced a significant reduction in share due to final
demand. Half of this sector’s loss in GNP share due
to shifts in final demand came from the motor vehi-
cle, iron & steel, and petroleum refining industries.
The motor vehicle industry didn’t start to lose share
until after 1977, at which point the decline was pri-
marily due to slack domestic demand from consum-
ers and business. Trade was a relatively small fac-
tor for this industry until after 1980, when its
negative effect almost eliminated what could have
been a relatively large gain in share achieved
through strong domestic demand. The iron & steel

industry has suffered a fate similar to that of motor
vehicles: the decline in share from 1977 to 1980 was
of domestic origin; after 1980, domestic demand
would have slightly increased this industry’s share
of GNP if not for a detrimental trade balance.

Although these are the major declining sectors,
another sector, Low Wage Manufacturing, registered
a small decline and is of interest because of the dom-
inant effect trade has had on this sector. In a no-
trade environment, five out of the twelve Low Wage
Manufacturing industries would have gained in GNP
share, resulting in a net gain for the sector over the
period from 1972 to 1984. But the addition of trade
reverses the trend, resulting in a decline in GNP for
three-quarters of the industries. The industries that
experienced the most dramatic turnaround in share
due to trade were fabrics, textile goods, apparel, foot-
wear, and miscellaneous manufacturing (which in-
cludes the production of jewelry, toys, and writing
implements). By and large, these trade impacts have
been felt since 1972, but they are most pronounced
in the period from 1980 to 1984.

Construction’s share of GNP fell over the 1972-
84 period, due to declines in domestic demand for
new construction. The defense sector also lost GNP
share between 1972 and 1977, in part because of
the end of the Viet Nam war. (The “value-added”
in defense consists entirely of compensation paid to
military employees.)

Balancing the decline of these sectors are four sec-
tors that gained in GNP share as a result of changes
in final demand: Transactional Activities, Transpor-
tation & Trade, Social Services, and Medium Wage
Manufacturing. Of the four, Transactional Activities
was responsible for gaining over 50 percent of the
total share that shifted between 1972 and 1984 due
to final demand. Four-fifths of this sector’s gain can
be credited to domestic demand, primarily consumer
demand, the bulk of which has been fueled by con-
sumer demand for the products of the real estate &
rental and finance & insurance industries.l4

Transactional Activities also benefited the most
from international trade; about one-fifth of the sec-
tor’s total gain due to demand came from trade. The
industries that increased their GNP share because
of trade were similar to the industries that benefited

14The rea]  estate & rental industry includes a Commerce Department
imputation for owner-occupied housing.
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from domestic demand: real estate & rental and busi-
ness services.

The Transportation & Trade sector gained share
because of both trade and comparatively rapid
growth in domestic demand. The wholesale & re-
tail trade industry was responsible for most of the
growth. Within this sector, eating & drinking places
increased share particularly rapidly, primarily be-
cause of rapid growth in final demand.

Social Services also gained share because of
changes in final demand. Most of the increase re-
sulted from growing demand for the health, educa-
tion, & social services industry. These increases off-
set a large decline in demand for the services of
Federal, State, and local activities that occurred be-
tween 1972 and 1984. Ninety percent of this loss
occurred after 1980.

Most of Medium Wage Manufacturing’s increase
derived from final demand came from industries that
can be characterized as high technology: office, com-
puting, & accounting machines; radio, TV, & com-
munication equipment; and optical, ophthalmic, &
photographic equipment. Domestic demand for these
products, particularly from the business sector, was
strong, but the negative effect of trade dampened
what could have been impressive gains. Trade also
contributed to a loss in GNP share for less techno-
logically oriented industries like metalworking ma-
chinery and electronic components. Nearly all of this
loss of GNP share due to trade occurred between
1980 and 1984, reversing a positive impact from
trade achieved from 1972 to 1977.

The Impact of Production Recipes
on Economic Structure

If changes in demand, including trade, account for
roughly half of the total structural change in the econ-
omy, the other half can presumably be explained
by changes in intermediate demand—the demand
for goods and services used as ingredients in mak-
ing a product for final consumption, a major com-
ponent in the production recipe. Chapter 4 explained
how this recipe changed between 1972 and 1980,
revealing that service sector inputs had increased
while inputs from the natural resource and manu-
facturing sectors decreased. How has this change in
recipe affected GNP share?

The impact of changes in the production process
can be seen by estimating how the output from dif-

ferent industries would change when production
recipes vary-using those of 1972, 1977, and 1980—
but leaving demand as it was in 1984. What would
GNP look like if the production recipe of 1972 were
used to satisfy demand for a car, compared to the
recipe used in 1980? It must be recognized, of course,
that the process of producing 1984 demand using
a 1972 production recipe is highly artificial. For ex-
ample, most industries would have used a dramati-
cally different amount of oil in 1972 if the the price
of oil in 1972 was as high as in 1980.

The procedure reveals that the impact of recipe
on structural change was roughly the same as that
of demand.l5 As table 5-3 shows, three of the five
sectors with increasing share due to changes in rec-
ipe were the same three sectors that benefited from
changes in demand—Transactional Activities, Trans-
portation & Trade, and Medium Wage Manufactur-
ing—although within these sectors, the individual
industries that benefited differed widely from those
gaining share due to final demand. Sectors losing
share due to changes in both recipe and demand
were High Wage Manufacturing, Natural Resources,
and Construction. Most changes were therefore rein-
forcing rather than offsetting, although Low Wage
Manufacturing and Personal Services proved to be
exceptions; these sectors experienced a gain in share
due to recipe, but lost as a result of demand. Social

15 The time span is restricted to an 8-year period, 1972 to 1980, be-
cause of the availability of data.

Table 5.3.—U.S. Structural Change Resulting
From Changes in the Production Recipe

(constant dollar GNP share derived from 1984 total final
demand; by production sectors, using the 1972, 1977

and 19801-0 adjusted to 1980$)

Production sectors 1972 1977 1980
Natural Resources . . . . . . . . . . . . . 10.1 9.7
Construction . . . . . . . . . . . . . . . . . . 6.8 6.6
Low Wage Manufacturing. . . . . . . 2.9 3.3
Medium Wage Manufacturing . . . 9.7 10.0
High Wage Manufacturing . . . . . . 11.3 9.7
Transportation & Trade . . . . . . . . . 18.8 19.4
Transactional Activities . . . . . . . . 21.0 22.0
Personal Services . . . . . . . . . . . . . 3.5 3.6
Social Services. , . . . . . . . . . . . . . . 14.7 14,4
Federal Defense . . . . . . . . . . . . . . . 2.1 2.1
Other . . . . . . . . . . . . . . . . . . . . . . . . –0.9 –0.9

Total . . . . . . . . . . . . . . . . . . . . .. .100.0 100.0

9.3
6.2
3.3

10.0
9.0

19.4
23.6

3.7
14,2

–0.9

100.0
NOTE: Totals may not add to 100 due to rounding.

SOURCE: Office of Technology Assessment, 1988.
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Services lost share because of recipe shifts, but
gained share because of demand.

The sector which lost the most due to changes in
recipe was High Wage Manufacturing, Approximately
70 percent of the decline occurred between 1972 and
1977, and can be traced to three industries: petro-
leum refining, chemicals, and primary iron & steel
manufacturing. These industries account for more
than four-fifths of the 1972 to 1980 drop in High
Wage Manufacturing’s GNP share due to recipe
changes. Unlike the situation resulting from chang-
ing demand, the motor vehicle industry experienced
only a small reduction in share because of chang-
ing production recipes.

The changes in High Wage Manufacturing’s share
of GNP seem to have resulted from the increased
availability of new materials, such as plastics, which
can act as substitutes for steel; 16 the sharp increase
in crude oil prices, which pushed up the price of
chemicals and refined petroleum products and thus
forced a recipe change; and the influx of foreign in-
termediate inputs as ingredients in the production
recipe.

The share lost by High Wage Manufacturing due
to recipe changes was primarily absorbed by Trans-
actional Activities. The Transactional sector picked
up nearly two-thirds of the shift in share that
occurred between 1972 and 1980 due to recipe
change. Growth was strong from 1972 to 1977, but
even stronger from 1977 to 1980; presumably, a
1984 recipe would indicate that this sector gained
even more. The business services industry, which
includes activities such as advertising, legal services,
and computer and data processing services, was re-
sponsible for nearly 70 percent of the sectoral in-
crease;17 the finance & insurance industry came in
a distant second.

Production recipe changes resulted in a sharp in-
crease in demand for Transactional Activities—
business services in particular. As discussed in chap-

IsStan]ey  J. F&fman  and  Karen Palmer, “Structural Change in the
United States: Changing Input-Output Coefficients,” Business Economics,
January 1985, p. 43.

ITFor  a more detailed analysis of the changing role of the business
services industry in the recipe of production, see Feldman and Palmer,
op. cit., footnote 13; Bobbie H. McCrackin, “Why Are Business and
Professional Services Growing so Rapidly?” Economic Review, Federal
Reserve Bank of Atlanta, August 1985; and John Tschetter,  “Producer
Services: Why Are They Growing So Rapidly?” A40nthly  Labor  Review,
vol. 110, No. 12, December 1987, pp. 31-41.

ter 4, more complex business networks seem to re-
quire larger numbers of transactions, resulting in
more demand for services like those provided by
lawyers and consultants. Decisions to contract out
services that were previously done “in-house” and
increasing geographic dispersion of production also
result in an increase in Transactional Activities.l8 For
example, many manufacturing firms now contract
out for janitorial services that had been performed
internally. Although the actual amount of this work
has not necessarily increased, it appears to grow be-
cause it is now counted as an “arms-length” mar-
ket transaction.l9

The impact of changed production recipes on sec-
tors other than High Wage Manufacturing and Trans-
actional Activities is rather small. Most of the decline
among Natural Resource industries was located in
agricultural products (non-livestock), and in electric,
gas, water, & sanitary services. Changes in recipe
also had a negative effect on the share of Construc-
tion, particularly in the new construction industry.
The last sector to experience a loss of share due to
recipe changes was Social Services, with most of the
loss attributable to the health, education, & social
service industry.

After Transactional Activities, the sector that
gained the most in terms of share due to recipe
changes was Transportation.& Trade. The whole-
sale & retail trade industry was responsible for most
of the increase gained by this sector. This is not sur-
prising, considering the increased role that market-
ing now plays in the delivery of a product, and the
fact that constant dollar per capita retail sales grew
by 23 percent between 1972 and 1984.20

Unlike the situation in High Wage Manufacturing,
both Low and Medium Wage Manufacturing bene-
fited from changes in the recipe of production. In
the low wage sector, the industries devoted to ap-
parel and lumber & wood products achieved the
greatest gains. For Medium Wage Manufacturing, the
principle industries behind the gain in sectoral share
were office, computing, & accounting machine~ and
electronic components (mostly semiconductors).

lgM&rackin, op. cit., footnote 17, and Tschetter,  op. cit., footnote  17.
lgRichard  B. M~enzie,  “The Emergence of the Service Economy: Fact

or Artifact?” policy analysis No. 93, Cato Institute, Washington, DC, Oct.
27, 1987.

20U.S,  Bureau of the Census, statjs~jca]  Abstract of the  United States,

1986 (106th cd.), Washington, DC, 1985, table 1388.
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In the case of computers and electronic compo-
nents, the reasons for an increase in share due to
recipe change are apparent. During the 1970s, the
computer became an accepted element in the pro-
duction process; as time goes on, adoption, adapta-
tion, and implementation of computer technologies
in the workplace is certain to increase. The reason
behind the growth of apparel as an intermediate in-
put is less obvious, except perhaps for the fact that
the Multifiber Arrangement, which allows for trade
agreements that restricted fiber imports into the
United States (and other developed nations), took
effect in 1974; some researchers have found that
these trade restrictions had a positive effect on do-
mestic output.21 The increase in the output of the
lumber industry is probably due to the role lumber
plays as an input in housing production, and the fact
that new housing starts for the 1972-84 period peaked
in 1972-73 and 1977-78.22

Tracing the Significance of
Structural Change

It is difficult to pass judgement about whether
changes in sectoral share of GNP are desirable or

21 U.S. Congressional Budget office, Has Trade Protection Revitalized

Domestic Industries? (Washington, DC: U.S. Government Printing Of-
fice, November 1986), p. 32.

22 Statistical Abstract of the United States 1986, op. cit., footnote 20,
table 1297.

undesirable. Much of the remainder of this document
is devoted to tracing the way shifting production
recipes effect U.S. responses to trade, opportunities
for employment, and the net productivity with which
the economy delivers amenity to consumers. Chapter
7 traces the relationship between trade and sector
contributions. Chapter 10 shows how changing pro-
duction recipes affect demand for different kinds of
jobs.

Patterns of change in sector shares (including the
surprisingly constant share of manufacturing) have
not changed radically for many decades. On the
other hand, a prolonged period of slow change can
have a major cumulative effect. After reaching a
threshold, what seemed like a gradual process may
suddenly be seen as a transition. This threshold is
more likely to be perceived in periods of slow eco-
nomic growth than in periods of strong growth,
where downward fluctuations are masked by gen-
eral prosperity .23

The issue is not whether structural change is occur-
ring at any greater or lesser rate that it has in the
past. In some areas it has and in others it has not.
The critical point is that the collective effect of three
decades of change has left the United States with
a much different economy.

23 James H. Crossing and Arye L. Hillman, Op. cit., footnote 5.

CHANGES IN SCALE AND SCOPE
The second kind of structural change to be exam-

ined involves the way business networks are owned
and managed, in terms of the size, or scale, and the
product mix, or scope, of their operations. This anal-
ysis is critical because different patterns of scale and
scope shape the ability of a business to compete in
international markets, dictate the quality and stability
of the jobs offered, and determine the success with
which new technologies can be exploited.

One of the difficulties in any discussion of this kind
is that there is no good vocabulary for describing
the variety of ways that business networks in an eco-
nomic sector are organized. One source of confu-
sion is the distinction between an “establishment”
and an “enterprise.” The word enterprise (sometimes
also called a firm) indicates an independently owned
corporate entity. An establishment is a specific plant,

branch, or subsidiary within an enterprise. A large
enterprise may consist of many small establishments.

Beyond this distinction, there are a variety of pat-
terns in which business networks can be organized.
The following is a partial list:

● Sectors dominated by a small number of large
firms that either:
—concentrate their activities in a single plant

or a comparatively small number of plants
(e.g., the old Ford Motor Co. Rouge River
Plant);

—maintain tightly managed subsidiaries and
branch offices, where managers of distinct
components are not given appreciable flexi-
bility (e.g., branches of major insurance com-
panies); or
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—have the dominant form of organization
through loosely controlled establishments,
subsidiaries, or franchises, in which the es-
tablishment’s management is given consid-
erable autonomy and is compensated primar-
ily on the basis of decisions made as an
independent agent (e.g., a branch bank man-
ager with freedom to establish his or her own
loan criteria).

● Sectors dominated by one or more large firms
that effectively regulate a market for a large col-
lection of small, independent firms (e.g., IBM
sets de-facto standards for a wide variety of per-
sonal computer equipment and software sys-
tems produced by many different firms; simi-
larly, the firms formerly part of the old Bell
system set standards for a host of other com-
munications suppliers).

● Sectors dominated by small firms operating in-
dependently, which are either:
—nominally independent, but constrained by

their product or by a lack of research to be-
have as though they were producing mass-
produced commodities (e.g., farms, teaching,
and home construction); or

—independent entrepreneurs, providing im-
aginative responses to new markets and new
production technologies. Such firms may pool
research or marketing through trade associa-
tions (an example might be the semiconduc-
tor industry in Silicon Valley).

Given the difficulty of developing an acceptable
taxonomy, there is no easy way to trace patterns of
change. Moreover, firms in traditionally fragmented
sectors (e.g., farms, physicians, and home builders)
are amalgamating into larger units, while sectors that
were traditionally highly concentrated (e.g., automo-
bile production) are turning to networks of small and
medium-size suppliers for a greater share of parts
and engineering services.24

It appears extremely unlikely that the new form
of industrial organization will bear much resem-
blance to the “new industrial state” that seemed so
inevitable a generation earlier.25 While small firms

Z4Michae] S. flynn, “out-sourcing Rediscovered,” L!XESpectrum, vol.
24, No. 10, October 1987, pp. 46-49.

zs~e John  Kenneth Ga]braith, The New /ndustria/  State  (New York,
NY: New American Library, 1971).

may provide invaluable sources of innovation, it ap-
pears equally unlikely that significant growth will
originate from small firms unless they are able to
work together in a way that at least approximates
the economies of larger enterprises-small firms now
command a declining share of output in virtually
every sector of the economy. However, they play
an important role by providing employment when
few other alternatives are available, and provide a
large share of jobs added during economic recessions
(e.g., as carpenters and machinists become self-
employed repairmen or work in retail stores).26

Under current circumstances, small firms are able
to provide growing employment opportunities by
offering comparatively low wages, few if any non-
wage benefits, comparatively poor working condi-
tions, and weak job security. While parts of Italy and
West Germany may have created an environment
where networks of small firms can avoid many of
these liabilities, the growing share of U.S. employ-
ment in smaller businesses, coupled with a shrink-
ing share of assets, profits, and sales, may lead to
the growth of a two-tier system in the United States.
Workers finding stable employment in comparatively
productive large firms may do increasingly well,
while their counterparts in small firms do increas-
ingly poorly.

Economic success now appears to depend increas-
ingly on technical innovation, but little is known
about how the scale and scope of businesses influ-
ence rates of innovation. Entrepreneurs may alone
be able to grasp a truly revolutionary concept; the
merits of semiconductors were almost universally
ignored by firms with a large stake in the manufac-
ture of vacuum tubes, and the merits of microcom-
puters were not initially recognized by firms with
large interests in mainframes. But groups of en-
trepreneurs are able to manage large markets only
in exceptional cases. In the semiconductor and
microcomputer “shake-out,” survivors have typically
grown to become large enterprises or have been ab-
sorbed by large firms.

Industrial structure in major sectors clearly results
from private management decisions, but these de-

ZsB~ce E. Kirchhoff  and Bruce D. Phillips, “Examining Entrepreneur-
ship’s Role in Economic Growth,” paper delivered at the Seventh An-
nual Babson Entrepreneurship Research Conference, Malibu, CA, April
30, 1987.
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cisions are strongly influenced by public policy and
in many cases are the conscious result of public pol-
icy. Private decisions about mergers, pooling of re-
search, foreign marketing, adoption of communica-
tions and other standards, contributions to retraining
programs, and other actions that shape the way large
business networks are managed, are all strongly
influenced by Federal and State policy—directly
through formal regulation, and indirectly through
tax laws and other macroeconomic decisions.

Describing Changes in Scale and Scope

Changes in scale and scope affect both individual
firms and the establishments of which they are com-
posed. For example, insurance firms are delegating
more authority to small sales offices located through-
out a region, while they are consolidating record
keeping and other functions. Large construction firms
are combining property development, mortgage
financing, factory construction of components, and
site erection. General Motors has a finance division,
GMAC, that provides loans for buyers of GM cars.
Even though the creation of this division is an ex-
pansion of scope, because it is directly tied to new
car sales, it does little to insulate GM from falling
sales. To counter this problem, GM has proposed
another expansion of scope by which it will begin
to offer home equity loans—a business divorced from
cars. This diversification of products can lower costs,
as fixed investments are amortized over a broader
base of products.

There is clear evidence that the growth of large
firms is increasingly built around the aggregation of
many comparatively specialized small establish-
ments. As a result of these developments, many large
firms claim that they are reorganizing operations to
encourage more entrepreneurial behavior on the part
of individuals and establishments. Techniques range
from large rewards for inventors and patents (IBM
can award $10,000 or more for an important inno-
vation) to the AT&T system for encouraging venture
business, in which employees can earn both salary
and profits from new projects and can even invest
personal funds or defer part of salaries. The firm
reports that it has already received 2,000 proposals.27

ZTR.M,  Kanter,  “The Attack  on Pay, ” Harvard Business Review, vol.
65, No. 2, March-April 1987, pp. 60-67.

Obviously, a radical change in corporate philoso-
phy is needed before established, hierarchical firms
will be willing to tolerate real entrepreneurial be-
havior. While GM claims to have encouraged its pro-
duction establishments to shop for price and qual-
ity, in practice the assembly operations appear to
be forced to give preference to Central Foundry Di-
vision for castings, Rochester Products Division for
fuel systems, and Delco Moraine Division for brakes.
These GM subsidiaries regularly win long-term con-
tracts because they are allowed to bid without in-
cluding overhead, capital, and other fixed expenses.
GM’s inability to escape rigid vertical integration, and
the comparative flexibility of Ford and Chrysler, has
been cited as an explanation for GM’s recent loss
of market share.28

A large firm, or a set of firms, can also provide
a de facto set of standards and regulations to organize
the activity of a large number of smaller “satellite”
enterprises. 29 The dominating firm can operate at
a variety of places in the system, tying resources to
final markets, and can be a producer, such as IBM,
a retailer, such as Safeway, or a mixture of both, such
as health maintenance organizations. Other exam-
ples include large hospital chains and group prac-
tices, which are capturing markets once enjoyed by
fragmented private practices and local unaffiliated
hospitals; these firms are often innovators in medi-
cal practices designed to reduce costs. Small com-
munity banks, caught in a changing regulatory envi-
ronment that has spurred the need to broaden their
product mix and enhance their technical expertise,
are forming partnerships with larger regional
banks.30

Small, independently owned firms can form effec-
tive networks through a series of free market con-
tracts, but their performance can often be enhanced
by cooperating in areas of mutual interest such as
research and development, training, and overseas
marketing. The ability to create some of these con-
sortia is difficult for U.S. firms because of antitrust
laws and entrenched business cultures, but they have

ZEW. f-farnplon and J.R. Norman,  “General Motors: What Went Wrong,”

Business Week, No. 2990, Mar. 16, 1987, p. 102.
ZgThe term is used by Michael Piore and Charles Sable, The  Second

Industrial Divide (New York, NY: Basic Books, 1984).
30 Dwight B. Crane and Robert C. Eccles, “Commercial Banks: Tak-

ing Shape for Turbulent Times,” Harvard Business Review, vol. 65, No.
6, November/December 1987, pp. 94-100.
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been used effectively in Japan, West Germany, and
Northern Italy.

31

The problem of defining “large” and “small” firms
or “concentrated” and “competitive” sectors has be-
come increasingly difficult given the growth of na-
tional and international production networks. While
antitrust considerations were formerly needed to con-
sider whether a firm monopolized regional markets,
should they now consider the scale of firms with re-
spect to international markets?

Forces of Change

Changes in scale and scope are driven by the same
four forces that lead to changes in sectoral contri-
butions to GNP: technology, rules and regulations,
patterns of domestic demand, and international com-
petition.

Technology

Changes in industrial organization are made pos-
sible by radical improvements in the way informa-
tion can be communicated among firms and estab-
lishments, and by changes in technology that greatly
reduce the size at which economies of scale become
important. The availability of inexpensive computer-
assisted design (CAD) and computer-assisted man-
ufacturing (CAM) technologies operating on personal
computers has allowed even small machine shops
to adopt these innovations, reducing waste, errors,
and down time. The time to convert a customer’s
drawing to a cutting die, for example, has fallen by
a factor of seven.32 Even small metal fabrication
facilities can make use of technologies such as Flex-
ible Manufacturing Systems, which operate at a
minimum scale of six machines and a half dozen
people. 33 Large data entry and typing pools are dis-
appearing as data entry is integrated into other func-
tions distributed throughout the firm.

Communications technologies have rewritten
many rules, providing unprecedented opportunities

31 Danie]le  M~onjs and  Marjo Pjanta, “An innovation  strategy fOr

Traditional Industries,” draft report prepared for the industrial associa-
tion of Prado, Italy, September 1986.

sZMechanica/  Engineering, January 1987, P. 6.
wsee R. Jajkumar,  “Postindustrial  Manufacturing,” Harvard  Business

Review, vol. 64, No. 6, November/December 1986, p. 76; and Mechan-
ical Engineering, op. cit., footnote 32. This issue is discussed at greater
length in the manufacturing section of ch. 6.

for uniting small enterprises into a dynamic frame-
work.34 Production technologies capable of tailoring
products to specialized markets without a significant
sacrifice in productivity or increase in cost can vastly
diminish the value of economies of scale.35 Of course,
small subsidiaries of large firms may still be favored
over independent firms that lack access to sophisti-
cated communication networks. But there are in-
stances where smaller enterprises, tied to an inde-
pendently operated information network, can enjoy
new life because of a close relationship with national
and international markets. A national data network,
for example, may help small-scale U.S. farmers who
produce high value products, such as fruits or spe-
cialized vegetables, to bid on the international mar-
ket. Advances in telecommunications allow compa-
nies like American Airlines to take advantage of
cheap labor in Barbados for data entry, saving the
company about $3.5 million per year.36

Regulation

Formal changes in regulations have had a pro-
found effect on patterns of business organization
throughout the economy, particularly in transporta-
tion, health, and communications. Changed regulation
in transportation created an explosion (possibly of
short duration) of independent owner-operators, as
well as the formation of integrated transportation
firms such as Federal Express—which combines
truck pickup and delivery, air freight, and telecom-
munications. Health regulations have encouraged the
formation of health maintenance organizations and
consortia of physicians. The breakup of AT&T has,
of course, fragmented a sector once organized ex-
clusively under a regulated monopoly.

The interpretation of antitrust regulation (the Sher-
man Act, the Clayton Act, and the Federal Trade
Commission Act) is also in flux (see box 5-D). These
rulings plainly have a strong influence on business
structure. Rapid growth in conglomerate as opposed
to horizontal mergers undoubtedly resulted in part

34 Werner Neu, Karl-Heinze Neuman, and Thomas Schnoring, “Trade
Patterns, Industry Structure, and Industrial Policy in Telecommunica-
tions,” Telecommunications Policy, March 1987.

35 The advent of “mini-mills” in the steel industry is a good eXa3T3ple

of this phenomenon. See Bela Cold, “Technological Change and Verti-
cal Integration,” Manageria/  and Decision Economics, vol. 7, 1986.

3bBruce Stokes, “Beaming Jobs Overseas,” Nationa/  ~OUrfld,  vol. 17,

No. 30, July 27, 1985, p. 1726.
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Box 5-D.–Anti-Trust Regulation Affecting
Mergers and Acquisitions

“That no person engaged in commerce or any
activity affecting commerce shall acquire, directly
or indirectly, the whole or any part of the stock or
other share capital [where] . . . the effect of such ac-
quisition may be substantially to lessen competi-
tion, or to tend to create a monopoly.”
The Clayton Act, Sec. 7 (15 U. S. C., Sec. 18 (1980))

“Every contract, combination in the form of trust
or otherwise, or conspiracy in restraint of trade or
commerce among the several states, or with foreign
nations, is hereby declared to be illegal. ”
The Sherman Act, Sec. 1 (15 U. S. C., Sec. 1 (1975))

“Unfair methods of competition in or affecting
commerce, and unfair or deceptive acts or practices
in or affecting commerce are hereby declared
illegal. ”
Federal Trade Commission Act, Sec. 5 (15. U.S. C., Sec. 435 (1982))

SOURCE: Compiled in W. D. Appler, “Mergers m the Food Industry The impact on
FTC Regulation, ” paper delivered at the The Food Update Conference of
the Food and Drug Law Institute, “Mega-Mergers The Impact of Consoli-
dation Tampa FL, April 1987

from the Cellar-Kefauver Act.37 Antitrust law has
been amended to permit research consortia designed
to promote U.S. competitiveness, though the act has
failed to stimulate much real collaborative research.

Liberal interpretations of anti-trust statutes have
virtually eliminated formal barriers to mergers dur-
ing the Reagan administration. In 1986, for exam-
ple, 2,406 pre-merger filings were made pursuant
to the Hart-Scott-Rodino (HSR) Act, three times the
rate of applications in 1979. Of these, 2,108 were
approved without further inquiry by granting re-
quests for early termination of the statutory waiting
period, The rest were issued letters requesting fur-
ther information, and 25 HSR filings were made. The
Federal Trade Commission filed court papers in only
three cases between 1979 and 1985—Pepsico’s pro-
posed acquisition of Seven-Up, Kidde’s proposed ac-
quisition of Horneschfeger (mobile hydrolic cranes),
and Conoco’s proposed acquisition of Asamera. And

37John M. Connor, “Mergers in the Food Industry: Trends, Effects,
and Policies, ” staff paper No. 87-9, Department of Agricultural Econ-
omies, Purdue University, March 1987, p. 2.

in one of these cases, a consent order settled the
issue before a suit was filed.38

Demand

If changes in scale and scope are made possible
by new regulations and new technologies, they have
also been made necessary by both dramatic changes
in domestic demand and a massive invasion of im-
ported products. There may once have been a period
when large U.S. manufacturers could in effect ignore
market dynamics by creating markets for their prod-
ucts, through advertising in a product market (like
automobiles) dominated by a small number of do-
mestic firms. This pattern of performance was en-
couraged by a long period of post-war business suc-
cesses and government programs designed to create
a climate favorable for growth built around oligopolis-
tic activity. To some extent, the emergence of large
manufacturing firms meeting relatively homogene-
ous markets resulted from the limitations of produc-
tion technology; they may also have been encour-
aged by a political process that equated this form
of industrial organization with progress and growth.39

Organized labor shared this vision, since large, cen-
trally managed firms and predictable markets pro-
vided a sound basis for stable employment. How-
ever, high levels of concentration can be justified
by the economies of scale derived from large-scale
operations in only a few industries.40

Times have changed. Growing affluence and new
technologies make it necessary to substitute niche
markets for relatively homogeneous ones for prod-
ucts ranging from automobiles to health care (see
ch. 3). Firms that ignore how their products connect
with the consumer are increasingly at peril. If noth-
ing else, the demand for dynamic performance (an
ability to react quickly to both opportunity and dis-
aster) has outstripped the importance of static per-
formance (low cost in a predictable environment) .41

38W.D. Appler, “Mergers in the Food Industry: The Impact on FTC
Regulation,” paper delivered at the The Food Update Conference of
the Food and Drug Law Institute, "Mega-Mergers. The Impact of Con-
solidation,” Tampa, FL, April 1987.

39 Piore and Sable, op. cit., footnote 29.
q~Bruce E. Kaufman, “scale  of Plant Relative to Market Size in U.S.

Manufacturing,” Southern Economics Journal, October 1979, vol. 46,
No. 2.

dlBurton  Klein equates  dynamic productivity with an ability to take
advantage of good luck and recover from bad luck. See Burton Klein,
Dynamic Economics (Cambridge, MA: Harvard University Press, 1977).



182

Radically changed perceptions about the desira-
ble scale of electric power-generating facilities pro-
vides a particularly clear example. Large 1,000-MWe
plants may have been able to produce power less
expensively when they were commissioned in the
1970s, but their economic success depended criti-
cally on levels of demand for electricity projected
over a 20-year period. Massive mistakes in estimates
have left many regions with large, unused generat-
ing capacity. Few utilities are now willing to gam-
ble on 20-year forecasts, and are willing to pay a
premium for small units that can be added to as
needed. At the same time, advances in electric gen-
erating technology like steam-injected gas turbines
may make it possible for 100- to 200-MWe plants
to compete with larger plants without incurring the
risks associated with uncertainty.42

Foreign firms have called into question traditional
patterns of domestic business management never
seriously questioned by domestic competition. Dy-
namic, entrepreneurial firms making semiconduc-
tors in California’s “Silicon Valley” find themselves
overwhelmed by oligopolies managed by greying
bureaucrats in Japan. Large U.S. manufacturers of
automobiles find themselves with lower productivity
than Japanese production facilities one-third their
size. Large U.S. textile machinery firms find their
markets picked to pieces by an invasion of aggres-
sive producers from West Germany that work harder
to identify market niches. US. farmers find their ex-
port surplus overwhelmed by imports of such prod-
ucts as Italian tomatoes and Brazilian orange juice.

With the exception of declines in farming (a sec-
tor dominated by small businesses) each of the forces
at work would tend to increase the role of compara-
tively small establishments if past trends continue.
There are now more points of entry for smaller, spe-
cialized enterprises; small firms have moved alertly
into businesses such as software development, main-
tenance and repair of communication and computa-
tional equipment, and computer-generated graphic
design. Such firms traditionally flourish during
periods of rapid transition, since the bureaucratic in-
ertia of large firms may blind them to opportunities

qZEric  D. ~rson  and Robert  H. Williams, “Steam-Injected @ Tur-
bines,” Journal of Engineering for Gas Turbines and Power, January
1987; Eric D. Larson and Robert H. Williams, “Steam-Injected Gas Tur-
bines and Electric Utility Planning,” Technology and Society, March
1986.

in places where none were expected. Who could
have imagined a business built around graphics for
personal computers a decade ago? The rules of the
game are changing rapidly.

Measuring Changes in Scale and Scope

Scale

Small employers appear to be providing an in-
creasing fraction of jobs but a declining fraction of
output.43 The largest firms, however, appear to be
expanding mainly by aggregating large numbers of
comparatively small branches, or subsidiaries, which
are typically involved in different kinds of businesses,

Small businesses, defined here as employing 100
people or less, accounted for 98 percent of all U.S.
business enterprises and 34 percent of all employ-
ment in 1984.44 The average firm size dropped from
26.2 employees in 1976 to 21.7 in 1982. Although
large firms created 1 million more jobs than small
firms between 1976 and 1984, table 5-4 indicates
that in relative terms most growth occurred in mid-
size firms, those employing between 20 and 500 peo-
ple. The smallest firms (less than 20 employees)
maintained their share of U.S. employment while
the largest firms (more than 500 employees) lost
share.

The role of small business depends heavily on the
sector examined. An auto plant employing only sev-
eral hundred workers would be considered small,
whereas several hundred lawyers would represent

43 Measuring the scale of a firm involves relying on empirical meas-
ures like jobs, assets, or output—all of which are very sensitive to defi-
nitions of “small” or “large,” the data source used and its coverage,
and the methodology employed. In particular, some controversy has
arisen over the role small business plays in the job generation process
and the accurate classification of a business as a small establishment
or a small enterprise. See Catherine Armington and Marjorie Odle,
“Sources of Job Growth: A New Look at the Small Business Role,” Eco-
nomic Development Commentary vol. 6, No. 3, fall 1982; David L. Birch,
“The Job Generation Process,” MIT Program on Neighborhoal and Re-
gional Change, Cambridge, MA, 1979; Candee S. Harris, “Small Busi-
ness and Job Generation: A Changing Economy or Differing Methodol-
ogies,” working paper prepared for the Brookings Institution, February
1983; Sue Birley, “Finding the New Firm,” 1984 Proceedings of the Acad-
emy of Management, Boston, MA, August 1984; A.L. Walton, “How Small
Businesses Contribute to Job Generation–The Pitfalls of a Seemingly
Simple Question,” paper presented at the 1983 Conference on Indus-
trial Science and Technological Innovation, Evanston, IL, May 1983.

44 Nearly all of the data in this discussion come from various editions
of U.S. Small Business Administration, The State of Small Business
(Washington, DC: U.S. Government Printing Office, 1984 and 1986
editions).
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Table 5-4.—U.S. Employment by Firm Size: 1975-84 (percent of all jobs)

Firm size (number employed) 1975 1978 1980 1982 1984

Under 20....... . . . . . . . . . . . . 27.l% 26.6% 26.0% 26.8% 27.1%
20 - 99 . . . . . . . . . . . . . . . . . . . . . 26.9 27.9 28.3 28.5 28.8
100 - 499 . . . . . . . . . . . . . . . . . . . 22.6 23.2 23.8 23.5 23.5
500 - 999 . . . . . . . . . . . . . . . . . . . 8.0 7.9 7.6 7.3 7.2
Over 1,000 . . . . . . . . . . . . . . . . . 15.4 14.4 14.3 14.0 13.4

Total . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0
Number of jobs . . . . . . . . . . . 60,565 70,289 74,836 74,297 77,996a

NOTE: Totals may not add to 100 due to rounding.

SOURCE: U.S. Bureau of the Census, Statistical Abstract of the United States, 1987 (107thed), Washington, DC, 1986, table 858.

a very large law firm. Figure 5-5 indicates, for ex-
ample, that manufacturing and transportation indus-
tries have a comparatively large share of firms with
more than 500 employees while natural resource
businesses, retail &wholesale trade, and “other serv-
ices” have a comparatively large share of business
with fewer than 20 employees.

With the exception of the retail industry, the rate
of job growth in firms with fewer than 20 workers
was faster than average during the period when the
economy was entering the recession of the early
1980s, while growth was slower in firms with more
than 500 (see table 5-5). Indeed, 56 percent of all
manufacturing jobs added between 1976 and 1982
were found in firms with fewer than 20 workers,
even though such firms represented only 7 percent
of all employment in 1976 (the average number of
employees per establishment, however, remained
roughly the same for all sizes). And more than 46
percent of jobs added in the finance industry were

Figure 5-5.-Employment by Establishment
Size and Industry in 1984

All Industries 1
Natural Resource 1

Manufacturing

Transportation

Trade

Other Services

0 .20 40 60 80 100
Percent of employment

NOTE: Natural Resources includes Construction.

SOURCE: U.S. Bureau of the Census, Statistical Abstract of the United States:
1987 (107th ed.), Washington, DC, 1986, table 859.

in firms with less than 20 employees, despite the
fact that these firms represented only 19 percent of
all employees in 1976.

There were two important exceptions. The mar-
ket share of builders with volumes greater than 100
housing units per year grew from 6.9 percent in 1959
to 67 percent in 1986, while the share of builders
with volumes less than 25 units per year fell from
70 to 11 percent during the same period.45 Similarly,
more than 50 percent of all jobs added in retailing
between 1976 and 1982 appeared in firms with more
than 500 employees, even though such firms em-
ployed less than one-third of all retail employees in
1976.

Changes in patterns of self-employment also illus-
trate the changing scale of American enterprises. Ta-
ble 5-6 documents a steady decline in self-employ-
ment, with the most significant changes occurring
between 1950 and 1970. This drop was led by sharp
losses in self-employment in retail trade. Self-
employment in agriculture remains relatively high,
but is steadily declining. The creation of owner-
operator trucking and bus companies, made possi-
ble by deregulation, has presumably been respon-
sible for the recent increases in self-employed trans-
portation workers. The decline of self-employment
in business and social services seems to have halted,
but recent gains must be viewed with caution since
they may represent a response to the most recent
business cycle and not a long-term trend. Surpris-
ingly, self-employment has increased in manufac-
turing since 1970, although the share of self-
employed persons in manufacturing remains low.

In terms of assets, sales, and creation of GNP, large
businesses continue to dominate and gain share. In

45 National Association of Home Builders, Profile of the Budder, Wash-

ington, DC, 1979; and “Housing Focus, ” November 1987.
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Table 5-5.—Percent Change in U.S. Employment (by size of firm, 1976.82)

Change by number employed:
Total

change 1-19 20-99 100-499 500 +
Agriculture, Forestry, & Fishing . . . . . . . . . . . . 4.9%0 21 .80/0 –7.70/0 – 10.90/0 – 13.80/o
Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37.6 72.1 52.3 59.2 24.1
Construction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.9 24.8 –2.1 – 14.1 – 1.4
Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.3 42.7 10.7 2.1 1.1
Transport, Communication & Utilities . . . . . . . 13.0 33,9 11.4 8.1 10.3
Wholesale trade . . . . . . . . . . . . . . . . . . . . . . . . . . 15.2 28.8 8.2 12.7 4.7
Retail trade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15.6 9.5 10.7 20.4 24.6
Finance, Insurance & Real Estate. . . . . . . . . . . 19.3 46.6 14.3 7.6 13.9
Services. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29.3 52.6 26.2 19.6 26.2

All Industries . . . . . . . . . . . . . . . . . . . . . . . . . . 15.6 29.3 13.1 10.7 12.2
SOURCE: U.S. Small Business Administration, The State of Small Business (Washington, DC: U.S. Government Printing Office, 1985), table Al .21.

Table 5-6.—U.S. Self-Employment by Industry (percent of all full-time equivalent employment in that Industry)

Industry 1950 1960 1970 1975 1980 1986

Agriculture, Forestry, & Fishing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67.7 61.3 58.9 54.9 52.4 50.1
Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.4 4.0 2.2 2.1 2.7 3.3
Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29.4 19.7 16.7 19.9 22.0 22.8
Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.6 1.9 1.4 1.5 1.8 2.0

Durable goods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.8 2.0 1.5 1.7 1.8 2.0
Nondurable goods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.3 1.7 1.2 1.4 1.8 2.0

Transport, Communications & Utilities . . . . . . . . . . . . . . . . . . . . . . . . . 4.8 4.5 4.2 5.0 5.5 6.0
Wholesale trade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9.2 8.4 6.3 5.8 5.4 5.1
Retail trade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25.5 21.8 13.3 12.3 11.6 9.2
Finance, Insurance, & Real Estate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10.3 8.8 6.9 7.7 8.4 8.4
Services .. .. .. ..  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19.5 18.5 15.9 14.7 14.0 13.9

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19.6 15.3 11.1 11.1 10.9 10.7
SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “National lncome and Product Accounts;’historical diskettes, tables 6.7b and 6.10b.

1977, firms employing more than 500 people rep-
resented only 0.4 percent of all businesses but were
responsible for 53 percent of all value-added in the
economy.46 In 1985, manufacturing firms with more
than $l billion in assets held nearly 70 percent of
all corporate assets and firms with more than one
billion dollars in annual profits enjoyed nearly 70
percent of all U.S. corporate profits.47 Moreover, the
Nation’s largest businesses had sales that grew faster
than the sales of small businesses between 1976 and
1982 in spite of the increase in small business em-
ployment. Firms with more than 10,000 employees
produced sales growth of 16 percent annually from
1976 to 1982,48 while firms with between 10 and 19
employees saw their sales grow an average of14 per-
cent and other businesses with fewer than 500 em-
ployees averaged between 4.3 and 9.0 percent sales

46 See “Thecha@ng  lndlrstria]  and Size Composition of U.S. Busi-
ness,” The State of Smal/ Bus;ness, op. cit., footnote 44, 1984. p. 118.

iTStatistica]  Abstract of the United States 1987, op. cit., footnote ’20.
4gThe  State of Small Business, op. cit., footnote 44, 1984, p. 67.

growth, This continued a trend already evident be-
tween 1958 and 1977.49

Most of the expansion of large businesses, how-
ever, appears to have occurred through net creation
of new establishments rather than expansions of old
ones. Seventy percent of the new jobs emanating
from large businesses originated from net additions
of establishment startups minus closings, and not
from expanding existing establishments.50 From
1976 to 1984, small businesses (under 100 employ-
ees), commonly thought of as the source of new es-
tablishments, derived only 60 percent of their (net)
new jobs through this source (see figure 5-6).51

Figure 5-7 shows the dramatic growth in the num-
ber of establishments owned by large firms. This

49lbid., p. 134,
50 U.S. Smal]  Business Administration, Office of Advocacy, Small Busi-

ness Data Base, USEEM File, table 4, unpublished data, April 1987.
51 Bruce E. Kirchhoff and Bruce D. Phillips, op. cit., footnote 26.
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addition of establishments corresponds to the fact
that the largest increase in the share of jobs was not
in small establishments owned by small firms, but
in small establishments owned by large firms.52

s@oWth  rates  were calculated for the 1978 to 1982 time period. The
State of Small  Business, op. cit., footnote 44, 1984, p. 15.

Figure 5-6.-Composition of 1976 to 1984
Employment Changes by Type of Change for

Firms With Fewer Than 100 Employees

0 10 20 30 4 0 50
Percent

= <100 employees

How To Read This Figure: Of all the jobs created by new firms
that started businesses between 1976 and 1984, about 40°/0
were created in firms with less than 100 employees.

SOURCE: U.S. Small Business Administration, Office of Advocacy, “Small Busi-
ness Data Base,” USEEM File, unpublished data, 1987.

Figure 5-7.-Average Number of
Establishments per Firm by Firm Size
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How To Read This Figure: In 1958, the average firm with 500
or more employees owned 37 establishments (“firms” indi-
cate ownership, “establishments” are separate plants). By
1972, firms with more than 500 employees owned more than
60 establishments, and owned approximately the same num-
ber in 1982.

SOURCE: U.S. Small Business Administration, The State of Small Business: A
Report of the President (Washington, DC: U.S. Government Printing
Office, March 1984), table A2.20.

scope

While large firms may be producing many differ-
ent products, individual establishments within these
firms, as well as small independent establishments,
appear to be specializing rather than diversifying.
Independent manufacturing establishments showed
particularly strong movement toward specialization.53

It is difficult to determine whether large firms are
assembling specialized operations in order to achieve
economies of scale, for reasons having to do with
the investment interests of owners, or for the way
the component establishments work together. Most
recent mergers in manufacturing and mining are
classified as “conglomerates” (see table 5-7); the het-
erogeneity of the firms being assembled into large
businesses could suggest that mergers are not be-
ing undertaken to improve integrated efficiencies.54

On the other hand, firms might be diversifying into
different components of their respective systems or
networks (buying an airline as well as holding a
rental-car company and a hotel chain) while retain-
ing economies of scale at the establishment level .55
Several manufacturers have begun to sell intermedi-
ate products like machine tools and software, in addi-
tion to using them in their own operations.

Rather than fitting into the traditional notion of
forward or backward integration, this spinning-off
of new products reflects a diagonal movement that
crosses traditional technological and industry bound-
aries.56 It has been noted, for example, that “per dol-
lar spent, airlines make more money on reservation
systems than they do on flying passengers.”57 An
analysis of the food industry, which has experienced
more than 5,000 mergers and acquisitions from 1975
to 1985, concluded that most of the mergers were
undertaken to “ . . . market complementary prod-
ucts, create new products from combined know-how,
and distribute the weaker merger partner’s products
through a stronger sales network.”58 Given the com-

53 Frank M. Gollop and James L. Monohan, “From Homogeneity to

Heterogeneity: A Proper Index of Diversification,” Technicaf Notes, U.S.
Department of Commerce, Bureau of the Census, Washington, DC, Oc-
tober 1986, p. 22.

Wbid.,  p. 2 .
‘sIbid., p. 29.
sGBela Gold, op. cit., footnote 35.
57 Helen Wheeler, “Air Reservations: New Savvy in the Skies,” High

Technology Business, vol. 7, No. 11, November 1987, pp. 36-40.
58 William D, Appler, op. cit., footnote 38.
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Table 5.7.–Merger Trends in Manufacturing and Mining, 1948-79

1948-53 1956-63 1963-72 1973-77 1978 1979

Horizontal . . . . . . . . . . . . . . . . 36.8 19,2 12.4 15.1 28.5 2.3
Vertical . . . . . . . . . . . . . . . . . . 12.8 22.2 7.8 5.8 15.1 7.3
Conglomerate. . . . . . . . . . . . . 50.4 58.6 79.8 79.1 56.4 90.4

Total . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0 100.0 100.0
SOURCE: Frank M. Gollop and James L. Monohan, “From Homogeneity to Heterogeneity: A Proper Index of Diversification,” Bureau of Census Technical Notes, U.S.

Department of Commerce, Washington, DC, September 1984.

plex assembly of service and production operations
that must be combined to deliver products to mar-
kets, traditional definitions of vertical integration are
difficult to apply and may be inappropriate.

In manufacturing enterprises, it is clear that firms
are diversifying production through holding a more
varied portfolio of establishments that are produc-
ing a more homogeneous mix of products. Using an
index that measures the number of different prod-
ucts produced by an establishment, it can be shown
that manufacturing establishment diversification fell
by a factor of nearly 3 from 1963 to 1982.59 The diver-
sity of products made by individual establishments

fell in 17 of 20 major manufacturing categories ex-
amined.60 In contrast, diversification of manufactur-
ing enterprises increased during the period in 14 of
20 industries. Since 1963, this level of diversifica-
tion has increased by 15 percent.61

By 1984, 12 percent of manufacturing employment
was in establishments not classified as manufactur-
ing. These non-manufacturing establishments owned
by manufacturing firms had an employment growth
rate of 6 percent between 1982 and 1984, compared
to a loss of 1 percent in the manufacturing estab-
lishments. 62

Consequences of Changes in
Scale and Scope

There is a rich literature describing the relation-
ship between business size, management strategies,
and dynamic performance, and a small theoretical
literature covering economies of scope is beginning

59 Gollop and Monohan, op. cit., footnote 53, P. 29.
60 Ibid., p. 25
61 lbid., pp. 25, 26, 29.
62 Marjorie Odle and Catherine Armington, "is American Manufacturing

Creating Jobs Again?” unpublished working paper, Applied Systems
Institute, p. 3.

to appear.63 Unfortunately, most of this developing
work deals with manufacturing firms, not with en-
terprises whose primary output is information or
other “non-products.”

The following discussion will concentrate on how
new technologies may act to challenge the rules that
have governed forms of business organization. Three
classes of implications are considered:

●

●

●

Will the emerging structures be more aggres-
sive in their pursuit of invention and innova-
tion, and will they be more likely to adopt in-
novations when they occur?
Will they be more or less likely to efficiently
match resources to amenity needs?
Will the new systems be more attractive to em-
ployees in that they permit greater stability,
higher pay, or more unpaid benefits?

Are Smaller Firms More Inventive?

Are smaller firms more likely to exploit the ad-
vantages of innovation and force changes in mar-
ket structures because larger firms are too sluggish
or are immobilized by institutional inertia and com-
placent management? Or are large firms more likely
to take advantage, since they are better able to un-

~!jee  C. Freeman, J. Clark, and L.L.G.  Soete,  Unemployment and  Tech-
nicaf  Innovation (Westport  ~: Greenwood Press, 1982); J.K. Galbraith,
op. cit., footnote 25; Morton L Kaimen and Nancy L. Schwartz, Market
Sh-ucture and innovation  (Cambridge, England: Cambridge University
Press, 1982); F.M. Scherer, “Firm Size, Market Structure, Opportunity,
and the Output of Patented Inventions,” American Economic Review,
vol. 55, No. 5, 1965, p. 1097; and L.L.C. Soete, “Firm Size and Inven-
tive Activity: The Evidence Reconsidered,” European Economic Review,
No. 12, p. 319; Woodward, Lawrence, and Lorsch, Organization and
Environment (Boston, MA: Harvard University Press, 1967); T. Burns
and G.M. Stalker, The Management of Innovation (London: Tavistock,
1961); E.F. Fama, “Agency Problem and the Theory of the Firm,” Journal
of Law and Economics, 1980, vol. 88, pp. 288-307.

A useful review of all this literature is provided by Ronald W. Cot-
terill, “The Economic Efficiency of Alternative Forms of Business En-
terprise,” Storrs Agricultural Experiment Station, Staff Paper No. 85-
10, U.S. Department of Agriculture, 1985.
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dertake long-term research and transform the pay-
off from innovation into a cycle that produces more
innovation? Both may be correct. Periods dominated
by entrepreneurial activity may alternate with
periods dominated by large firms.64 It is also possi-
ble that both trends occur simultaneously in differ-
ent parts of the economy. The critical question for
this analysis is whether the U.S. economy is mov-
ing into a period where research is unusually bene-
ficial to large, bureaucratic firms, or unusually likely
to depend on and encourage the emergence of small,
innovative ones.

Michael Piore and Charles Sable argue that the
pendulum has swung back to a situation favorable
to the entrepreneurial model.65 This argument sug-
gests that the conventions which formed the basis
for prosperity under the “Fordist” model of indus-
trial structure—and the entire structure of private
and public regulation that supported it—have been
fatally eroded by new technology and the challenge
of foreign trade. As a result, the system must move
either in the direction of smaller, more flexible, more
entrepreneurial institutions that are regulated by the
market, or toward greater international regulation
of concentrated markets. A number of factors can
act as barriers to innovation in large-scale operations:
top management isolation, intolerance of eccentric
ideas, short-time horizons, narrowly defined account-
ing objectives, and inappropriate incentives.66 Large
U.S. firms have also been accused of lethargy, inat-
tentiveness to the market, and a bureaucratic struc-
ture that prevents flexibility and innovation.67

Large firms may go through periods of stagnation
and renewal without the challenge of entrepreneu-
rial firms. The U.S. automobile industry, for exam-
ple, was challenged not by small entrepreneurial
competitors but by foreign competition. After a

fAA. Phi]]ips, Technology and Market Structure (Lexington, MA: Lex-

ington Books, 1971); Christopher Freeman, The Economics 01 lndus-
tria/ innovation  (Cambridge, MA: The MIT Press, 1982), 2d cd., p. 210.
Even schurnpeter  seems to have changed his mind on the subject. Draw-
ing on the experience of 19th century capitalists, his 1912 book em-
phasized the importance of the entrepreneur for bringing inventions
to the market. His revised view published in 1943 emphasized the im-
portance of large firms.

Sspiore and Sable,  op. cit., footnote 29.
‘S.lames  Brian Quinn, “Managing Innovation,” Harvard Business Re-

view, vol. 63, No. 3, May-June 1985, pp. 76-77.
67 SeeIinterview with Malcolm Baldrige, “Despite Barbs, Baldrige Hope-

ful on U.S. Business, ” Washington Post, Dec. 7, 1986; Quinn, op. cit.,
footnote 66; and Charles Sabel, “How To Keep Mature industries Inno-
vative,” Technology Review, vol. 90, No. 3, April 1987, pp. 27-35.

period of relative complacency, this industry has re-
cently been forced to re-examine an enormous range
of accepted conventions, and may soon enjoy a
“renaissance” unshaken by domestic competitors.68

Another complication is posed by several qualita-
tive factors that defy precise measurement. Technol-
ogies developed by small firms tend to move rap-
idly into the hands of larger enterprises, whose
ongoing research establishments—and possibly bet-
ter management, marketing, and production engi-
neering capabilities—are able to translate innova-
tion into business success. And as chapter 9 will
show, many of the large firms capitalizing recently
on the ideas of small, innovative U.S. businesses
have been foreign-owned.

Small companies face particularly serious problems
during periods of generally poor business perform-
ance. As Piore and Sable argue, while smaller firms
may be in a better position to respond quickly to
new market conditions by adjusting output and
wages—sometimes because they face little or no
union opposition—they also face formidable obsta-
cles. Small manufacturing firms tend to have rela-
tively high capital costs;69 the U.S. Small Business
Administration estimates that on average, small bus-
inesses pay a premium that is 2 to 3 percent higher
than capital rates charged to larger firms.70 Combined
with external debt, high capital costs often make
operating a small enterprise particularly difficult dur-
ing bad times. Entrepreneurs may be tempted to re-
act by selling intellectual assets, which can consti-
tute the core of their comparative advantage.

As has been noted, a “large firm” covers an enor-
mous variety of management styles and structures.
Some are collections that are in essence financial
portfolios, others are combinations with a functional
theme. Networks of specialized enterprises may pro-
vide the basis for real flexibility,71 and enhanced flex-
ibility is a crucial ingredient in fostering innovation.72

68 William Abernathy, Industrial Renaissance: producing a Competi-

tive Future in America (New York, NY: Basic Books, 1983).
69 W. M. Cohen, R.C. Levin, and D.C. Mowery, “Firm Size and R&D

Intensity: A Re-examination,” National Bureau of Economic Research,
Cambridge, MA, working paper No. 2205.

70 The State of Small Business, op. cit., footnote 44, 1986.
71 See Peter B. Doeringer, “Make Way for Mature Industries,” unpub-

lished paper delivered at the 1987 IRRA Spring Meeting; and Quinn,
op. cit., footnote 66, p. 4.

72 L. Balcerowicz, “Organization] Structure of the National Economy
and Technological Innovations,” Acta Oeconomica,  No. 24., 1980.
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On the other hand, a “boutique” structure may prove
too fragmented to be efficient.73

An argument can also be made that the continual
process of reshuffling national assets through merg-
ers can drain talent and capital from more produc-
tive investments.74 From 1980 to 1985, the amount
spent on mergers and acquisitions was more than
double the level of industry financed research and
development. In the last 6 years, General Electric
has spent more than $12 billion acquiring 325 new
businesses while divesting itself of 225 businesses
for a sale price of $8 billion.75 There is a danger that
firms with a comparatively long-term planning
horizon—large investments in research and devel-
opment, and comparatively heavy capital
investment—may be the targets of take-overs by
firms attempting to realize short-term gains. If so,
such mergers could be disastrous to any national
strategy built around long-term commitment to in-
novation and worker training.76 The key question
is whether the transactional costs associated with
forming new business structures lead to long-term
savings, in the form of both lower transaction costs
as a result of greater economies of scale and scope
and more productive use of capital.

Empirical support for any of these theories has
been difficult to develop. Some data suggest an in-
verse relationship between innovation and formali-
zation (the number of rules and specified proce-
dures).77 Clearly, larger firms are responsible for the
lion’s share of all research conducted in industrial
nations. Some experts argue that there are “irrevers-
ible dynamic scale economies’’—once a technology
begins to return significant income, firms that ben-
efit initially can then re-invest their profits and mul-
tiply their initial advantage, set de facto standards,
and effectively dominate the market.78 Nearly 60 per-
cent of all the research reported in the United States
during the 1970s was conducted by the Nation’s 20

largest firms; more than 90 percent was conducted
by firms with more than 5,000 employees.79 On the
other hand, there is only a weak correlation between
research intensity and firm size as measured in em-
ployment or sales. Small firms apparently generate
more patents per R&D dollar than larger ones, and
small entrepreneurs are more likely to patent an idea
than large enterprises.80 And a study looking for
correlations between firm size and R&D intensity de-
termined that most differences between firms can
be explained by factors unrelated to size. Some man-
ufacturing sectors pursue research aggressively while
others failed to do so.81

Studies of the correlation between productivity and
firm size yield similarly ambiguous results. An ex-
tensive analysis of labor productivity and multi-factor
productivity gains between 1947 and 1972 indicates
that larger firms’ productivity growth has increased
more rapidly that smaller firms.82 Another study con-
cludes that the rate of earnings per dollar of assets
decreases as the size of the firm increases.83 More-
over, empirical explanations of correlations between
firm size, market concentration, and productivity
growth provide few insights into how each of these
variables affects the ability of firms to conduct re-
search, invest in new plant and equipment, and train
employees.

Table 5-8 suggests that if innovation is measured
by the number of new products produced in a spe-
cific year per million dollars’ worth of sales or R&D,
then small firms are the most innovative. However,
this measure assumes that all new products are
equally important, and fails to adjust for the fact that
many small business innovations (particularly “high-
tech” developments) are spin-offs from large busi-
nesses. 84 The National Science Foundation states that
the “ . . . popular notion of the solo inventor oper-
ating in a basement is largely fiction; ”85 that those
innovations having a significant social impact will

73’’Can  America Compete?” Business Week, No. 2995, Apr. 20, 1987.
Ti~e James W. Brock,  “Bigness IS the Problem, Not the SOhNiOn,”

Chal/enge, vol. 30, No. 3, July-August 1987, pp. 11-25.
TsTom  peters, “Business in the Future Sense,” Washington fosf,  Oct.

4, 1987.
76’’13ebate Between T. Boone Pickens  and Lester C. Thurow,” The

Energy Journal, vol. 8, No. 2, 1986.
77J, ROthrnan,  P/arm@ and Organizing forsociid  Change: Action pn”n-

ciples from Social Science Research (New York, NY: Columbia Univer-
sity Press, 1974).

78 Paul David, Presentation at the Symposium on Economics and Tech-
nology, Mar. 17-19, National Academy of Sciences, Palo Alto, CA, 1985.

79 Freeman, op. cit., footnote 64, p. 132.

80 Ibid., p. 136.
81 W. M. Cohen, R.C. Levin, and D.C. Mowery, op. cit., footnote 69.
82 Steven Lustgarten, Final Report to U.S. Small Business Administra-

tion on Firm Size and Productivity (Washington, DC: U.S. Government
Printing Office, September 1982), pp. 16-17.

83 Stahrl W. Edmunds, “organizational Size and Efficiency in the U.S.,”
The Antitrust Bulletin, fall 1981.

84 L. Tornatzky, et al., The Process of Technological Innovation: Re-

viewing the Literature (Washington, DC: U.S. Government Printing Of-
fice, 1983), p. 178.

85Ibid.
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Table 5-8.—New Products First Marketed in 1982 by Size of Firm

Firm size Number of products per Number  o f  p roducts  -

($ millions of net sales) $ million of net sales $ million of R&D
Less than 100 . . . . . . . . . . . . . . 0.113 3.76
100 - 350. . . . . . . . . . . . . . . . . . . 0.067 2.17
350-1,000 . . . . . . . . . . . . . . . . . 0.027 1.49
1,000 - 4,000 . . . . . . . . . . . . . . . . 0.010 0.66
4,000 and more . . . . . . . . . . . . . 0.007 0.59

All firms . . . . . . . . . . . . . . . . . 0.045 1.75
SOURCE: National Science Foundation, Science Indicators: 1985 (Washington, DC: U.S. Government Printing Office, 1987), p 262

probably require a concentration of experts; and that
the implementation of that technology will require
a centralized means of production.

It is virtually impossible to measure gains result-
ing from mergers, or to distinguish mergers moti-
vated by tax advantages or managerial hubris from
those designed to provide real gains in productivity
or production flexibility.86 A review of recent litera-
ture concluded that there was not sufficient empiri-
cal evidence to support or refute the notion that
mergers result in efficiency gains.87 Nevertheless, the
number and value of both friendly and hostile
mergers have increased dramatically in the 1980s
(see figure 1-16 of ch. 1). While the effect of friendly
mergers on employment and wages appears to be
benign, 88 and while mergers can play a useful role
as a catalyst for restructuring an industry, forcing
managers to be responsive to shareholder interests,89

the effect of hostile takeovers can also shift wealth
from stakeholders (communities and employees) to
shareholders with little net gain to society.90

A study of recent takeovers could not demonstrate
that the takeover targets were more likely to be those
with a long-term planning horizon, high cash flows,
or low debt. In fact, the statistics indicated that com-

86 J.M. Connor, op. cit., footnote 37.
87 David J. Ravenscraft and E.M. Scherer, “Life After Takeover, ” Fed-

eral Trade Commission Working Paper No. 139, Washington, DC, Feb-
ruary 1986; Julian Allen, “Mergers and Their Impact on Today’s Econ-
omy: A Survey, ” U.S. Congressional Research Service, Report No.
82-118E, Washington, DC, 1982; and Julian Allen, ’’Corporate Takeovers:
A Survey of Recent Developments and Issues,” U.S. Congressional Re-
search Service, Report No. 87-726E, Washington, DC, 1987.

*Gail McCallion, “Mergers and Acquisitions: The Impact on Labor,”
U.S. Congressional Research Service, Report No. 87-705E, Washington,
DC, 1987.

BgMichael  C. Jensen, “TakeOVerS:  Their Causes and Consequences, ”
working paper, Harvard Business School, Cambridge, MA, August 1987.

~Andrei Sh]eifer and Lawrence H. Summers, “Breach of Trust in HOS-

tile Takeovers,” National Bureau of Economic Research, working pa-
per No. 32, Cambridge, MA, August 1987.

pared with average firms, takeover targets had low
investments in R&D, low capital/earnings ratios, and
were virtually indistinguishable from the average
firm in terms of cash flows and debt/equity ratios.91

Meeting Amenities

The relationship between the size and scope of
enterprises in a sector and the facility with which
firms can identify and reach new markets with new
products in some ways mirrors the relationship be-
tween structure and innovation. But innovation in
production technology by individual firms neither
guarantees that the firms in a sector will work ef-
fectively together in marketing products, nor assures
that they will be effective in discovering new con-
sumer markets. Chapter 6 will address this issue in
detail.

Employment

The discussion of large versus small firms also
overlooks the quality of jobs associated with differ-
ent levels of scale. Large businesses typically pro-
vide better wages, better non-wage compensation,
and greater job stability.92 Sectors characterized by
a few dominant firms supported by a series of satel-
lite firms can achieve great flexibility by forcing
smaller firms to absorb gains and losses. Ways of
achieving flexibility without such a high human cost
are discussed in chapters 11 and 12.

Firms employing more than 500 workers pay 41
percent of their workers $10.00 or more per hour,
compared to the U.S. average of 30 percent and the

91 J. Pound, K. Lehn, and G. Jarrell, “Are Takeovers Hostile to ECO-

nomic Performance?” Regulation, vol. 10, No. 1, September/October
1986, p. 23.

gzsee Edward M. Miller, “hrge  Firms Are Good for Their Workers:
Manufacturing Wages as Function of Firm Size and Concentration, ” The
Antitrust Bulletin, spring 1981.



small business (25 to 99 employees) rate of only 23 large business (more than 500 employees) rate of
percent. 93 In respect to providing health benefits to 85 percent. The probability of a worker becoming
workers, firms with less than 25 workers provided unemployed and remaining unemployed from a
this benefit to only 39 percent of workers, compared small firm (less than 100 employees) is higher than
to the economy-wide average of 67 percent and the that of an employee of a large firm.94

gsThe Stafe  Ofsma]j  Business,  op. cit., footnote 44, 1986, Table C 18,
94Ibid., table C.17, p. 247.p. 248.

THE GEOGRAPHY OF ECONOMIC ACTIVITY

The growth of complex production networks is
also reshaping the location of America’s economic
activity. In the 1930s, it was still possible to predict
the location of most economic activity by looking
at a map of the United States showing only major
geological and topographic features. Manufacturing
was clustered around sources of raw materials,
energy, and access to heavy transportation. Service
activity was centered at the transfer points connect-
ing transportation systems—river junctions and
ports. Very little economic activity in the United
States is now limited by such constraints.

Improved communications technology and the
declining significance of natural resources increases
options for both manufacturing and service estab-
lishments. Instead of spreading wealth and economic
activity more evenly around the country, however,
the changes appear to have resulted in a greater con-
centration of economic activity. Growth has been par-
ticularly rapid in regions immediately surrounding
major coastal cities. Only scattered empirical evi-
dence exists to explain these phenomena. It appears
that

●

●

●

●

concentration results from:

a sustained need for personal (rather than elec-
tronic) communication;
relatively rapid transportation within metropoli-
tan areas, and comparatively easy access to
other regions if needed or desired;
a continuing interest in the comparatively good
educational institutions often associated with
major cities; and
the fact that people seem to prefer the cultural
opportunities and variety of living near a ma-
jor metropolitan center.95

95 M.L. Moss, "TeleCOrnrnUnjcatjonS : Shaping the Future, ” paper pre-
pared for the Conference on America’s New Economic Geography, Wash-
ington, DC, Apr. 29-30, 1987.

The forces that would lead to greater concentra-
tion in an economy where services play a large role
have been known for some time. Writing in 1960,
Raymond Vernon noticed that:

The most probable outcome of the increased free-
dom offered by swifter air travel will be the further
concentration of the office elite at a few headquar-
ters cities. This tendency will be fortified by the use
of high-speed electronic data-processing machines.
For these machines will contribute to the centraliza-
tion of data-processing and decision-making at fewer
points in the structure of the giant company.96

Some service activities, such as health, education,
and food service, are necessarily spread in rough
proportion to population density, though chapter 6
documents a number of cases where even this tra-
dition is changing: health care industries may cen-
tralize the sophisticated “tertiary care” hospitals
while decentralizing out-patient services; technology
may also permit greater geographic decentralization
of large university campuses.

Transactional services and manufacturing, how-
ever, are now able to become more footloose. Trans-
actional service industries, which provide a grow-
ing share of all employment, appear to have used
the potential of communications technology to de-
centralize most of their activities, giving rise to a com-
plex structure of enterprises. Insurance firms are cen-
tralizing functions ranging from record-keeping to
processing such relatively undifferentiated products
as home and auto insurance, but are decentralizing
other work to local sales offices capable of conduct-
ing sophisticated analysis and underwriting with

96 Raymond Vernon, Metropolis 1985 (Cambridge, MA: Harvard Univer-

sity Press, 1960), p. 84, cited in M.L. Moss, op. cit., footnote 95. See
also J. Gottman, “Megalopolis and Antipolis: The Telephone and the
Structure of the City,” in Ithia de Sola Pool, (ed.), The Social Impact of
the Telephone (Cambridge, MA: The MIT Press, 1977).
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computer terminals. The dispatching of trucks may
be centralized, while the ability to serve geographi-
cally dispersed freight customers increases.

In manufacturing, the emergence of comparatively
small batch production, just-in-time inventory sys-
tems, and a need to participate in tightly linked net-
works supplying goods for retail outlets may en-
courage greater decentralization of activity. At the
same time, these factors can lead to more central-
ized control over production, since sophisticated
communications systems and comparatively light-
weight products make it possible to operate a geo-
graphically dispersed network with increasing effi-
ciency. The ability of multinational firms to build
responsive production networks around the world
is a case in point. (See discussion in ch. 7.)

Changes in the geography of economic activity
have a number of indirect effects on the operation
of the U.S. economy, including:

●

●

●

●

influencing the price and quality of housing,
since decentralization of employment can lower
the cost of housing within a reasonable com-
muting range of work;
changing options for improving productivity in
transportation-with few exceptions, job growth
has been highest in suburbs and geographic re-
gions poorly served by public transportation;
affecting opportunities for career growth, to the
extent that “back office” functions are geo-
graphically segregated in suburbs while oppor-
tunities for advancement are most likely to be
found in central offices located elsewhere; and
undermining job stability and making union
organization-more difficult, as more and more
jobs appear in service and manufacturing firms
able to move locations with comparative ease
in search of attractive labor pools.

Two kinds of change are discussed in the follow-
ing section: first, relative changes in population, em-
ployment, and income growth in different parts of
the country; and second, a continued economic
movement to a constellation of population centers
roughly associated with major cities, though not to
urban centers themselves.

Regional Movements

Defining the Change

Measured in terms of population growth rates,
table 5-9 indicates that cities on or near the east and
west coast and in the southwest dominated U.S. ur-
ban growth during the period 1970-86 as well as
1985-86. Indeed, coastal metropolitan areas appear
to be drawing the greatest benefit from the increas-
ing importance of transactional services to total U.S.
output (outlined earlier in this chapter), a develop-
ment that has been reinforced by the relative rise
of the transactional sector as a source of U.S. jobs
(see ch. 10).97 New York City, for example, continues
to act as an international center for finance, 
tising, and the arts, while Los Angeles is also 
coming a major center for finance and trade 
its easy access to Asia and Latin America.

At the the same time, sharp population decl
continued in the major manufacturing centers o
midwest, particularly those affected by autom
and steel manufacturing. This development m
have been expected since the share of U.S. out
generated by manufacturing industries paying
wages—which contribute a large share of empl
ment throughout the midwest—has dropped co
erably over the past 15 years. (Again, see discu
of changes in value-added share by production 
tor earlier in this chapter.)

Looking at developments throughout the Un
States in terms of personal income, the converg
of regional income that characterized the 19
period appears to have stopped, and in some 
has been reversed, during the 1980-85 period.
the east and west coasts continue to dominate
jor transactional services, States along the At
coast have regained their advantage in incomes
1980—a reversal of the trend during the prev
decade (see figure 5-8). Moreover, the south Atla
tic region has joined the northeast and Califor
a relative growth region; it appears that the Bo
Washington corridor is spreading south.

Personal income per capita in New England 
the middle eastern States—which fell relative to

gTSee  discussion of the impact of both trade and transactional serv-
ices on metropolitan areas in Thierry Noyelle, “A New Economic Or-
der,” Forum for Applied Research and Public Policy, vol. 2, No. 1, win-
ter 1987, pp. 97-105.
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Figure 5-8.-Per Capita Income of
Coastal States (percent above

national average)

Percent
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How To Read This Figure: People living in States on
the U.S. east coast in-l 970 averaged nearly 6°/0 more
income than the national average per capita income.
By 1980 per capita income in these States was only
1.8°/0 above the national average, but by 1986 it had
increased so that the east coast averaged 8% more
income per capita than the national average.
SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Region-

al Economic Information System, ” tables SA1, SA2, and SA3, unpub-
lished, August 1987

national average during the 1970s—rose sharply in
the early 1980s and is now significantly above the
national average (see figure 5-9). The far west has
maintained a comparatively high level of per capita
income through the period. Incomes in the major
manufacturing centers of Ohio, Illinois, Indiana,
Michigan, and Wisconsin (the Great Lakes region),
which were above the national average in 1970, fell
below the national average in 1985 for the first time.
Incomes in Texas, Oklahoma, Arkansas, and Loui-
siana (the southwest), which had begun to approach
the national average, fell sharply during the 1980s—
largely as a result of the declining fortunes of the
domestic oil industry-while those of Kentucky, Ten-
nessee, Alabama, and Mississippi remain 20 to 25
percent below national averages. The only region
to show continuous growth between 1970 and 1985
is the southeastern coast, stretching from Maryland
to Florida.98

In citing these figures, of course, it should be noted
that personal income as an indicator of economic

98 U.S. Department of Commerce, Bureau of Economic Analysis, “Re-
gional Economic Information System,” tables SA1, SA2, SA3, Washing-
ton, DC, unpublished.

125

100

Figure 5-9.-Convergence and Divergence
of Regional Income (per capita personal

income as percent of U.S. average)

Percent of U. S. average
1----------

+*
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U S average w
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--  Mideast + Far West + New England ‘– Great L a k e s

—  R o c k y  M l + Plains + Southwest Southeast

SOURCE: U.S. Department of Commerce, Bureau of Economic Analysis, “Region-
al Differences in Per Capita Personal Income Widen in the 1980s, ” news
release No. BEA 87-39, Washington, DC, Aug. 20, 1987.

vitality can be misleading when separated from other
indicators. Costs of living can vary according to re-
gion, and regional aggregations mask important
movements on a local level.99 Nonetheless, the
trends revealed in figures 5-8 and 5-9 are reinforced
by trends in earnings (compensation paid to employ-
ees) over the past decade. Earnings in the far west
remain far above the national average, while States
along the Atlantic coast have enjoyed rising relative
earnings. 100 Indeed, the one-third of all 50 States lo-
cated along both coasts have generated roughly
three-quarters of real U.S. growth in wages and part-
nership income during the 1980s. 101

Explaining the Change

The changes now underway in the geography of
U.S. economic activity are being driven by several
forces:

● Information and transportation technologies—
ranging from nationwide computer networks to
inexpensive, fast air freight services-allow eas-
ier movement of the goods and information
flows needed for efficient management of activ-

99 Linda LeGrande and Mark Jickling, “Earnings as a Measure of Re-

gional Economic Performance,” U.S. Congressional Research Service,
Report No. 87-377E, Apr. 27, 1987, p. 2.

100 Ibid, p. 8. See also Lynn E. Browne, “Too Much of a Good Thing?
Higher Wages in New England,” New England Economic Review, Jan-
uary/February 1987, pp. 39-51.

101 Daniel Bell, “The World and the United States in 2013,” Daeda-
/us, vol. 16, No. 3, summer 1987, p. 20.
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ities in diverse areas.
● The growing contribution of transactional serv-

ice industries, where many activities do not re-
quire physical proximity to clients or raw ma-
terials, permits a mobility not available in heavy
manufacturing.

● Within manufacturing, growth has been largely
in goods with a high value per unit weight, par-
ticularly the products of many of the newer en-
terprises located in the northeast.102 Such firms
can transfer production facilities more rapidly
than those involved in traditional “heavy” man-
ufacturing, which still provide a comparatively
large share of the economic base in midwest-
ern States.

● Declines in natural resource inputs throughout
the economy increase the comparative impor-
tance of market access, transportation networks,
economic base, labor quality and cost, tax envi-
ronment, and even climate and “quality of life”
in the selection of location.

● Air-conditioning and enlightened governance
in the sun belt (improving schools, roads, and
other infrastructure) have made the region in-
creasingly attractive for retirement, recreation,
and enterprise location. The population shifts
that ensued have carried a second wave of eco-
nomic activity with them.

● Geographic movement can also be strongly af-
fected by Federal, regional, and State policies.
Subsidized transportation and water helped
accelerate development in many regions. State
efforts to attract industry through attractive tax
or regulatory programs can also play a role.

While they once concentrated on efforts to attract
manufacturing enterprises, States are now compet-
ing for transactional service businesses that may be
comparatively footloose, Citicorp, for example,
agreed to build a back office facility in Hagerstown,
Maryland in order to earn the right to enter the
Washington/Baltimore market. Delaware offers at-
tractive locations for data processing and credit card
centers; Marine Midland and Morgan Guaranty have
established computer centers in that State. 103

102 See Daniel Bell, Op. cit., footnote 101; and Benjamin Chinitz, “The
Regional Transformation of the American Economy,” paper delivered
to the American Economic Association, May 1986.

103 M. Moss and A. Danau, “Will the Cities Lose Their Back offices?’”
Real Estate Review, vol. 17, No. 1, spring 1987.

Many States are also attempting to establish envi-
ronments conducive to high-technology enterprises,
attracting private firms with promises of additional
public assistance; 35 such State efforts were operat-
ing in 1985, compared to 4 in 1979.104 A recent pro-
gram in Pennsylvania involving public allocation of
$26.4 million over a 3-year period is credited with
encouraging 500 business startups and expansions
in that State.105

When all factors are accounted for, however, it ap-
pears that a region capable of providing well edu-
cated people has an advantage that is difficult to over-
come through other incentives.

Southern and western metropolitan areas attracted
many new firms, expansions, and regional trans-
plants during the post-war era. The west continues
to grow, while the southwest has suffered somewhat
due to changing conditions in the oil industry. An
improved interstate highway system, the maturing
of the U.S. trucking industry, and innovations in air
transportation provided new forms of access to re-
gions with lower labor costs, playing a major role
in attracting business to the south and west.106

Rapid business growth in these regions created
jobs that were filled quickly—even in tight labor
markets—as workers from depressed areas took
advantage of faster and cheaper means of transpor-
tation in order to arrive at areas with employment
opportunities. Population growth followed. This, in
turn, was followed by yet more employment growth.
To support the larger numbers of enterprises and
workers—as well as the influx of retirees to the south-
ern regions, who were now able to move to warm
climates without breaking ties to their former places
of residence—demand for service industries rose dra-
matically. 107 Of course, services were also a signifi-
cant part of the initial movement away from the in-

104 Edward J. Malecki, “Hope or Hyperbole? High Tech and Economic
Development,” Technology Review, vol. 90, No. 7, October 1987, p. 45.

105 W. John Moore, “High-Tech Hopes,” National Journal, vol. 18, No.

46, NOV. 15, 1986, pp. 2769-2773.
106 Mark Perlman, Patterns of Regional Economic Decline and Growth

(Washington, DC: American Enterprise Institute, 1982). For more on
this subject, see R.D. Norton and J. Rees, “The Product Cycle and the
Spatial Decentralization of American Manufacturing,” Regional Studies,
vol. 13, 1979, pp. 141-151.

IOTSee  Lynn  E. Browne,  op. cit., footnote 100; and Richard J. Rosen,
“Regional Variations in Employment and Unemployment During 1970-
82,” Monthly Labor Review, vol. 107, No. 2, Feuary 1984, pp. 34-35.
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dustrial north, due to the ability of service enterprises
to transfer operations with comparative ease. 108

The pattern of decline that characterized many
northeastern cities during the 1970s has been slowed
and in some cases reversed, buoyed by sharp growth
in transactional service employment and “high tech-
nology” (largely medium-wage) manufacturing. The
northeast, and the middle Atlantic States to a lesser
extent, now enjoy economic growth rates as good
or better than the U.S. average. In some cities, this
has been reflected through recent population gains;
as table 5-9 shows, the Philadelphia area grew by
57,000 people and the New York City area grew by
50,000 between 1985 and 1986, while the Washing-
ton, DC area continues to rank among the Nation’s
population growth leaders. On the other hand, job
growth in much of New England has been greater
than the rise in population.109

More than three-quarters of new jobs result not
from moves, but from startups or expansions.110 New
England enjoyed rapid rates of growth of new busi-
ness and comparatively low rates of business failures
during the 1980s.111 For many companies, the theo-
retical advantages of moving a facility to a low-wage
region appears to have been offset by the advantages
of a good educational system and other critical in-
frastructure. New England’s stubborn maintenance
of high-tax and extensive business regulation proved
less of a barrier, given highly rated State and local
educational systems and other infrastructures pur-
chased from these taxes112-as well as highly re-
spected private educational institutions enjoying in-
direct public support through tax exemptions.

Ironically, the comparative resurgence of north-
eastern States over the past decade may have been
spurred in part by the recessions of the early
1980s. 113 New England, which had been in relative
decline prior to that time, was affected less severely
than other regions. Moreover, these recessions

brought real interest rates to historically high levels,
leading to a sharp increase in the cost of housing
in the south and west—regions which depended
heavily on new construction and suffered from spiral-
ing land costs.114

Companies making high-technology products, con-
tacted in a 1982 survey, did not feel particularly con-
strained by access to raw materials, energy, or
climate—none of which are at a premium in the
northeast-in selecting a site (see table 5-10). Access
to raw materials was consistently at the bottom of
the priority list, with only 27.5 percent of the re-
spondents saying that such access was “significant
or very significant” in their choice of a site. Instead,
companies tended to choose locations on the basis
of skills, labor costs, tax climate, costs of living, and
several categories—academic institutions, transpor-
tation, and access to markets—generally associated
with metropolitan areas.115

High-technology firms can generally move with
comparative freedom from. one region to another.
Given the greater relative growth of the U.S. east and
west coasts during the 1980s, this has led to a
preponderance of high-technology activity around
urban centers in these regions. Such a trend is rein-
forced by recent patterns of concentration among
U.S. research and development (R&D) facilities,
which tend to require higher levels of capital invest-
ment than do high-technology manufacturing enter-
prises. 116 Ranking the number of leading R&D
centers by metropolitan area in 1987, one study has
found that only one of the top eight (Chicago, ranked
fifth) was not located on or near either coast. 117 The
same study concludes that “the prominence of the
California and East Coast core areas in R&D facil-
ities was even more pronounced in terms of high-
tech and microcomputer firms."118

While job-related moves have not been the only
reason for these regional shifts, table 5-11 suggests
that nearly half of all interregional moves are job-

108R, D. Norton,  op. cit., footnote 3.
I@This has led to some concern that New England’s economy maY

soon be constricted by a shortage in the supply of labor. See “New Eng-
land Warned of a Labor Shortage,” The New York Times, sec. 1, Dec.
2, 1987; and Lynn E. Browne, op. cit., footnote 100.

110 Development Report Card for the States (Washington, DC: Corpo-
ration for Economic Development, March 1987).

111 The State of Small Business, op. cit., footnote 44, 1984, PP. 16-17,
20-21.

112 Development Report Card for the States, op. cit., footnote 110.
113 Mark Perlman, op. cit., footnote 106.

1141 bid., p. 302.
115u.s. congress, Joint Economic Committee, “Location of High Tech-

nology Firms and Regional Economic Development, ” Washington, DC,
1982.

llsEdward J. Malecki, op. cit., footnote 104, p. 46.
I ITMichae]  ()’ Condor, “Many Prominent R&.D Centers Favored by Fa-

cility Planners Continue 25-Year Dominance,” Site Sehdorr  Handbook,
vol 32, No. 3, June 1987, pp. 564-572.

118 Ibid.



Table 5-10.—Factors that Influence Location
Decisions of High-Technology Companies

(percent responding that the factor was
“significant” or “very significant”)

Choices among different regions Percent
1.
2.
3.
4.
5.
6.

9.
10.
11.
12.

Labor skills/availability . . . . . . . . . . . . . . . . 89.3
Labor costs. . . . . . . . . . . . . . . . . . . . . . . . . . 72.2
Tax climate in the region . . . . . . . . . . . . . . 67.2
Academic institutions. . . . . . . . . . . . . . . . . 58.7
Cost of living . . . . . . . . . . . . . . . . . . . . . . . . 58.5
Transportation . . . . . . . . . . . . . . . . . . . . . . . 58.4
Access to markets . . . . . . . . . . . . . . . . . . . 58.1
Regional regulatory practices . . . . . . . . . . 49.0
Energy costs/availability. . . . . . . . . . . . . . . 41.4
Cultural amenities . . . . . . . . . . . . . . . . . . . . 36.8
Climate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35.8
Access to raw materials. . . . . . . . . . . . . . . 27.6

NOTE: High-technology Industries were taken from the following Standard Indus-
trial Classifications: drugs, ordinance and machine, electrical and electronic
machinery, equipment parts, miscellaneous transportation equipment, and
measuring, analyzing and controlling instrument, photographic, medical,
and optical goods, watches and clocks. Most respondents were semicon-
ductor or telecommunication firms located in Massachusetts and
California.

SOURCE: U.S. Congress, Joint Economic Committee “Location of High Tech-
nology Firms and Regional Economic Development,” Washington, DC,
1982.

related; 60 percent are either directly job-related or
are associated with retirement, the armed services,
or education. 119 Within this overall structure, priori-
ties for moving differ widely according to age. Youn-
ger people tend to move to attend school or look
for work more than other age groups; middle-age
Americans move as a result of job transfer more than
their younger and older counterparts; and the vast
majority of older people relocate for retirement, cli-
mate, or family considerations. It is interesting to note
that this pattern may change somewhat as the baby-
boom generation moves through middle age. Since
two-earner families are more likely to be found
among baby-boom households, more two-earner
families will move into middle age. Two-earner fam-
ilies are less likely to relocate for employment rea-
sons than other household types,120 suggesting that
the rate of job-related movement among middle-age
Americans may decline
decades.

The Move to the

Defining the Change

over the next several

Urban Fringes

A move of population and employment from cen-
tral cities to nearby suburbs has been underway for

119 Larry H. Long, Migration and Residential Mobility in the United

States (New York, NY: The Russell Sage Foundation, 1988).
120 "Job Seekers Stay Put,” The New York Times, p. D1, Oct. 4, 1987.

many years. Increasing incomes have allowed
Americans to escape the congestion and high cost
of urban centers and to search for the amenities of
suburban living, while remaining close to the cul-
tural and economic opportunities associated with cit-
ies. In the northeast and west, much suburban
growth has occurred in small areas adjacent to large
metropolitan centers, while exurban growth in the
south and north central regions has occurred near
small and intermediate-sized metropolitan areas.121

In the 1960s, all regions exhibited more rapid met-
ropolitan growth than non-metropolitan growth (see
table 5-12), and much of the non-metropolitan move-
ment came from population increases in counties
adjacent to metropolitan areas. The differences nar-
rowed during the 1970s, although non-adjacent
counties still grew less rapidly than adjacent ones.
Nonetheless, non-adjacent counties were growing
more rapidly than urbanized counties for the first
time, in all regions except the south. Indeed, the
1970s saw non-adjacent rural areas of less than 2,500
people grow by 14.6 percent, after such areas had
decreased in population by 4.2 percent during the
1960s.

On a regional basis, these smallest-sized areas
grew more rapidly than did larger non-adjacent coun-
ties in the northeast, south, and west. Such a remark-
able change in population growth suggested further
non-metropolitan population reconcentration, rep-
resenting a break with past trends.122

While the population of all central cities grew by
only 0.1 percent during the 1970s, central cities in
SMSAs (standard metropolitan statistical areas) with
populations of less than half a million grew 10.6 per-
cent. Central cities in SMSAs with a population of
more than 1 million declined by 4.2 percent or
more. 123

IZILarry  Long and Diana DeAre, “The Economic Base of Recent pop-
ulation Growth in Nonmetropolitan Settings,” U.S. Department of
Commerce, Bureau of the Census, Washington, DC, 1982.

IZZD. R. vining,  Jr. and A. Strauss, “A Demonstration That the Cur-
rent Reconcentration of Population in the United States is a Clean Break
With the Past,” Environment and P/arming A, vol. 9, 1977, p. 751.

IZsJOhn  F. ~ng, “Population Reconcentration in the United States,”
U.S. Department of Commerce, Bureau of the Census, Washington, DC,
1981.



Table 5-11 .—Reasons for Inter-Regional Moving, 1979-1981 (in percent, by age of household reference person)

Age of reference person:

All ages Under 25 25-29 30-34 3 5 - 3 9  - 40-44 45-49 50-54 55-59 60-64 65-69 70+

Job transfer . . . . . . . . . . 22.2% 14.8% 25.0% 28.4% 32.6% 30.2% 24.7% 23.7% 15.4% 9.7% 0.0% O.OO/O
Look for work . . . . . . . . . 6.3 9.7 5.9 5.6 6.7 4.4 5.0 6.2 6.6 1.5 0.0 2.9
Take new job . . . . . . . . . 18.7 21.8 21.7 21.6 19.3 18.7 19.1 16.0 9.0 6.5 0.5 0.8
Armed Forces. . . . . . . . . 3.4 6.9 5.2 2.5 0.8 3.5 1.1 0.0 0.0 0.0 0.0 0.0
Retirement . . . . . . . . . . . 2.4 0.0 0.0 0.1 1.4 2.9 3.8 2.8 10.7 23.3 14.9 6.2
Attend school . . . . . . . . . 5.6 15.4 6.9 2.9 2.4 0.0 0.6 0.0 0.7 0.0 0.0 0.0
Closer to relatives . . . . . 8.6 4.2 6.9 7.2 6.0 5.7 8.6 12.8 13.7 14.9 21.5 44.7
Change climate . . . . . . . 6.0 2.9 4.7 3.2 5.3 4.6 3.6 13.2 15.0 14.1 30.2 13.4
All other. . . . . . . . . . . . . . 26.8 24.4 23.8 28.5 25.5 30.0 33.5 25.3 29.0 30.0 32.8 32.0

Total (percent) . . . . . . 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Total (000’s). . . . . . . . . 6,250 1,362 1,352 988 694 471 338 252 235 203 143 211

NOTE: Total percent may not add to 100 due to rounding.

SOURCE: Larry H. Long, Migration and Residential Mobility in the United States (New York, NY: The Russell Sage Foundation, 1988), table 7-2.
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Table 5-12.—Population Growth by Region by Metropolitan and Non-Metropolitan Counties
(1960=70 and 1970-80, in percent)

County population change Total Northeast North-central South West
1980-70:
Total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13.4% 9.80/o 9.60/o 14.3% 24.20/o
Metropolitan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17.1 10.0 13.1 22.2 28.4
Non-metropolitan

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.9 8.4 2.0 2.6 9.0
Adjacent to metro area. . . . . . . . . . . . . . . . . . 6.2 10.0 4.3 13.3
Nonadjacent to metro area . . . . . . . . . . . . . . 1.0 3.5 0.8 5.0

1970-80:
Total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.4 0.2 4.0 20.0 23.9
Metropolitan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10.0 – 1.8 2.6 21.5 22.1
Non-metropolitan

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15.4 12.8 7.4 17.3 31.6
Adjacent to metro area. . . . . . . . . . . . . . . . . . 16.7 13.1 8.6 19.6 34.4
Not adjacent to metro area . . . . . . . . . . . . . . 13.8 11.8 6.0 14.7 28.8

NOTE: SMSA/NECMA boundaries as of January 1, 1980.
SOURCE: Larry Long and Diana DeAre, “The Economic Base of Recent Population Growth in Nonmetropolitan Settings,” U.S. Bureau of the Census, 1982.

The trend toward suburbanization among U.S.
metropolitan areas as a whole slowed between 1980
and 1984, while central cores actually gained pop-
ulation share.124 Nonetheless, it still appears that ur-
ban fringe areas are alive and well, expanding in
every region of the country-from Tyson’s Corner,
Virginia to the South Coast Metro Center in Orange
County, California.125

Jobs have followed the population to the suburbs
and smaller cities. Between 1967 and 1977, subur-
ban employment growth accounted for 81.7 percent
of all job growth in the 50 largest SMSAs, while cen-
tral city shares of total metropolitan employment in
the 50 largest SMSAs fell from 63.6 to 53.4 percent.126

Total central city employment grew 7 percent over
this period, while suburban employment grew 59.2
percent. And between 1970 and 1980, the most pro-
nounced declines in the number of people commut-
ing from homes in central cities were found in the
25 largest cities (see table 5-13).

In smaller SMSAs, though most suburban growth
rates again exceeded those of central cities, average

IziCharles L. Leven, “Post-Industrialism, Regional Change and the
New Economic Geography,” paper prepared for the Conference on
America’s New Economic Geography, Washington, DC, Apr. 29-30,1987.

IzsWil]iam  K. Stevens, “Defining the ‘Outer City’: For NOW, call  It a

Hybrid,” The New York Times, sec. 1, Oct. 12, 1987, reporting a con-
ference of the Urban Land Institute,

lzGRobyn  S. phi]]ips  and Avis C. Vidal, “The Growth and Restructur-

ing of Metropolitan Economies,” Journal of the American Family Plan-
ning Association, summer 1983, p. 295.

growth rates were less divergent. Central city em-
ployment for 50 selected small and midsized SMSAs
increased by 23.7 percent between 1967 and 1977,
as opposed to the 7 percent growth of the 50 largest
SMSAS. 127 Moreover, between 1970 and 1980 there
was a sharp increase in the number of people liv-
ing in suburbs of major cities and commuting to jobs
outside the city center. (Again, see table 5-13; for
more on this subject, see discussion of transporta-
tion in ch. 3.)

Metropolitan areas gained much of their job
growth between 1975 and 1979 as a result of in-
creases in service employment (see table 5-14). The
dependency on services was even more pronounced
in the largest metropolitan areas. For those with 3
million or more in population, services accounted
for 41 percent of all jobs generated between 1975
and 1979. While Citicorp moved some of its back
office functions to the Dakotas, this appears to be
an exception rather than a rule. Of the top nine
banks contacted in a regional survey, seven had lo-
cated operations for high-volume check processing
and credit card operations in suburban or satellite
cities but most were within 60 miles of a city cen-
ter.128

Securities firms originally concentrated in down-
town Manhattan because of the need to physically

127Ibid.
128 M. Moss and A. Danau, op. cit., footnote 103.
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Table 5.13.—Changes in the Location of U.S. Jobs and Homes

Workers living in the Workers living in
largest 25 urbanized areas other urban areas

1970 1980 1970 1980

Living in a central city and working in:
—CBD a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.6 ”/0 4.7 ”/0 5.60/o 6.50/o
—Non-CBD portion of central city . . . . . . . . . . . . . . . . . . . . . 30.0 24.7 45.9 40.1
—Outside of a central city . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.9 6.8 12.9 10.7

Living in the suburbs and working in:
–CBD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.2 3.7 1.7 2.8
—Non-CBD portion of central city . . . . . . . . . . . . . . . . . . . . . 13.1 14.3 13.4 16.4
–Outside of a central city . . . . . . . . . . . . . . . . . . . . . . . . . . . 30.0 45.7 20.4 23.4

Total (percent) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.0 100.0 100.0 100.0
Total (millions) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25.5 30.7 17.0 25.3

aCBD = Central Business District.

SOURCE: U. S. Department of Energy, Urban Mass Transportation Administration, Demographic Change and Recent Worktrip Travel Trends (UMTA-DC-09-7009), Washington,
DC, February, 1985

deliver certificates. Although only one of the Nation’s
top 10 securities firms has back offices and head-
quarters in same buildings, and only 2 have data
processing in their corporate headquarters complex,
most of these firms are not moving out of the New
York metropolitan area.129 Rather, they are moving
to New Jersey or other close sites in New York met-
ropolitan area—Morgan Stanley moving to Brook-
lyn, or Paine Webber to Weehauken, New Jersey.
Dean Witter was an exception, moving to Dallas.

Significant differences exist in geographic employ-
ment shifts within industries (again see table 5-14).
Much of the decentralization of manufacturing, such
as IBM to rural Vermont, has resulted from decen-
tralized management (described earlier in this chap-
ter). Branch plants are often located in suburban
areas distant from a company’s main plants or head-
quarters; one study found that most branch plants
were spawned from corporate headquarters in the
manufacturing belt, even in the southwest.130 Thus,
part of non-metropolitan industrial growth seems to
occur with the decentralization of production proc-
esses into peripheral areas of the manufacturing
belt.131 Similarly, data-processing and client-aid serv-
ices, which can be transferred from central offices
in order to save on labor and real estate costs, can
move easily because of advanced telecommunica-
tions networks. ’32

129 lbid.
IJORodneV  A, Erickson  and  Thomas R. Leinbach.  “Characteristics Of

Branch Plants Attracted to Nonmetropolitan Areas,” Nonmetropolitan
Industrialization, R.E. Lonsdale and H.L,  Seyler  (eds.)  (Washington, DC:
V.H. Winston & Sons, 1579).

131R.D,  Norton  and  J. Rees, op. cit.,  footnote 106.
13zM,  MOSS  and ,4.  Dtinau, op. cit., footnote 103.

Explaining the Change

At the turn of the century, elevators, telephones,
indoor plumbing, and other technologies made high-
rise office buildings and apartments possible, thereby
opening possibilities for highly concentrated urban
centers. The national highway system, built during
the 1950s, literally paved the way to suburban de-
velopment, just as railroads had opened the West
to development two generations earlier. In each case,
regulations and public action played a major role.
Western development was a conscious act of public
policy encouraged by subsidies to transportation sys-
tems, free land, rural electrification, and a variety
of other programs. Suburban development was
shaped by highway policy and zoning. Undoubtedly,
the desire to escape the problems of urban centers
also played a major role.

One of the features of the emerging U.S. economy
is that the rules governing the shape of American
cities and towns may be changing. An economy in-
creasingly dependent on transactional services, and
a manufacturing system where rapid growth can oc-
cur in relatively small facilities or facilities with rela-
tively modest freight requirements, allows greater
flexibility in locating businesses close to areas where
employees can find attractive housing, schools, and
recreational facilities. (Again, see ch. 3 for a discus-
sion of changing patterns of transportation between
work and living.)

Relocation along these patterns, however, may be
contributing to a dilemma of major proportions (dis-
cussed further in ch. 11). Suburban movement can
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Table 5.14.—Change in Employment for Metropolitan and Non-Metropoiitan Counties
and Types of Non.Metropolitan Settings, 1975.79 (In percent, by major industry group)

Industry Metro Non-metro Non-adjacent Adjacent

Agriculture, forestry, and fisheries . . . . . . . . . . . . . . . 45.7 28.1 35.9 18.5
Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21,8 13.5 14.0 13.1
Contract construction . . . . . . . . . . . . . . . . . . . . . . . . . . 34.8 44.2 48.1 40.1
Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15.8 20.7 20.1 21.5
Transportation and public utilities . . . . . . . . . . . . . . . 14.5 30.9 31.2 30.5
Wholesale trade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19.4 21.4 21.0 21.8
Retail trade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22.2 26.6 26.7 26.6
Finance, insurance, and real estate . . . . . . . . . . . . . . 20.0 29.6 31.0 28.0
Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32.9 32.6 33.2 31.9

Total employment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 22.5 25,2 25.8 25.6
NOTES: SMSA/NEGMA boundaries as of January 1, 1980; employment data from County Business Patterns; non-adjacent means not adjacent to SMSA; adjacent means

adjacent to SMSA.

SOURCE: Larry Long and Diana DeAre, “The Economic Base of Recent Population Growth in Nonmetropolitan Settings,” U.S. Bureau of the Census, 1982.

leave behind the significant share of a region’s pop-
ulation living in central cities, where attaining a job
often requires the mobility provided by a car due
to the limited nature of public transportation from
cities to suburbs. Moreover, in the sense that the new
employment opportunities within coastal cities are
largely related to transactional services, and require
higher levels of education than traditional manufac-
turing jobs, the comparatively low educational stand-
ing of inner-city residents—many of whom are
minorities—may preclude them from these posi-
tions. 133

Nonetheless, much suburban activity continues to
be tied to the cultural and economic opportunities
afforded by cities. And it appears that a significant
amount of the movement away from urban centers
has resulted from the increased merger activity dis-
cussed earlier in this chapter. Following the oppor-
tunities for growth in suburban and exurban areas,
many firms have not only expanded the scale of their

operations and the scope of their products—they
have branched out physically as well.134

Recent patterns of suburban investment may arise
from a variety of other factors:135

●

●

●

●

●

the availability of low-cost labor;
employers’ perceptions that worker productivity
and dependability are greater outside urban
areas;
lower unionization levels, and a perception that
workers are less likely to unionize;
non-economic reasons, such as the simple de-
sire to relocate, that are often given as prefer-
ences for less urbanized areas; and
policy decisions—rural areas enjoy a variety of
subsidies relative to more densely populated re-
gions, as highways, telephone service, electric
service, police, fire, and other services in rural
areas are often heavily subsidized; prices would
rise sharply if low-density areas were forced to
pay the real marginal costs of these services.

Itswi]liam  J. Wi150n,  The Truly  Disadvantaged: The Inner City, the

Underclass, and Pubiic Poky (Chicago, IL: University of Chicago Press,
1987). See also Truman A. Hartshorn and Peter O. Muller, “Suburban
Business Centers: Employment Implications,” U.S. Department of
Commerce, Economic Development Administration, Washington, DC,
1987.

ltqMi]ford  B. Green, “Corporate-Merger-Defined Core-Periphery Re-
lations for the United States,” Growth and Change, vol. 18, summer
1987, pp. 12-35.

135 Some of these factors are discussed in L.Steven R. Kale and Richard
E. Lonsdale, “Factors Encouraging and Discouraging Plant Location in
Nonmetropolitan Areas,” Nonmetroplitan Industrialization, op. cit. 130.


