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Why Multi-Core?
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Future architectures will be on-chip parallel machines

Future architectures will be optimized for parallel applications

Future architectures will need to run legacy applications
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Are Emulators and JITs for Multi-Core Different?

Yes

Bountiful parallel resources

Example: Code optimization cost is reduced

“hot spot” analysis may miss sequential performance

Parallelize client application

Parameters for Multi-Core are different

Core-to-Core latencies reduced
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Exploit on-chip parallel resources to accelerate emulation

Acceleration Mechanisms

Proof of concept system
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Background: “Old” Parallel Translation
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1. Pipelining Virtual Architectures
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1. Pipelining Virtual Architectures

Utilize a Tiled Processor as fabric to construct virtual processor



1. Pipelining Virtual Architectures

Utilize a Tiled Processor as fabric to construct virtual processor

Coarse grain pipelining to exploit parallelism
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Different programs have different characteristics

Processor Architect uses benchmarks to choose “compromise”

processor



Different programs have different characteristics

Processor Architect uses benchmarks to choose “compromise”

processor

Static Reconfiguration

Dynamic Reconfiguration

Cost to reconfiguration
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Prototype System and Evaluation



Background: Architectures
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CISC instruction set
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RISC instruction set

s Hardware Virtual Memory (VM) No VM

Hardware Memory Protection No Memory Protection

Condition Codes used for branching No Condition Codes

Hardware instruction cache Software managed instruction memory
c 1 superscalar processor core 16 Processors arranged in 4x4 mesh
% 3-way parallelism 4 low latency networks
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System Design

Runtime -- Execution
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System Design

Runtime -- Execution
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Cycle comparison of Raw vs. Pentium Il

All results collected on real hardware

Same binaries

Metric: Slowdown



- JIOMY00€

m ¢dizq oGz

- XSLOA'GGZ

- deb'yGe

- jwqued ege

W- Josied’ /6|

- Ayeiorggl

U powrygl

- 0069/

- 1dA'GJ L

- diz6 91
|
!

110 — " Baseline (‘.nnfigumiinn




Jlomy'00¢e
¢dizq96g
XSUOA'GG

debysz

ywqpad ggy
|-I Jasied /61
Ayerorggl
-- pwrigl
2069/ |
J“- dnagyy
llllIIIII il

) - ) ) ) )

4 speculative translators
6 speculative translators
9 speculative translators

[
[e]
-—
K
N
=
©
2
-—
o
=
—
K1)
=}
(3]
()
Q
(72}
-—

]
0

Joje|suel] |enusnbag |
0] pasedwo) 19)se abejuadiad




JIoMy'00€

2dizq-9ge

R
__— [ —

deb G

Jwgqped-gge

[ (11
===

__————-‘I___--
[ IO 1 [T

pwr-igl

__————_TI____-
——- e 996°9/
e
S .hQ A m N F
(T [T
dizb'y9|

bR 5 ap Y P
e e e e e
1

- - - -~

2 speculative translators

[
O
et
L
(2]
c
©
=
o
=
et
©
c
(]
(7]
c
Q
(5
-
|

$S900Y 7 Jod sessip\ Zz1 2YoeD apo)d




3. Static Reconfiguration

Runtime-Exec
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3. Dynamic Reconfiguration
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3. Dynamic Reconfiguration
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Baseline Performance Analysis



Intrinsic Raw Emulator Pentium IlI
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latency | occupancy | latency | occupancy
L1 Cache Hit 6 4 3 1
L2 Cache Hit 37 37 I 1
L2 Cache Miss 151 87 79 1

CPI = (memory_access_rate * (((1 — L1_miss_rate) * L1_hit_occupancy) +
(L1_miss_rate * (((1 — L2_miss_rate * L2_miss_occupancy))))) + ((1 —

memory_access_rate) * non_memory_CPI)



Intrinsic Raw Emulator Pentium IlI

latency | occupancy | latency | occupancy
L1 Cache Hit 6 4 3 1
L2 Cache Hit 37 37 I 1
L2 Cache Miss 151 87 79 1
Memory CPI 3.9 1

CPI = (memory_access_rate * (((1 — L1_miss_rate) * L1_hit_occupancy) +
(L1_miss_rate * (((1 — L2_miss_rate * L2_miss_occupancy))))) + ((1 —

memory_access_rate) * non_memory_CPI)
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Memory System
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Memory System 3.9x slowdown
Lack of [LP 1.3x slowdown

Condition Codes (Flags) 1.1x slowdown

5.5x slowdown

Code Cache Misses 1 — 20x slowdown
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Hardware additions to facilitate parallel emulation

x86 Server farm on a chip

Differing forms of Dynamic Reconfiguration



Questions ?
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