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1. Introduction

Although the estimation of systems of demand equations is one of the major
topics in applied econometrics, little is known about the small sample properties
of such estimates. This study makes use of sampling experiments in an effort to
remedy that deficiency.

It is probably fair to say that the empirical results in the estimation of
demand systems have not been entirely satisfactory.: Parameter and eiasticity
estimates have often tended to be highly dependent on the model specified,l and in
the experience of the authors they have noﬁ always been plausible; see Kiefer :[1975]
and MacKinnon [1975]. There would seen to be two possible explanations for this
state of affairs. The first is that the demand systems which have been estimated
simply do not describe the data adequately, either because the functional
forms are too restrictive, or because aggregation_across individuals, simultaneity
with the supply side of the economy, durable goods and other complications have

been ignored. This will be referred to as the structuralist explanation. An

altefnative explanation, no less plausible a priori, is that the functional

- forms which have been estimated characterize the true demand relationships well
enough, but that, given the reasonably modest number of observations and fairly
small relative price variation in the data series that are typically employed,
the stochastic component overwhelms the systematic ones and causes the estimates

to be imprecise. This will be referred to as the stochastic explanation.
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One of the major purposes of this study is to assess the relative impor-
tance of the structuralist and stochastic explanations. Suppose that data were
generated by some demand system, If estlmates of that system using that data
tended to be good, while estimates of other systems using the same data tended
to be poor, considerable doubt would be cast upon the stochastic explanation
and the structuralist explanation would be reinforced. 1If, on the othér hand,
estimates of the true system tended to be poor, the structuralist afgument
would be considerably weakened.

There are two main competing approaches to the Pecification of demand
Systems. One approach is to postulate a restrictive form for the utility
function and estimate the demand equations which would result if a single
individual maximized that function subject to a budget constraint. The systems
of this type which are most commonly employed are the linear expenditure
system and its generalizations. The alternative approach is to postulate a
demand system which can provide a local appioximation to an arbitrary system
of demand equatiors that satisfy the usuél conditions. The translog . and
Rotterdam models are commonly used systems o this type.

In our experiments systems of both types have been employed. Specifically,
the true model was postulated to be the linear expenditure system in roughly
half our experiments, and the translog system.in the other half. These
Systems were chosen because they are widely uséd and reasonably simple to
estimate. Since the linear expenditure and translog systems are very different

in functional form and represent radically different approaches, it seemsg

In addition, we were able to investigate the effects of mlsspec1f1catlon by

estimating one system from data generated by the other.




2. The Linear Expenditure System

The linear expenditure system (LES) is the most venerable and widely
estimated system of demand equations. It was first used by Stone [1954], and
has more recently been estimated by Parks [1969] and Abbott and Ashenfelter
[1974], among others; see Brown and Deaton [1972] for more references. 1In
recent years a number of generalizations of the linear expenditure system
have been proposed. One of the simplest is what Wales [1971] calls'the
generalized linear expenditure system (GLES). The share of expenditure devoted
to the e good in the GLES is
l1-¢
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where Y is total income and Pi is the price of good i . The parameters of the
System are the so-called share parameters, ql to qn ; the committed quantities,
Y1 to Yn » and o , which is the elaéticity of substitution between uncommitted
expenditures. This way of writing the GLES is due to MacKinnon [1975].

When o is 1, the GLES reduces to the LES. The LES can be obtained
directly by maximizing the Stone-Geary utility function

U(x) =

; q log(xi—Yi) (2-2)

1

I o1ty

subject to the constraint that total expenditures be equal to Y . Since (2-1)

is hdmogeneous of degree zero in the qi's + only n-1 of them can be estimated.
One possibility is to prespecify one of the qi's ¢+ perhaps by setting 9

equal to one, for example. If qi and ql differ by a large order of magnitude,
this can make estimation difficult., An alternative approach is to set q; equal
to one minus the sum of the other qi's + SO that the qi’s sum to unity.

With this normalization, the share of expenditure devoted to the ith good in



the LES can be written as

' n

wo = YR/ 4 qi(y-jzlpiyi)/y . (2-3)
The LES requires the estimation of 2n-1 parameters - n committed quantities
and n-1 share parameters. The GLES in addition requires the estimation of
0 , for a total of 2n parameters.

Provided that prices and income ére Ppositive, (2-1) and (2-3) are always
defined, but they dd not always make economic segse. ‘If qy is negative for
any good, (2-2) implies that the marginal gtility of that good is negative,
apd the utility function whicﬁ generates the GLES is not defined. If the value
of the committed quantities, .ElYiPi + eXceeds income, (2-2) and the GLES
analogues are not defined. T;;s in this case it makes no sense to assert that
these systems arise because people maximize utility, If o in the GLES is
negative, the ratios of the purchases of any two goods increases as their
price ratio increases. Hence the LES and GLES only make sensé if o and
every d; are positive, and none of the yi's are too big. The 'true'
parameters chosen for our experiments satisfy these conditions, but the estimated
parameters need not always do so. If they often failed'to satisfy these minimal
conditions of economic reasonableness, it would clearly provide strong

evidence in favour of the stochastic explanation.

3. The Translog System
The transcendental logarithmic indirect utility function, which is due to

Jorgenson, Christensen and Lau (1973], is

V =0 log(P/Y) + (log(P/¥))'(8/2) (log(P/¥)) (3-1)
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constants. Hence the Observable implications of g(V) are identical to those
of V itself. Therefore, one element of o ang one &€ B must be

restricted a priori. The normalizations chosen are

n

izlai = =1
n

.Eleii =1.

‘These restrictions allow V to be a decreasing and convex function of Prices,
as expected, but do not require it. Since. 8 'in the utility function (3-1)
is the matrix of g Quadratic form, it may be taken to be symmetric. Thus the
number of elements of - 8 that must be estimated is n(n+1)/2 - 1 . In

addition, n-1 elements of g must be estimated, for a total of n{n+l)/2-2+n

4. Design of the Experiments

possible to the situation actually faced by researchers attempting to estimate
demand systems from annual time series data.

In order to 1imit the costs of computation, the number of goods was
chosen to be three. Three is tﬁe smallest number that Yequires the estimation
of more than- one equation, and the smallest nuﬁber that allows for comple-—
mentarity. For this case the LES has five parameters which must be estimated,
the GLES has six, and the translog has seven.

The number of Observations was chosen to be forty. This seems to be typical
of the data éeries available to researchers estimating demand systems.2 We did
not experiment with different numbers of Observations because to. do so would

have significantly increased the cost of computation; the behavior of the estimates



with changing sample size is of only peripheral interest; and in practice more
than forty observations are rarely available.

Every experiment involved fifty replications. This semed to us a reasonable
compromise between cost and sampling error, and there were no interesting results
which were ever in doubt because of an inability to make clearcut inferences.

In any sampling experiment, the choice of the independent variables is
critical. A natural way to choose them would be to assume that they come from
some given probability distribution, such as the mrmal or the uniform. But
this is clearly not how income and price series are generated. In fact, income
and all prices tend to rise sharply over tiﬁe, but at different rates, so that
most of the variation in relative prices takes place only gradually. Examination
of some actual income and price series (those used by MacKinnon [1975})

suggested that, outside the war years, they can be well characterized by random

processes of the following sort:

pi = p,ic_l (" + eti: + aivt) e
where gi is one plus a rate of growth, ei is a normally distributed error
term specific to series i R vt is a normally distributed error term common
~o0 all the series , and ai' is a constant. Thus (4-1) implies that each
series (income as well as price). tends on the averade to grow at a constant
rafe (higher for income than for prices, and varying among the latter), but
this is modified by random shocks. Some of these random shoéks affect
individual series only, while some affect all the series to some degree (to
reflect the role of the business cycle) .
Plausible parameters were chosen for (4~-1) and three price and one income series

were derived in this way (see the Appendix). These were then normalized to equal

unity at the twenty-first observation. This normalization is equivalent to choosing

a base year for the price indices and redefining the units in which real quantities
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are measured. It was carried out in order that the translog system may be
interpreted as a Taylor series approximation to an arbitrary system at observation
21 (which is the midpoint of the sample when the first Observation is dropped

to allow for an autoregressive error structure). The same series were used in

all the experiments.

The estimating equations from both models are

N

i .
w, = wt + ut i=1,...,n t=1,...,T . | {(4-2)

For each t the budget constraint implies .that both actual and fitted sharesg
sum to unity, so that any one share can be'determined from the other n-1 .
This also implies that the errors in each period sum to zero, so that the
variance-covariance matrix of u is singular. Barten (1969] has shown that
as a result only n-1 equations need be estimated, and that the parameter

estimates will be invariant with respect to the equation which is dropped.

In our experiments we dropped the third.

We assume that the ut's follow a first-order autoregressive scheme,
R Ep ¢ (4-3)‘

where u, is an (n~1)-vector whose ith element is ui‘. € is assumed
to come from an (n~1) ~variate ﬁormal distribution with mean vector 0 and
variance-covariance matrix z , constant through time. Berndt and Savin [1975]
have extended Barten's analysis to the autoregressive case, and they have shown
that p must be the same for each equétion if the estimates are to be invariant
with respect to which equation is dropped.

Our experience with demand system estimates suggests that P is likely to

be fairly close to one in practice. Therefore in most of our experiments we

have chosen p +to be .9 or .98, although for burposes of comparison we have




also experimented with p = 0.

Since the variance-covariance matrix of all n ei's must be singular,
the off-diagonal elements cannot all be zero, and it would be a remarkable
coincidence if the off-diagonal elements of Z were all zero. Bearing this

in mind, Z was chosen to be

f;.000036 -.000025 .
{

-.000025 .000049 . (4-4)
X,

~

\,

This implies that the full (singular) variance-covariance matrix is

.000036 -.000025 -.000011>
~.000025  .000049 -.000024
-.000011 -.000024  .000035

Martix (4-4) was used in all our experiments, regardless of P . Since the
variance of u ig l/(l-p2) times the variance of ¢ ; this means that the
random component is larger when p is larger, so that one would expect the
precision of the estimates to decline. It is not clear, however, that any
other choice would be preferable. For example, vz could have been chosén
differently for each P so as to keep the variance of u constant. But since
the error terms can be predicted better when p is larger, one would expect
the precision of the estimates to increase with p if that were done. The
fact that Z‘ is the same in all the experiments should be kept in mind when
interpreting the results.

The purpose of this study is not to compare different estimating techniques.
Full information maximum likelihood was used exclusively (see MacKXinnon [19751]
for the methodology). Since it is known that Z is not diagonal, limited
information methods are clearly inappropriate (and since all parameters appear

in all equations, it is not clear that they would be as easily obtained as FIML).
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Several ad hoc techniques which are commonly used to estimate demand systems
are also not particularly easy to use, and derive their only theoretical justi-
fication from being asympfotically equivalent to FIML. Analytical small sample
properties of simultaneous equation estimators in the presence of nonlinearities
are virtually unknown, so there is no estimétor,which is clearly best. However,
FIML takes account of all restrictions simultaneously and estimates all equations
simultaneously, which cannot be said for many other techniques. Of course, its
large sample properties are unexcelled, and what evidence there is from sampling
experiments seems to indicate that FIML is superior to nonlinear two stage
least squares and to various polynomial approximation estimators; see Quandt [1975].
For these reasons, it seems to us very unlikely that any alternative estimating
technique would give results noticeably better then FIML. Using FIML therefore
gives a reasonable.picture of the best results one can expect from demand system
estimates.

In some of our experiments the 'true' shares were generated by the LES,
in others by the translog. We wished to make the data in all the eXperiments
reasonably comparable, so it was not poseible to»choose the parameters of the
LES and the translog independently of each other. What we did was to choose
parameters for the LES which generated share series that seemed reasonable.
The translog was then fitted to these shares in order to choose parameters for
it; Thus with the parameters that were used both models generate share Series
that look reesonably similar, eo that we are comparing the rerformance of the

two models in similar situations.

5., Structure of the Experiments
One 6f the main purposes of this investigation was to examine the effects
of mis-specifying the error structure. As indicated in the previous section,

we assumed that the errors were generated by a first-order autoregressive process,
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(4-3), with a single parameter p common to all equations. In order to obtain
the best asymptotic properties, p should be estimated by maximum likelihood
along with the other parameters. It is not clear that this is the best
procedure in small samples, however. Most authors who have estimated demand
systems have assumed that p is zero; more recently some authors, noting the
strong evidence of autocorrelation in the data, have assumed that p 1is one.3
Both these approaches have the advantage of requiring the estimation of one
less parameter than the asymptotically correct procedure, and in addition the
former (estimating in levels) has the advantage that one more observation is
made available, since the first observation does not have to be dropped.

Three plausible estimating techniques are therefore available: sétting
5 = 0 (estimating in levels), estimating S ; and setting ; = 1 (estimating
the first differences). We examined the performance of these techniques when
f = .9 and when p = .98 , and in addition, for purposes of comparison; tried
estimating in levels when p=0. A scheﬁatic representation of the experiments
that were performed is shown in Table 1. There are nine combinations of true
values of p and assumptions about p . Each 'box' in Table 1 shows what
experiments were performed with the indicated true value and assumption. For
example, the box in the upper left-hand corner shows that three experiments
were performed with a true p of zero and an assumed p of zero: the LES
aﬁd GLES were estimated when the true system was LES, and the translog was
estimated when the true system was translog. ©Not all possible experiments were
performed. It seemed to us unlikely that a true p of zero would ever be
encountered, and even more unlikely that the econometrician would allow for
the possibility of its being non-zero if in fact it were zero. Thus two of
the boxes in the top row of the table are empty. The case that seemed most
plausible to us was p = .9, and for that reason the bulk of the experiments

were conducted for that case.



Assumed p:
True p

0.0

0.98

Of each pair, the system on the left of the hyphen is the

Table 1

Structure of the Experiments

0

LES-LES
LES~GLES
Tlog-Tlog

LES-LES

LES-GLES

LES-Tlog
Tlog~-Tlog
Tlog-LES
Tlog-GLES

LES-LES
Tlog-Tlog

Estimated

LES-LES

LES-GLES

LES-Tlog
Tlog-Tlog
Tlog-LES
Tlog_GLES

LES-LES
Tlog-Tlog

One that actually generated the data,

the right is the dne that was estimate

LES-LES

LES~GLES

LES-Tlog
Tlog-Tlog
Tlog-LES

.Tlog~GLES

LES-LES
Tlog-Tlog

and the system on
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A total of thirty experiments were performed. Since each experiment

involved fifty replications, a total of fifteen hundred nonlinear likelihood

functions had to be maximized. The optimization algorithm of Davidon, Fletcher
and Powell (See Goldfeld and Quandt [1972] and MacKinnon [1975}) was used

in almost all cases. In order to minimize the computational burden, the
algorithm was always started at the true values of the parameters. The computer
program for the algorithm terminates if either the step-size becomes negligible,
or the gradient becomes negligible, or the change in the function value becomes
negligible. A termination was accepted as' a maximum if the matrix of second
derivatives of the log-likelihood function was negative definite. No attempt
was made to check for multiple maxima, although the experience reported in
Chapter suggests that they may occur for the GLES. Any attempt to deal with
this problem would have been prohibitively expensive.

It is customary in reporting the results of sampling experiments to focus
almost exclusively on barameter estimates. This would be inadequate in the
present instance, for at least two reasons. First of all, the translog and LES
systems do not involve the same parametérs, so that looking at parameter
estimates would tell us little about the performance of the translog when the
truth is LES, and vice versa. Secondly, it is quite plausible that in nonlinear
systems certain parameters may be estimated very imprecisely, while the economically
interesting ﬁagnitudes may be’estimated with much greater Precision. As an

example, one would expect the parameters of

= a, X + a x2 + a x3 + x4 + 5 +
¥ 1 2 3 ! 8% u

to be estimated very imprecisely indeed with most time series data, but that
need not imply that estimates of dy/dx are equally imprecise. For two reasons,

then, one would like to examine the estimates of economically interesting
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magnitudes, as well as of parameter astimates.

The economically interesting magnitudes in this context are primarily
estimates of elasticities and expenditure shares. Demand equations and systems
of demand equations are often estimated simply to derive elasticity estimates,
and economists may be more apt to believe these estimates than the systems
that were used to derive them. It is therefore of considerable interest
to see just how good the elasticity estimates are in our experiments. If
estimated demand Systems are to be used in econometric models, they must not
only provide reliable elasticity estimates, but must ‘also bProvide reliable
estimates of expenditure shares. A system which estimateg elasticities per-
fectly would nevertheless be virtually useless for that burpose if its share
estimates were poor,

For these reasons, then, a considerable part of the analysis of our
results is devoted to looking at the Properties of elasticity and share
estimates. Unfortunately, these estimates.depend on income and Prices, as
well as on the parameters of the demand Systems. We have chosen to evaluate
them at Observation 21, the midpoint of the sample, which is also the point
where income and all priCes are unity , and where the translog can be inter-
preted as an approximation to an arbitrary system. The (uncompensated) price
elasticity of good i with respect to brice j evaluated at this point
will be reprgsented by nij r the income elasticity of good i by u i’
and the share spent on good i by LA

‘The experiments listed in Table 1 can be divided into two main groups --
those in which the model that is estimated is the one that actually generated
the data, and those in which it is not. The former will pe discussed first,
beginning with the eXperiments where there was in truth no autocoirelation.
We do not consider this to be a realistic case, but it provides a base with

which to compare the results of the other experiments, and an introduction to
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the way in which our results are tabulated.

6. Results when the True System is Estimated

The Case of p=0. Table 2 tabulates the true wlues, means and medians for the
LES, GLES and translog of the parameters of the systems and of the own price elas-
ticities, income elasticities and shares at the midpoint of the~samp1e. Examination

of these results suggests that all three systems do very well in this case,

and that bias is virtually absent. This is confirmed by the figures tabu-
lated in the columns headed "Bias". These represent the percentage of the
time that the estimated value fell below the true value. If the estimator is
unbiased and symmetrically distributed, one would expect this number to be
near fifty. More precisely, one would expect the actual number of times that
the estimated value fell below the true value (half the numbers reported in
the table, since the number of replicafions was fifty) to be distributed
according to the binomial distribution with n = 50 and p=.5. A test for bias
which is robust to possible non-normalities of the estimates is to test
whether p in fact equals .5. This can be done by using the normal
approximation to the binomial, with continuity correction. Critical values
at the .05 level are 35.14 and.64.86 percent. Values outside this range have
been marked with an asterisk. There is only one asterisk in Table 2, which is
no more than the number that could be expected by chance. Moreover, there
is no discernable pattern to the bias percentage, and most of them are very
close to fifty. It therefore seems séfe to conclude that, when p = 0, all
three systems yield unbiased estimates.

Table 3 tabulates the midspread, range and root mean square errors of
the estimates. These three different measures of how accurate the estimates

are contain different though overlapping information. The midspread is the
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preset o accordingly, while the practicing econometrician has no such infor-

mation to help him. However, it seems clear that prior information about p

may be useful, and that estimating p by maximum likelihood is not necessarily
the best course when the sample size is small.

Tables 11 and 12 examine the reliability of estimated asymptotic standard
errors, tabulating the percent of times that one and two standard errors
covered the true values. It is clear that when there is autocorrelation, estimated
asymptotic standard errors tend to be too low. This is most pronounced when

the systems are estimated in levels. For the translog, estimating in first
differences seems to yield standard errors that are quite reliable and even
perhaps slightly too large, but this is not the case for the LES or GLES. For
all three systems, the standard error associated with the estimate of p seems
to be particularly unreliable.

The LES is a special case of the GLES. If one estimates the GLES, one

may wish to test the hypothesis that the true system is LES by testing whether
the true value of ¢ 1is one. One result of the underestimation of standard
errors is that such a test would often reject the true hypothesis that the system
is LES; even if p is estimated, that mistake would be made about 34 percent

of the time.‘ An alternative way to perform the same test is to look at minus
twice the difference of the log likelihood functions from the GLES and LES,

which should be distributed as xz(l) if the true system is LES. Even when

p was estimated, this likelihood ratio test led to rejection of the true

hypothesis 28 percent of the time. Thus tests based on standard errors and
likelihood ratio tests seem to be reasonably but not entirely consistent, and

both have too high a probability of type 1 error.
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Asymptotic Standard Error Performance, Translog

Table 12

~

p=0

N1
10*

10*

46%

46*

34%*

40%*

24%

N2

26%
20%
64*
66*
62%
60*

40*

N1
76

72

76

72

72

72

76

p=1
N2

98
94

98

86*

94

90

90

~

p estimated

N1
36%

36%

54 %

66

62

54*

74

32%*

N2
62%

64*

94

92

84%

86*

88*

66*

31.
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" Estimates of the LES and GLES do not always make economic sense
(see Section 2 above). If an econometrician estimated one of those systems
;and found that o or any of the qi's were negative, or that
any of the shares at the‘ﬁidpoint were negative, or that utility was
undefined at the_midpoint, he would surely dismiss the estimates as absurd,
and assume that the system was incorrectly specified. The number of
times that this would have happened in each of our experiments in which the
LES or GLES was estimated has been tabulated in Table 13. Note that the case
in which the true system is not LES {see sectionr7 below) is included in the
table. Table 13 emphasizes how bad the estimateé are when the systems are

estimated in differences, but shows that implausible estimates are not

restricted to that case.

In order to check that our results did not depend heavily on the choice
of p , the translog and LES were estimgted on data generated with a true o
of .98, using all three estimating techniques. The results were similar
to those for p = .9, and hence are not tabulated. 1In particular, we had expected
estimating E.Ln first differences to perform well when p was .98, but it
actually performed badly. Estimating p seemed to be the best technique for

both systems, but estimating in levels again worked reasonably well. We are
thus confident that the choice of ¢ 1is not crucial to any of our results,

provided that p is not too small.

7. The Effects of Misspecification

Few economists believe that observed demand shares are generated by
models as simple as the LES and the translog.’ Nevertheless, they may estimate

such models anyway, in the hope that they will thereby get reliable estimates
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Table 13

Plausibility of LES and GLES Estimates

True and Estimated Percent of Estimates that
True)p‘ Estimated p Systems were Unacceptable
0 o LES - LES 0
0 0 LES - GLES 0
.9 0 LES - LES 8
.9 0 LES - GLES 18
.9 0 Tlog - LES _ 2
.9 0 Tlog - GLES 2
.9 1 LES - LES 64
.9 1 LES - GLES 66
.9 1 Tlog - LES 42
.9 1 Tlog - GLES 54
.9 est. . LES - LES 4
.9 est. LES - GLES 2
.9 est. Tlog - LES : 40
.9 est. Tlog - GLES 16
98 0 LES - LES 16
98 1 LES - LES » 30
98 est. LES - LES 10
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of elasticities and shares. In order to see whether this is a reasonable hope,
we estimated the LES and GLES using data generated by the translog, and the

translog using data generated by the LES. Nine different experiments were

performed, with p equal to .9 in all cases, and the usual three error

‘specifications were used for all three systems. Tables 14, 15 and 16 tabulate
measures of central tendency and bias which may be compared to those in Tables
5, 6 and 7, and Tables 18, 19 ana 20 tabulate measures of dispersion which may
be compared to those in Tables 8, 9 and 10. The comparison is generally very
unfavorable to the misspecified systems.

Just how severely misspecitication causes bias can be seen dramatically in
Table 17, which tabulates the percentage of the time that the fitted value fell
below the true value for all price and incoﬁe elasticities, shares and p , for
all three systems both correctly and incorrectly specified, with p always
estimated. All the share estimates from the misspecified systems are severely
biased, and so are many of the elasticity estimates. Rather remarkably, the
LES, which is the most restrictive system, produces less biased estimates than

the GLES or the translog, which is supposed to be able to appréximate any

utility function. It is also of interest that p was always over—-estimated
when the traﬁslog was fiﬁted to LES shares, since it was almost always under-
estimated when the translog was fitted to translog shares. One may speculate
that the very high values of p which.are sometimes achieved in practice reflect
misspecification.

Our results suggest that demand systems such as the LES and the translog

cannot be expected to perform well when they did not generate the data. It would
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clearly be of interest to experiment with other systems and with data generated

in a more complicated way, but that would exceed the scope of this chapter.

8. Conclusions
The experiments performed in this paper have attempted to replicate as
far as possible the situatién faced by researchers attempting to estimate demand
systems from aggregate time series data. We hope that our conclusions will
influence future research in this area. They are'as follows.

1. If the true system is known and if the tfue‘érror terms do not exhibit
autocorrelation, it appears to be possible to get excellent estimates.

2, If thé true system is not known, estimates are likely to be biased
‘and unreliable.

3. Estimating in first differences should always be avoided. When there

is autocorrelation the best procedure is probably to estimate p , but
estimating in levels is nc bad, and may actually give the best share estimates.
Prior information about p may be very valuable.

4. Estimated asymptotic standard errors are usually too low when there
is autocorrelation, sometimes by a substantial margin.

5. The distributions of parémeter and other estimétes are often far from
normal when there is autocorrelation, and extreme values are likely to be

encountered.
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Footnotes

* We are greatly indebted to Professor R.E. Quandt for helpful advice
at all stages of this paper's preparation. We should also like to thank

0.C. Ashenfelter and S.M. Goldfeld for valuable suggestions. Any errors that
remain are ours alone. All computations were performed on an IBM 360/91

belonging to Princeton University.
1. Abbott and Ashenfelter [1974] and Parks [1969] each estimated several

different demand systems using the same data, and.fouﬁd that elasticities varied

substantially with the model estimated.
2. Some examples are: Abbott and Ashenfelter [1974], 39 observations;

Kiefer [1975], 39 observations; Lluch and Williams {1975], 43 observations;

MacKinnon [1975], 38 observations.
3. Examples of the former include Brown and Heien [1972], and Wales

[1971]; examples of the latter include Abbott and Ashenfelter {1974] and

Kiefer [1975].



44.

References

Abbott, Michael and Orley C. Ashenfelter, "Labor Supply, Commodity Demand, and
the Allocation of Time," Industrial Relations Section Working Paper #57,
Princeton University, November 1974.

Barten, A.P., "Maximum Likelihood Estimation of a Complete System of Demand
Equations," European Economic Review, 1, 1969, pp. 7-73.

Berndt, E.R. and N.E. Savin, "Estimation and Hypothesis Testing in Singular
Equation Systems with Autoregressive Disturbances," Econometrica, forth-
coming 1975.

Brown, A. and A. Deaton, "Models of Consumer Behavior: A Survey," Economic
Journal, 82, 1972, pp. 1145-1236.

Brown, M. and D. Heien, "The S-Branch Utility Tree: A Generalization of the
Linear Expenditure System," Econometrica, 40, 1972, . 737-747.

Christensen, L.R. and Dale Jorgenson and Lawrence J. Lau, "Transcendental
Logarithmic Utility Functions,™ Institute for Mathematical Studies in
the Social Sciences Technical Report #94, Stanford University, March 1973.

Goldfeld, S.M. and R.E. Quandt, Nonlinear Methods in Econometrics, Amsterdam,
North-Holland, 1972.

Kendall, M.G. and A. Stuart, The Advanced Theory of Statistics, Vol. 2, New
York, Hafner, 1961.

Kiefer, Nicholas M., "Quadratic Utility, Labor Supply and Commodity Demand,"
1975. :

Lluch, C. and R. Williams, "Consumer Demand Systems and Aggregate Consumption

in the U.S.A.: An Application of the Extended Linear Expenditure System,"
Canadian Journal of Economics, 8, 1975, pp- 49-66.

MacKinnon, James G., "Estimating the Linear Expenditure System and its
Generalizations," 1975.

Parks, R.W., "Systems of Demand Equations: An Empirical Comparison of
Alternative Functional Forms," Econometrica, 37, 1969, pp. 629-650.

Quandt, R.E., "A Note on Amemiya's Nonlinear Two~Stadge Least Squares Estimators,"”
Econometric Research Program, Princeton University, Memorandum #178, 1975.

Tukey, J.W., Exploratory Data Analysis, Vol. 1. Limited Preliminary Edition,
New York, McGraw-Hill, 1971.

Wales, Terence J., "A Generalized Linear Expenditure Model of the Demand for
Nondurable Goods in Canada," Canadian Journal of Economics, 4, 1971,
pp. 1471-1484. '




45,

Appendix
The income and price series that were used in all the experiments reported

on in this paper are listed in Table Al. These series were generated by random

processes of the following type:

i i ii i
= +e + .
g = Prog (9 e tarvy)

P
1 2 3 ) 4 .
g was 1.038, g~ was 1.042, g was 1.03 and g (for income) was 1.06.

al, a2 and a3 were 1.0, and a4 was 1.5, Ve .was normally distributed

with mean 0 and variance .0004. et was normally distributed with mean O and

variance .004[(91-1)/(g4—l)]2 . All series were then normalized to unity at

observation 21.
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14
15
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18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
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INCOME

0.4826434188
0.49732993400
0.5282387831
0.5320597814
0.5416317579
1.5258896341
0.5428726165
9.5675151048
0.6111275552
0.6378763315
0.7095817908
0.7419041107
0.7429461816
0.7581331759
0.7944493542
0.3239321306
0.8719066969
7.9087000913
0.9330066199
0.9859055356
1.0000000900
1.0864547846
1.1827186056
1.1773937310
1.2392871709
1.2975118640
1.3521659766
1.4711872051
1.5267519019
1.5692298035
1.7017670337
1.8148178253
1.8470124826
1.9211384217
1.9227209464
2.0084080157
2.1101382967
2.3160238816
2.4713281874
2.6324755309

Table Al

Income 2nd Price Series

PRICE 1

0.6045165103
0.6167753478
0.6368720140
0.6408252114
0.65268u48378

0.6522707199 .

0.6538655089
0.6710305370
0.6990311078
0.7242941669
0.7839113079
0.8219697274
0.8361590007
0.8568834328
0.8679485667
0.8587197010
0.9098053484
0.9410872797
0.9591130362
0.9762876921
1.0000002000
1.0267593036
1.0731057541
1.0590655314
1.1229799790
1.1117031498
1.1078174028
1.1741978369
1.2110563326
1.2455384605
1.3122133052
1.371984934 1
1.3565331234
1.64350591998
1. 4862545524

1.5065083411

1.5686036886
1.7206465497
1.8456320422
1.9008523332

PRICE 2

0.4919483239
0.5147707013
0.5409417521
0.5427287332
0.5533529507
0.5756706249
0.5973213641
0.6014462881
0.6354573704
0.6587750185
0.7131350589

0.7402003404

0.7644212013

' 0.7911097829
0.8157872732

0.824988326°
0.8906151011

0.9386111208%8"

0.9707463920
0.9635471580
1.0000000000
1.0492333232
1.1039573306
1.0996421693
1.1885546958
1.2005588166
1.2059354750
1.2311217618
1.2730187866
1.3545664416
1.4109380332
1.5137185049
1.5600526034
1.5792824358
1.6142118144
1.6317899646
1.6860173216
1.7770283490
1.8642437427
1.9935325202

46,

P2TICE 3

0.6351125227
0.6544333350
0.6736539433
0.6681351526
0.6860148021
0.6957046010
0.6961745820
0.7068263661
0.7360304757
0.7517335907
0.8108584362
0.8278253226
0.8414826498
0.8566750955
0.8670957486
0.8929878367
0.9374514025
0.9727064460
0.9864336214
1.0028849069
1.0000000000
1.0334960087
1.0614933903
1.0518193878
1.0898486693
1. 0780654056
1.0935070733
1.1317301952
1. 1669866054
1.2093885851
1.2497278427
1.2824789805
1.2609382053
1.2977671910
1.306U4517036
1.3004790064
1.3158425133
1.3984663556
1.4667840713
1.4997394076



