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ABSTRACT

The mutual compatibility of four recently discussed
axioms on solution concepts for extensive form games is
explored. Various subsets of the axioms are shown to be
inconsistent, and it is demonstrated that the results are

robust to certain weakenings of the axioms.



I. Introduction

Recent contributions by Selten (1965 and 1975),
Harsanyi (1976), Myerson (1978), and others have discussed
the problem of Nash equilibria (Nash, 1951) that specify
intuitively implausible behavior for some or all agents.
The disquiet felt about the Nash solution concept has led
to the suggestion that there are various axiomafic require-
ments that a satisfactory solution concept ought to satisfy.
At a recent conference,l E. Kohlberg discussed a set of four
such axioms. While Kohlberg has conjectured that there
exists a solution concept satisfying these properties
generically, the possibility of satisfying these everywhere
is apparently an open question.2 This note demonstrates
" that the four axioms are mutually inconsistent. Indeed,
we -show that a much weaker set of requirements is also

inconsistent.

Ii. Notation and Definitions

We restrict ourselves to finite n-person non-cooperative
games in extensive form. We provide below a very brief |
description of such a game. A more detailed treatment may

be found in Selten (1975), whose notation we have adopted.

l1981, N.B.E.R. Conference on Mathematical Economics,
(University of California at Berkeley).

2We wish to thank Hugo Sonnenschein for bringing
this gquesticn to our attention.



An extensive form game T may be written as
r = (k, p, U, C, h)

where the elements of T are as described below. K is a

topological tree. It is defined by a set of vertices X ,

and a set of edges or alternatives A , which connect certain
pairs of vertices. The set of endpoints of K is denoted
by 2 . P = (Pl,...,Pn) is the player partition. It
partitions the non-terminal vertices of X into player
sets. U =‘(Ul"“'Un) is fhe information partition;
it partitions Pi into information sets. 'Au is the set
of all alternatives at vertices x e u , where ue U .
A choice ¢ at u e U is a subset of Au that contains
exactly one alternative at x for every x e u . C is
the choice partition. It partitions A into choices c¢ .
Cu - is the set of all choices at the information set u ;
it partitions Au .

A pure strategy L of player 1 1is a function
assigning to each information set u e U, a choice c e C .

1 u

n; denotes the set of &ll pure strategies of player i .

A mixed strategy q. is a probability distribution over
i

Hi. It assigns a probability qi(ni) to each Ty € Iy .

Q; denotes the set of all mixed strategies of player i .

The payoff function h assigns to each endpoint z e 2



an n-tuple of payoffs. H(ql,...,qn) is the n-tuple of

expected payoffs associated with the profile of mixed

strategies (ql,...,qn). A strategy profile (ql,...,qn) €

le...x Q, is a Nash equilibrium if Hi(ql""’qi—lfqi’
qi+1""’qn) 2 Hi(ql"‘"qi-l’qi’qi+1""’qn) for all

g!

i € Qi’ for each 1 . More generally, a solution concept

F associates with the game T , a set of strategy profiles
in T

A vertex x 1s said to come after a choice ¢ if
the path from the origin to x contains an edge in ¢ .
An edge a is said to come after a choice ¢ if a ¢ c
and the path from the origin to a contains an edge in c¢
A vertex Xx 1is said to come after a vertex y 'if X7y
and the path from the origin to x contains y . An edge
a 1s said to come after a vertex y 1if a 1is contained
in any path from y to any terminal node.

We say that game o= (ﬁ, ﬁ, ﬁ, 6, ﬁ) is obtained
from game T = (K, P, U, C, h) by removing some choice

c*¥ e C 3y at some player's information set wu* ¢ U, 1f

(1) K, P, U, and C are identical to X, P, U, and C
but for the deletion of:
(a) vertices that come after the choice c¥
(b) edges that are part of, or come after,
the choice c¢*
(2) h 4is the restriction of h to 7 , where

~

Z C Z 1is the set of terminal nodes of T



A formal definition of the removal of a choice is given in

Note 1.

~

Let T and I be defined as above. A pure strategy

m; € II; for player i is said to be admissible with

~

respect to T 1if
i #Kk or
*
T (u*) # c* .

A mixed strategy g9; € Q for player i 1is said to be

>~

admissible with respect to I if

i

i #k or

qk(nk) > 0 implies m is admissible with

respect to T .

The prdjection n(ni) of an admissible pure strategy

P A

-

LI € Hi of T on T is Ty € Hi such that

-~ ~

TTi (U)

~ -~ -~
ni(u)/\ AG + for each u , where u satisfies u =

u/N X . The projection n(qi) of an admissible mixed

strategy q; € Qi of T on T is q; € Qi such that
q; (n(w;)) = q; (m;) , for all admissible LFRE
Let ('ﬂ/;k) (TTlr---lﬂk__ll;kl'nk_i_lr---l'ﬂn) .
A pure strategy nﬁ € Iy is said to be dominated if there
. L
exists T € Hk such that

Hi(n/n"() > Hi('n/'nl:) for all 1 € Hlx . eeX IIn

L -— £
and ,Hi("/“k) > Hi(ﬂ/uk) for some 7 € Myx ...x n, -



A choice c¥* ¢ Cu* at u#* e_Uk is dominated if
* = * 3 . )
T o€ Iy and wk(u ) 'c 1mp1y that T, 1s a dominated
strategy.
Let 1t be a subgame3 of T and X, be ifs origin.

Let 1t have a unique Nash equilibrium r = (rl,...,rn).
We say that f is obtained from T by replacing the subgame

‘'t , 1f T 1s obtained from T by removing all edges and

vertices that come after > S and by assigning to X,

(the new terminal node thus created in the reduced game r )
the payoff vector ‘HT(r*).Ll Again, a formal definition is

provided in a note (see Note 2).

Let T , 1, and T be as defined above. The restric-

—
C'-
0O
b
H
o2}

tion w(ni) of a pure strategy =w, e I, of

-~ ~

T, € Ty such that ni(u) = ni(u) for every u e U, . The

restriction w(qi) of a mixed strategy qy € Q; of T on

~ -

I is q; € Q; such that q; (p(ny)) = q;(r;) for all

T o .
my € Oy Let Uy = {ufueU; and u ¢ Us;}. The extension

-~ -~ -~

¢(;i) of a pure strategy LETILR of T to T is

Ty € Hi such that

wi(u) = ;i(u) for every u e Uy
— T
and ni(u) = ri(u) for every u ¢ Ui

The extension @(&i) of a mixed strategy &i e Q. of T

3For a definition of a subgame, see Selten (1975).

AHT(-) is the expected payoff funiction of the subgame r.



to I 1s q4 ¢ Qi satisfying

qs(e(r;)) = qu(7,) for all 7, eI .

III. The Proposed Axioms

The four axioms are stated, somewhat informally,

below.
(Al) Dependence on Normal Form.

If Fl and F2 are extensive form games
having the same normal form G , then
F(ry) = F(rz) .
This axiom is motivated by the belief that while information
about the structure of a game is lost in moving from the
extensive form to the normal form,

all strategically relevant

information is preserved. Underlying this view is the

fact that there is, by definition, an isomorphism between

the strategy space of an extensive form game and the
strategy space of the associated normal form.

(A2) Nonemptiness.

F(T) # ¢ for all T , where ¢ denotes the
‘empty set.
(A2) simply requires that every game must have at least one
solution. It is, however, a nontfivial requirement. One
might, for instance, only be willing to regard a strategy

profile as a "solution" if the strategies comprising it

were the only ones that could plausibly be chosen. It seems



that many games will nof be predictable in this sense, and
thus would be assigned empty solution sets, in violation of
(A2). The following axiom (A2'), is less vulnerable to
this objection. Substantially weaker than (A2), it requires
that a solution exist only if the game in question has a
unique Nash equilibrium.
(A2') Weak Nonemptiness.
If the game I' has a unique Nash equilibrium,
then F(T) # ¢ .
We note that (A2') is not one of the four basic axioms in
question.
(A3) Dominance.
if E is obtained from I' by removing a set of
dominated choices, then
(1) (ql,...,qn) € F(I') implies that
(a) 93 is admissible with respect to
I, for all i, and (b) (n(gqd,--5Ma)) e F(T) -
(ii) (al,.;.,gn) € F(;) implies that there
exists (ql,...,qn) € F(I') such that q;
is admissible with respect to ; for all
i , and n(qi) = éi for all i .
This axiom may be motivated as follows. Any strategy that
involves a dominated choice is a dominated strategy. Hence
a player who makes a dominated choice is exposing himself

to unnecessary risk, in the sense that there are strategies



available to other players that result in avoidable losses
to the player in QUestionf
(a4) (Weak) Subgame Replacemeht (See Note 3)
Let 1 be a subgame of r and let T have
a unique Nash equilibrium r = (rl,...,rn).
Let T be obtained from I'' by replacing the
subgame t . Then subgame replacement requires

¢

that
(i) {qi}‘ € F(r) implies:
(a) qi(u) = ri(u) for all u € UE, for each‘i,
(0) {vlg;)} e F(Fy .
(ii) {g;} e F(T) implies {0(3)} e F(I) .
This axiom is motivated by the notion that if a subgame
(with origin TT) of a game has only one plausible outcome

H*; then player behavior must be consistent with the belief

that if the node XT is reached, then H* will result.

IV. Inconsistency of the Axioms.
In this section we provide an example which shows that
a strict subset of the four axioms is inconsistent. Consider

the extensive form game T :

(1,1)

Y]

11

I (1,0) r
(0,0)

(1,1)



The pure strategies for player I are a, and ay - Since
player II has two choices at each of his two information

sets, he has four pure strategies. These can be written

B, = (a,d)
B, = (a,c)
gy = (b,d)
By = (b,c)
Notice that choice a, is dominated by choice ay7
" b " " " " a ; and
" c " " " '. v da .

Removal of the dominated choices Qg b, and c yields

,/ (1,1)
a ) .

I1

Any strategy profile of T for which any of the choices
Qo r b, or ¢ is made with positive probability, is
inadmissible with respect to ;l . Hence (al,Bl) is
the only strategy profile of T which is admissible with

~

respect to 'y . Thus F(T) # ¢ implies F(T) = {(ay,B7)1}-



1G.

But by (A2'), F(Iy) # ¢ and by (A3)(ii),
F(;l) # ¢ 1implies F(I') # ¢ . Therefore, F(I) = {(al,Bl)} (1)
However, removal of the dominated choices b and c

yields

(1,1)

(1,1)

Applying (A3) (i) to T and P2 ¢+ We have that (a1’81) € F(TI)
imglies (al,sl) € F(rz). But (al,sl) € F(rz) implies
(az,sl) € F(rz) (see Note 4). By (A3) (ii),

(az,Bl) € F(Pz) implies (az,Bl) € F(I') . This
contradicts (l1). We have thus established the following

proposition:

Proposition 1. There exists no F satisfying
(A2') and (A3). .Since (A2') implies

(A2), we have also established:

Corollary 1. There exists no F satisfying (A2) and
(A3).
Note that (Al) and (A4) were not required in generating a

contradiction.
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V. Simultaneous Dominance.

In this section we replace the troublesome axiom of
dominance by a related, but weaker axiom, which we call
simultaneous dominance.

Simultaneous Dominance

If- T 1is obtained from T by removing all dominated

choices at all information sets, then

(1) {g;} e F(I) implies

(a) gq. 1is admissible with respect to T,

i
for each 1

(b) (n(ql):---:n(qn)) e F(I') .
(ii) {ai} € F(f) implies that there exists {qﬂ-e F(TI)

such that 93 is admissible with respect to

r for each i , and n(qi) = q. , for each i .

i
The proof of the following proposition concerning simultaneous
dominance is closely related to that of Proposition 1.

Proposition 2. There exists no F satisfying (A2'),

simultaneous dominance, and (A4).

Proof: Consider the game I introduced in Section IV.

As noted there, the set of dominated choices is {az, b, c}.
Removal of these yields 52 , and by the arguments in the
proof of Proposition 1, we have F(r) = {(al,Bl)} .

Removal of the subgames
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- (1,1)
II T
b
(110)
and
0,0)
C
II T2
d
l'l)
yields
Sl {(1,1)
1 T
) (1,1)

By (A4)(i)(b), (aj,8;) € F(I) implies (a;) e F(T) .
Also, (al) € F(F) implies (az) € F(?) - (See Note 4).
By (A4)(ii), (a,) € F(I) implies (a,,B;) € F(I) . But
this contradicts {(al,Bl)} = F(TI') ., 56 fhe proof 1is

complete.
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Vi. The Normal Form

This section addresses the question of whether
it is possible to require that subgame replacement be satisfied
by a solution concept using only infqrmation from the normal
form. The answer is perhaps the most revealing of the
inconsistency results presented in this paper.

Proposition 3: There exists no F satisfying

(Al), (A2), and (A4).

Proof: Consider the games rl and r2 :

ry and r, have the same normal form, which may be

written as G below:
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II
B4 Bs
;%1 ),
as (1,1)} (0,0)
(Al) implies that F(ry) = F(rz)

T and T5

II

(1,1)

(Ad) (i) (a) applied to Fl

and

. Replacing the subgames

(1,1)

(0,0)

~

1 and r, respectively, we obtain ry and r, :

By (1,1)
1T R
Bo
l'l)
Fl glves:

(a,B) € F(Pﬁ implies B = By «
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where @ and B denote mixed strategies for players I and
II respectively, and Bl may be regarded as the mixed
strategy that assigns probability 1 to the pure strategy By-

Applying (A4) (i) (a) to FZ and FZ , we have
(asB) € F(I',) implies a = a; . Thus, (a,8) e F(Ij)NF(T,)
implies (a,8) = (aj,By)- But by (Al), F(I;) = F(T,) .
and hence (a,8) e F(I;), i=1,2, implies (a,8) = (ay,8;) -
Combining this with nonemptiness (A2), we have

(a;,87) € F(Iy) -

Then by (A4) (i)(b), oy € F(T;), which implies a, € F(T;)
(see Note 4). (A4) (i1i) implies (az,sl) € F(rl), a

contradiction.

\

VII. Conclusion

One way of responding to the questions raised by
Propositions 1-3 is to explore the possibility that the
various sets of axioms can be satisfieé "almost everywhere."
1f, howevet, one 1s looking for axioms that must be
satisfied universally, the results here.rule out dominance
as a satisfactory criterion: it conflicts with weak
nonemptiness, a truly innocuous axiom. The status of the
remaining axioms is unclear. Our feeling is that subgame

replacement, (A4), is a very attractive and reasonable
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requirement. Consequently, its incompatibility with (Al),
dependence on normal form, (given nonemptiness), is a serious
matter. Perhaps the information that is lost in the transition
from the extensive form to the normal form of a game is

less inconsequential than is sometimes supposed.

Princeton University
July 1981
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Note 1. 1In the text we provided an informal description of

the removal of a choice. This note gives a formal

definition.

~ ~

We say that game T = (X, P, U, C, h) is obtained
from game I' = (K, P, U, C, h) by removing. some choice
c* € Cu* at some information set u* € U, if the elements

of T satisfy:

; = {x € X|] x does ﬁot come after c*}
z =zN\x
A= {a € A |a ¢ c* and a does not come after c*}
5 = (;l":";n) where ;i = Pi/\ ; + for each i .
6 = (61,...,6n) where Gi = {9/\‘§l u e Ui} , for each
c = { cNa | ¢ e C}
Also, if u is defined by ; = u/A\g , U € U, then
ga = Au/\ g , for each ; € 6 .

<3 {c/\.Au | c e Cu} for each u

h{(z) = h(z) for each z ¢ Z

Note 2. We provide here a formal definition of subgame

~

replacement. The game T = (K, §, U, C, h) 1is obtained
from the game T = (K, P, U, C, h) by the replacement of a
subgame 1 (with origin xT) having a unique Nash

equilibrium r = (rl,...,rn), if the elements of T satisfy:
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®l
I

{x € X |x does not come after x_}

= {x_) U zN\3)

—

N

l

z¢ ={ x e X] x ¢ E}

A= {a € A | a does not come after x_}

; = {Ei} where 51 = Pi/\ Ec' for each i.

U = { ﬁi}_ where Gi = {u/\ ic/u € Ui}, for each 1.
XG = Az for each U e U .

C= {(cNE|cecy

EE = Cy for each 1T « U .

—~

h(z) = h(z), for each z € Zm;; ljx(xT) = H' ().

Note 3. We refer to (A4) as weak subgame replacement, since

more generally one might want to permit the replacement
of subgames with unique Nash eqguilibria in mixed strategies,

or even subgames having multiple equilibria that are equivalent

and interchangeable (see Luce and Raiffa (1957)}. For

convenience, in the remainder of the paper we call (A4)

subgame replacement.

Note 4. It is clear that a given extensive form game has

many geometric representations, each of which may be labelled

according to taste. We take it to be understood that the

solution set must be independent of the particular geometric

orientation employed, or the labels one chooses to use.



~

The game T, (of section IV) has the following

equivalent representations:

(1,1)

(1)

(1,1)
(1,1)

I (ii)
(1,1)
Ii/,.i/(l'l)

I (iii)
(1,1)

each of which orients or labels in a different way the

underlying skeletal form

189.
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- (1,1)

It (1,1)

Since player II has, in each case, only one choice at each
of his information sets, and hence only one strategy,

we may without ambiguity refer to this strategy as By
in each of the three representations above.

(i1) may be obtained from (i) via the labelling

rule ey * Yy

It follows that the strategy profile (al,Bl) of (i) is

equivalent to the profile (yl,al) of representation (ii).

We express this symbolically as

Now (ii) may also be obtained from (1ii), via the rule
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Consequently we write

Furthermore, we may regard (iii) as game (i) oriented

differently. This implies
(az’sl)(iii) — (az,Bl)(i)
Collecting these;observations, we have
(ayeByd 1)y = OraeByd (i) < (egeBy) (54y < (ap0By) (5

Thusl (QlIBl) (i) - ((12081) (i) ¢+ SO that (GllBl) € F(rz)

implies that (a2’81) € F(rz), as asserted in the proof

of Proposition 1. (A similar, but simpler argument establishes

that, in game. F of ‘Section V, (al) € F(I') implies
(az) € F(I).)

It is possible to restate the heuristic discussion
above rigorously and in general terms, using the formal

definition of an extensive form game, and by introducing

bijections between pairs of these games. This, however,

proves to be very clumsy, without providing further

illumination. Since the point being made in this note is

essentially very simple, we deemed the less formal discussion

given above more appropriate here.
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