¥F. J. Anscombe and R. J. Aumann

Econometric Research Program
‘Research Memorandum No. 30
16 August 1961

The research described in this paper was
supported partially by the Office .of Naval Research.
Reproduction, translation, publication, use and
disposal in whole -or in part by .or for the United

: States Government is permitted.

Princeton University
Econometric Research Program
92-A Nassau Street
Princeton, N. J.



1. Introduction. It is widely recognized that the word “probability"”

has two very different main senses. In its original meaning, which is still
the popular meaning, the word is roughly synonymous with plausibility. It
has reference to reasonableness of belief or expectation. If "logic" is
interpreted in a broad sense, then this kind of probability belongs to
logic. In its other meaning, which is that usually attributed to it by
statisticians, the word has reference to a type of physical phenomena,
known as random .or chance phenomena. If "physics" is interpreted in a
broad sense, then this kind of probability belongs to physics. Physical
probabilities can be determined empirically by noting the proportion of
successes in some trials. (The determination is inexact and unsure, like
all other physical determinations.)

In order to distinguish these two main senses, physical probabilities
will be referred to as "chances," whereas "probability" ungualified will
refer to logical probability.

Within the two main categories of logical probability (probability
proper) and physical probability (chances)y especially in the forwmer,
various lesser differences of meaning can be distinguished. In this paper
we are concerned with the personal or subjective concept of probability,
as considered by Ramsey [10] and Savage [11]. Probabilities and utilities
are defined in terms of a person's preferences, in.go far as these
preferences satisfy certain consistency assumptions. The definition is
constructive; that is, the probabilities and utilities can be calculated
from observed preferences.

Some persons, especially those with scientific training, are
acquainted with the mathematical theory of chances and consider it to be

an adequate theory for some kinds of physical phenomena - the uncertain



-outcomes of the spin of a roulette wheel, the toss of a coin, the roll of
a die, a random-number generator. They believe that equipment can be
found whose output conforms well with the theory of chances, with stated
values for the chances of the simple outcomes. It suffices for this
purpose that they believe that some one such plece of equipment exists,
for example, a fair coin, since any system of chances can be realized

by multiple use of such equipment. (The relation.of the theory of chances
with chance phenomena has been well illustrated by Kerrich [3].)

For such a person, his utilities can be defined in terms of chances,
as shown by von Neumann and Morgenstern [9]. The purpose of this note is
to define the person’s probabilities in terms of chances, by an extension
.of the von Neumann-Morgenstern theory. The addition of only two plausible
assumptions to those of utility theory enables us to define probabilities
with the appropriate properties, in a simple and natural way.

A discussion .of our approach in relation to some of the literature

will be found st the end of this note.

2. Iotteries. All of the following considerations are based on

the preferences of a single fixed individual, whom we call "you".

Let LIZ be a set of prizes. A lottery‘on Lff is a device for
deciding which prize in n/Z you will receive, on the basis of a single
observation that records which one of a set of mutually exclusive and
exhaustive uncertain events took place. It is possible that with each
of these uncertain events there is associated a known chance; for
example, this would be so if we were observing a single spin of a well-
made roulette wheel. On the other hand, it is possible that chances
cannot be associated with the uncertain events in question, or that

the values of such chances are unknown; for example, this would be



so if we were observing a horse race. To distinguish between the two
kinds of lotteries, we call the first a "roulette lottery,” and the
second a "horse lottery." To fix ideas, we shall discuss only horse
lotteries that are based on a single, fixed horse race. OQur object is

to define the probabilities which you assoclate with each of the possible
outcomes of this race.

In addition to the simple lotteries just described, we consider
campound lotteries. These are constructed from simple lotteries ﬁy iter-
ation; a lottery whose prizes are other lotteries is a compound lottery.
A compound lottery may be compounded from roulette lotteries only, or
from roulette lotteries and horse lotteries; but since we are considering
only one horse race, a compound lottery cannot be compounded from horse
lotteries only. Von Neumann-Morgenstern utilities are constructed on the
basis of preference comparisons between campound roulette lotteries; in
a similar mamner, our subjective prcbabilities will be constructed on
the basis of preference comparisons between lotteries that are com-

pounded from horse and roulette lotteries.

5. Assumptions. Perhaps the most lucid published account of the

von Neumann-Morgenstern utility theory is thatvof.luce and Raiffa [8].

As we do not want to take up room by reviewing utility theory here, we
adopt their version .and take it as known; however, a reader familiar with
any version of utility theory will have no difficulty in following our
discussion. We note that though Iuce and Raiffa assume that the set

uf? of basic prizes is finite, they make use of this agssumption .only in
concluding that there is a most desired prize Al. and a least desired
prize Ar s Such that Al is preferred to Ar (Al >’Ar) and for any
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prize Ai the following two "preference or indifference" relations hold:
A >>Aq s A, E'A . We shall assume this directly, and not assume that

1~"1 i r
\;ﬁi is finite.

We use utility theory on two levels. First, we suppose that you

have a preference ordering on Tﬁ? that satisfies the axioms of utility
theory, where 7%2 is the set of all (simple or compound) roulette lotteries
with prizes in,/f . It follows that it is possible to define a utility

function u on 7%? 3 we normalize this utility function so that u(A =1

1)

and u(Ar) =0 . Becond, let us assume that the horse race under consider-
ation has exactly s mutually exclusive and exhaustive possible outcomes,

denoted by hl yensy hs . For any s roulette lotteries Rl 3eeoy RS 5

the symbol [R

L e, RS] will denote the (compound) horse lottery that

yields you the roulette lottery Rl if the outcome of the race is
hl » R2 if the outcome is h2 » and so on. The set of all such horse

lotteries will be denoted by ﬁ&f . - We can now define roulette lotteries

whose prizes are such horse lotteries, i.e., members of J%/ rather than

members of Vf? - We suppose that on this new set of roulette lotteries

with prizes in %%' you also have a preference ordering that satisfies the
. ‘s . 4 ;

axioms of utility theory (with /¢( taking the place of the basic set uﬁf

of prizes). Furthermore, we make the following two additional assumptions:

ASSUMPTION 1.  (Monotonicity in the prizes) It Rif%'Rig , then

[Rl ,eees B 5eeey R 12> [R 5eees By" 5eees R

S

ASSUMPTION 2. (Reversal of order in compound lotteries) Ir

(lel;,oncg kak) denotes the roulebtte lottery that yields B with

1

chance fl s B2 with chance f2 » and so on, then

1
R

(f LY

1 k k
N PR £ IR 5eees RS]) w~

1 k
~ LR oo, £,R)

1L
1 k

1's ks

) seees (£1R 5,000, £.R)]



Assumption 1 says that if two horse lotteries are identical except
for the prizes associated with one outcome, then your preference between
the lotteries is governed by your preference between the prizes associ-
ated with that outcome. It is very much akin to Iuce and Raiffa's
"substitutability” assumption. Assumption 2 says that if the prize you
receive is to be determined by both a horse race and the spin of a
roulette wheel, then it is immaterial whether the wheel is spun before
or after the race. This ig akin in spirit to Iuce and Raiffa’s "reduc-
tion of compound lotteries" assumption (sometimes called the “algebra of
combining" assumption), but is even more plausible than the latter.

Here the "joy in gambling" is not abstracted away, and the chances fi

are not combined in any way.

L. Existence of subjective probabilities. From Assumption 1 it

follows that [Al . Al] is the most desired, and [Ar seces Ar] the
least desired horse lottery. Since the axioms of utility theory hold,
we can define a utility function u on J%( and on the roulette lotteries

on j?( ; we normalize it so that u[A1 seoos Al].= 1 and u[Ar poeey Ar} =0 .

summing

THEOREM. There are s non-negative numbers Py seees Py

to 1, such that for all [R ,..., B¢ ¥ ,

u[R:L seees RS] = plu(Rl) + aee +-psu(RS) .

The number pi is called the subjective probability of the outcome

hi of the race.

The u on the left side of the displayed equation is the utility
on 3[ defined in the previous paragraph, while that on the right side is
that defined on 7%?_in the previous section. From the theorem it follows

that ufR ;..., Rl = u(R) , so that we could identify [R ,..., R]
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with R , and think of the preference order as being defined on all
lotteries simultaneously; but this is not necessary for the proof of the
theorem.

To prove the theorem, note first that by Assumption 1 any horse
lottery is determined up to indifference by the utilities of its
entries; so that by abusing our symbolism slighfly, we can write our
horse lotteries in the form [rl seeey rS] s where r, = u(R,) - In

i

s A/l =1 and ufo,..., 0] =

u[Ar yesay Ar] =0 . DNow define p, =u[0,..., 1 ,..., 0] , where the

particular, ull ,..., 1] = u[Al s

1 on the right side appears in spot i , and the other spots have 0O .

LEMMA. If for some kX >0 and for 1 =1 ,..., s , we have

0 < ry <1 and 0Z< kri <1, then

u[krl seeey kr ] =kulr, ,..., rs]

l 2

PROQF. First assume k < 1 . Then by Assumption 2 and the expected
utility property for utilities on ‘7€ s We have

[krl seeey kr ] = [krl + (1=k)0 ;.0 kr + (1-k)0] ~

~ (k[rl seens v 1, (1-k)[0 ,..., 0])
Hence

ulkr . krS] = kulr, ,..., rs] + (1-k) u[0 ,..., O] =

AR

i

ku[rl sesey rs]

Next, if k > 1 , it follows from the first half that

u[rl secey rs] u[krl/k yosas krs/k]

1 !
X u[krl seses krs] 3

and multiplying through by k , we complete the proof of the lemma.
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Returning to the proof of the theorem, we set ¢ = AR S
If ¢ =0, then all the r, = 0 , and the theorem is trivial. If ¢ >0,
then the ri/c are non-negative and sum to 1 , and hence from Assump-

tion 2 we conclude that

[rl/c yeeey rs/c] ~ ((rl/c)[l,o gecey O 5euey (rs/c)[o seees 0,1]1) .

Hence by the lemma (with k = l/c) and the expected utility property, we
have

U[R, 500, RS] = u[rl sesey I ] = u{crl/c seses crs/c]

1 s

cu[rl/c soeoy rs/c] =rc((rl/c) u{l,0 ,.c0y O] + ov. + (rs/c) ul0 ;..., 0,1])

TPy + o0 +T D = plu(Rl) + eoe +-psu(Rs) 5
and the proof of the theorem is complete.

If our construction of subjective probabilities is applied to a set
of exclusive and exhaustive outcomes hi -of some trial, such that each
outcome has a known chance £ s the -"horse lotteries" degenerate into
"roulette lotteries." (Formally this means that we are assuming
[Rl sesey RS] ~ (flRl seees fSRS) .) We now see at once from our defini-
tion of pi that pi = fi for all 1 . Thus in this case the subjective
probability of any outcome is equal to the chance associated with that
outcome. Since the twe are equal, it does not matter much which word or
symbol we use. The chance refers to the phenomenon, the probability
refers to your attitude towards the phenomenon, and they are in perfect
agreement.

To provide an adequate basis for the study of scientific inference,
the above development of probability needs some extension. Horses must
be translated into hypotheses, and the concept of observation must be

introduced. We do not pursue these topics here.
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D. Comparison with the literature.  Ramsey [10], de Finetti [2],

Koopman [%,5,6], Savage [11], Davidson and Suppes [1,13], Kraft, Pratt and
Seidenberg [7], Smith [12] and others have given definitions of subjective
probability. To our mind, the advantage of our approach lies in the sim-
plicity and a priori plausibility of our assumptions,. and the simplicity
of our construction and proof. The disadvantage lies in the fact that we
make use of chances; we do not consider it much of a disadvantage, but
that is a matter .of taste and viewpoint.

Anyone who wishes‘to avoid a concept of physical chance distinct from
probability may reinterpret our construction as a method of defining more
difficult probabilities in terms of easier ones. Such a person may con-
sider that probabilitiés can be assigned directly to the cutcomes of
-spins of a roulette wheel, flips of a coin, and suchlike, from consideram
tions of symmetry. The probabilities may be so widely agreed on as to
be,termed:impersonal,or_objective probabilities. Then our construction
can be used to define subjective probabilities for other sorts of out-

comes in terms of these objective probabilities.

To conclude, we make a comparison of our terminology and approach
with Savage®s [11]. Our "horse lottery" is his "act"™; our "outcome of
the race" is his "stéte‘of the world"; our "prize" is his(vconsequencen”
Of Savage’¥s six postulates, which he numbers Pl through P6 , we
share with him explicitly P1 (ordering;of the horse lotteries - it is
among the assumptions of utility theory). We also share P5 , which
Suppes [13] terms a structure axiom rather than a rationality axiom; it
is our assumption that A, >A . P2 and P35 (the "sure-thing"
principle) are represented by our Assumption 1, which is close to P35 .

P4 can be translated to our context by saying that your guess about



which horse will win is not affected by the size of the prize offered for
each horse. Inherent in the intuitive background of P4t is the assump-
tion that you explicitly guess which horse will win, anq that you are
able and willing to judge which of two horses has a higher probability
of winning. Thus P4 implicitly assumes the existence of comparative
probabilities; rather than. constructing subjective probgbilities from
preferences, Savage has constructed numerical subjective probabilities
from comparative subjective probabilities. There is nothing corresponding
to P4t in our approach. P6 is a continuity postulate which plays a role
in defining subjective probability similar to that of the continuity (or
"Archimidean") assumption of utility theory in defining the utility
function. Here again there is implicit use .of the prOb%bility notion;
but now we have not only comparative probabilities, butialso the exis~
tence of probabilities that are "small." Although there is nothing
directly corresponding to P6 in .our approach, we may say, very
roughly, that there is no need for such an assumption in our approach
because we start out with chances, which have a continuous range.

The heart of Savage's approach is P4 , which asserts the existence
of comparative probabilities. We feel that the preference relation is
a step closer to experience than the comparative probability relation,
and that it is desirable to base subjective probabilities on the
preference relation only, without any a priori veference - implicit or

explicit - to camparative probabilities.
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