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1
By Gregory C. Chow

In a recent paper, White [5] studies the asymptotic distribution of maximum-
likelihood estimators when the model is misspecified. This note points out that
the covariance matrix of the asymptotic distribution stated therein is incorrect.

Let £(-;B8) be the specified density function for n independent (vector) obser-

vations (yl,...,yn) = Y. The log-likelihood function is

(1) log L(Y;0) = log f(yi;e) .

™S

1

i

Under the assumption of differentiability of f, the maximum-likelihood (ML) esti-

mator § is obtained by solving

-1 3log L(Y¥;®) _
(2) n pmmarva—— 0.

Let g(.) be the true density function of Y, (i=1,...,n). For simplicity, assume

(3) z(B) = E[n_l log L(¥Y;8)] =

-1
J--.J[n ?logf(yile)]g(yl)...g(yn)dyl--.dyn
achieves a unique maximum at 6 = 6,. The vector O, can be regarded as the "true"
parameter vector of the misspecified model £(-;8). Under appropriate regularity
conditions, 6 is a consistent estimator of 0,, or more precisely the sequence {@n} is

a consistent estimator of f,. (We need not distinguish between strong consis~-

tency and weak consistency for the purpose of pointing out White's error.)



As usual, one can derive the asymptotic distribution of 6 by expanding (2)

about 6*,
-1 dlogL(Y;6,) -1 leogL(Y;e*) 5o S
(4) N ———e——+ | n sg5e—— + o1 [(B-8,) = o .
The solution of (4) is
2 - _y 3%1ogL(¥;6,) ), dlogL(v;e,)
(5) n 7(6-0,) = - n G507 + o(l) n —_—

a6 :

-1/2 -1/2 & '
Since n dlogL(Y;6,) /08 = n z Blogf(yi;e*)/ae is a sum of independent vec-
i=1

tors, it is asymptotically normal. Its expectation is zZero, or

3logL(Y;6*)

(6) E | ——sg— = 0

which results from differentiating (3) to obtain the maximum at 0,. Let

-1 leogL(Y;e*)
plim | -n = A(0,) .

3696"

n—ee

Then by (5), (6), and the central limit theorem, the asymptotic distribution of
n—l/

2 2 . . . .
(6—9*) is normal with mean zero and covariance matrix

9logL(Y;8,) 1

-1 -1 -
(7) A(e*) -« n Cov ——W_ . A(e*) .

The formula (7) has been used by Chow [1], [2] and [3], and was implied by Silvey
[4].

Theorem 3.2 of White [5] states that the covariance matrix of



(8) dlogL(Y;6,) ) ; Blogf(yi;e*)
RLS) 121 96
is
) g . Blogf(yi;e*) . Blogf(yi;e*)
. 36 96! :
i=1

The mistake lies in equating the covariance matrix of Blogf(yi;ﬁ*)/BS with

Blogf(yi;G*) dlogf(y,:0,)
26 20"

E
because

Blogf(yi;e*)

(10) E =5 # 0 .

The fact that (6) or the expectation of (8) is zero does not imply>that each
individual term Blogf(yi;e*)/BG has zero expectation. This point was stressed
in Chow [2, pp. 205-206], where the covariance matrix (7) was exhibited and its
estimation was discussed.2

To illustrate this point, let the true model be a normal linear regression

model with two sets of explanatory variables
2
(11) y = XB., +XB _+¢€ (Eee"' = Ioo)

1701 2702

and let the misspecified model result from omitting the second set

= *
(12) v XlB*l + g%

The log-likelihood of the latter model is



n

2 1 h vy 2
(13) - 5 log (2m) - 5 1og 07 = 5 (y-XB)) " (y-X)By) /07

The expectation of (13) evaluated by the true model (11) is

n 2 2_1 - ' - +e1/0°
(14) - 5 log (2M - 5 log 0” - 3 E[xl(BOl Bl)+X2802+e] [X1(501 Bl)+x2802 21/
= B 1og (2m -2 10g 0? - I [x (B -B)+x. B 1'[X (B -B)+XB ]
= T3 2 ~°%9 o2 1011 2Rt M1tor M R0z
o2
_ 2
202
Maximizing (14) with respect to 81 and 02 yields
(15a) B = B+ (X'x.) " rxrx.B
: *], 01 171 15202
2 2 e P R
(15b) o, = Go + n BOZXZ[I xl(xlxl) x1]x2802 .
For this model, with Xil denoting the i-th row of Xl’
1 1 2 1 . 2,2
1ogf(yi;6) = = E—log(Zﬂ) - 5 log 0" - 5—(yi-xi181) /c

2 .,
and the derivative of logf(yi;e) with respect to Bl evaluated at B*l and 0, 1S
(16) %, (y.=x!.B,.) /o .

11741 Ti1T*17 7T

The expectation of the column vector (16) is not zero because (Yi_xils*l) does
not necessarily have zero expectation for each i. Note that the sum of the terms
(16) over i has zero expectation, or the derivative of (13) with respect to Bl

evaluated at B*l and Oi has zero expectation since



(n Eixil(yi_xils*l) = B(xpy .e.ox ) (yoXgByy) = EX](y-X,B,)

' -1
s - - 1 ]
X IR Bgy + KBy = Xy Bop = X (X{X)) TKIX,B)]

-1
' - 1 J =
Xl[I Xl(Xlxl) Xl]XZBOZ o .

For this example with ©°' (Bi 62), Chow [1, p. 26] has evaluated

dlogL(Y;0,) dlogL(Y¥;0,) 0logL(Y;0,) Og
Cov| ——spy——— E - - - = — X
o8 BBl aBl Gi

1

which the reader can easily check. Using White's formula and (16), one would

obtain
Cov Eifgfﬁzi?jl— = g E 3109f(yi;9*) . Blng(yi7e*) = 6—4 g X, X . E(y,~-x!.p )2
= 0 T VY 1174 1T
381 =1 881 361 i=1 il17i17 ¥ TiltRL
which is incorrect since E(yi—xl'._lB*l)2 (i =1,...,n) do not all equal Gg, and not

even on the average.

The covariance matrix of the ML estimator for 0, of a misspecified model
depends on the true model. It would be nice if the covariance matrix could be
consistently estimated without specifying the true model, as White claims. If
White were correct, (9) could be replaced by its sample analogue, with E omitted
and 0, replaced by 6, to construct a consistent estimate of (7), with A(8,) also

replaced by its sample analogue

-1 logL(Y;@)
-0 3606"

which is consistent. Unfortunately, the error of using (9) invalidates White's



method of estimating the covariance matrix of the ML estimator for misspecified
models as well as the other claims of his paper [5] which depend on this covar-
iance matrix. The latter include his proposed modifications of the Lagrangian
multiplier and Wald test statistics [5, Theorems 3.4 and 3.5].

There may be situations in which the equality sign instead of the inequality

sign holds in equation (10) for a misspecified model, so that White's estimate of

the covariance matrix is consistent. However, as our regression example illus-
trates, most misspecified models in econometrics do not fall into these situa-
tions. The ML estimation of a misspecified simultaneous-equations model has

been treated in Chow [2] and [3] where a correctly specified model is postulated.
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FOOTNOTES

1 , .
I would like to thank Adrian Pagan for helpful comments and acknowledge
financial support from the National Science Foundation through Grant No. SES80-~

12582.

2

I quote from the above reference:
"However the estimation of Cov[BlogL*/Bell is not so simple.
One might propose the estimate

n Blogf(yilé*) logf(yi|§*)

z . , (2.12)
i=1 98, 98]

in view of the relation

n Blogf(y.le*)
I Cov = . (2.13)
=1 1

dlogL (Y, 0%)
361

The estimate (2.12) is inappfopriate because, while the expecta-
tion of BlogL(Y,G*)/BGl is zero, the expectations of its components
Blogf(yi\e*)/ael (i=1,...,n) are not zero when the correct model

is f(-|e°>. Eq. (3.11) of section 3, for example, shows that
Blogf(inG*)/Bel is not zero whefe 61 coﬁsists of coefficients of

the exogenous variables in a simultaneous—~equation model, to be

denoted by the elements of the matrix B in section 3."
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In a recent paper, White [5] studies the asymptotic distribution of maximum-
likelihood estimators when the model is misspecified. This note points out that
the covariance matrix of the asymptotic distribution stated therein is incorrect.

Let £(-;0) be the specified density function for n independent (vector) obser-

vations (yl,...,yn) = Y. The log-likelihood function isg

n
(1) log L(Y;0) = I 1log f(yi;e) .
i=1

Under the assumption of differentiability of f, the maximum-likelihood (ML) esti-
mator § is obtained by solving

-1 3log L(y;B)

(2) 58 = .

I
o

Let g(-) be the true density function of Y, (i =1,...,n). For simplicity, assume

(3) 2(6) = EMmT log L(Y;0)] =

-1
J...f[n ilogf(yi;G)]g(yl)...g(yn)dyl...dyn

achieves a unique maximum at 6 = 0,. The vector B, can be regarded as the "true"
parameter vector of the misspecified model £(-;8). Under appropriate regularity
conditions, @ is a consistent estimator of 0, or more precisely the sequence'{an} is

a consistent estimator of 8,. (We need not distinguish between strong consis-

tency and weak consistency for the purpose of pointing out White's error.)



As usual, one can derive the asymptotic distribution of © by expanding (2)

about 60,
1 dlogL(Y;0,) -1 leogL(Y;e*) .
(4) N ————+ | n sgagT— t oL [ (6-8,) = o .

The solution of (4) is

-1 BZlogL(Y;G*)
9630

0logL(Y;0,)

-1/2
n '——8'_6_‘_ .

(5) n'/?@®-6,) = | -n + o(1)

-1/2 -1/2 8
Since n 0logL(Y¥;6,) /36 = n z Blogf(yi;e*)/ae is a sum of independent vec-
i=1 :

tors, it is asymptotically normal. Its expectation is zero, or

dlogL(Y;6,)

(6) E 5

]
o

which results from differentiating (3) to obtain the maximum at 6 Let

.-
2
0" logL(Y;0,)

ERLE = A0, .

plim —n_l
n-—>ee

Then by (5), (6), and the central limit theorem, the asymptotic distribution of
-1/

2 A . . . \
n (6—8*) is normal with mean zero and covariance matrix

v 0logL(Y;6,) 1

(7) A(e*)“1 . n—lCov 35— . A(G*)_ .

The formula (7) has been used by Chow [1], [2] and [3], and was implied by Silvey
[4].

Theorem 3.2 of White [5] states that the covariance matrix of



;0
(8) dlogL(Y;6,) ~ ;

a6

Blogf(yi;e*)
30

i=1

is

n Blogf(yi;ﬁ*) 8logf(yi;8*)
(9) I E 58 . R .

i=

The mistake lies in equating the covariance matrix of Blogf(yi;e*)/ae with

Blogf(yi;e*) Blogf(yife*)

E 50 . 30"

because

Blogf(y.;e*)
(10) E ael £ 0 .

The fact that (6) or the expectation of (8) is zero does not imply.that each
individual term 31ogf(yi;9*)/39 has zero expectation. This point was stressed
in Chow [2, pp. 205-206], where the covariance matrix (7) was exhibited and its
estimation was discussed.2

To illustrate this point, let the true model be a normal linear regression

model with two sets of exXplanatory variables

2
= T =
(11) v XlBOl + X2802 + € (Ece IOO)

and let the misspecified model result Ffrom omitting the second set

(12) y = X8

*
1*1+€ .

The log-likelihood of the latter model is



2 1 2
(13) - %—log (2m) - %-log fo J 5-(y—XlBl)'(y—XlBl)/0 .
The expectation of (13) evaluated by the true model (11) is

(14) - g—log (2m) - %—log o - %—E[x (B..-B )+X2802+€]'[X

X 2
1By (By-By) +X B, ,+€1/0

1 1'"01 "1

n n 2 1 v
= - = - = -— - - +
= 5 log (2m) 5 log o 2 [xl(BOl Bl)+x2802] [Xl(BOl Bl) x2802]
O2
_
202
Maximizing (14) with respect to Bl and 02 yields
(15a) Byw = B+ (x'x) Ixrx g
*1 0l 171 12702
2 2 -1,, ' _ ' -1,
(15b) o, = 0, + 1 602x2[1 xl(xlxl) xl]xzs02 .
”For this model, with Xil denoting the i-th row of Xl'
- 1 -1 2 _1 2,2
logf(yi,e) = -3 log(2m) 5 log o 5 (yi xilBl) /o

2
and the derivative of logf(yi;e) with respect to Bl evaluated at B*l and 0, is

. 2
(16) xil(yi—xilB*l)/O* .

The expectation of the column vector (16) is not zero because (yi—xilB*l) does
not necessarily have zero expectation for each i. Note that the sum of the terms

(16) over i has zero expectation, or the derivative of (13) with respect to Bl

2 . .
evaluated at B*l and O, has zero expectation since



(17) Eixil(yi—xilﬁ*l) = E(xll e xnl)(y-XlB*l) = EXi(y—Xls*l)

lx'x B .1

XX B, +XB. - XB.. - X (X%X.) 1%5845

11701 2702 101 17171

-1
' - ¥ 1 =
Xl[I Xl(Xle) Xl]X2§O2 o .

Foxr this example with 8°' (Bi 02), Chow [1, p. 26] has evaluated

BIOgL(Y;e*) BlogL(Y;e*) BlogL(Y;G*)
Cov B y :
aB 381 381

52
0
= — X!X
1 ot 11

which the reader can easily check. Using White's formula and (16), one would

obtain
0logL(¥;6,) n 3logf(y.;6*) Blogf(y.;6*) n
Cov = Y E = . = = 0_4 X, X! BE(y,-x'_B )2
: * L X! —x!oB,
381 ie1 881 BBl i=1 117417 Ti1Pe
which is incorrect since E(yi—xilB*l)2 (i =1,...,n) do not all equal Gé, and not

even on the average.

The covariance matrix of the ML estimator forbe* of a misspecified model
depends on the true model. It would be nice if the covariance matrix could be
consistently estimated without specifying the true model, as White claims. If
White were correct, (9) could be replaced by its sample analogue, with E omitted
and G* replaced by é, to construct a consistent estimate of (7), with A(D,) also

replaced by its sample analogue

-1 logL(Y;é)
0098

which is consistent. Unfortunately, the error of using (9) invalidates White's




method of estimating the covariance matrix of the ML estimator for misspecified
models as well as the other claims of his paper [5] which depend on this covar-
iance matrix. The latter include his proposed modifications of the Lagrangian
multiplier and Wald test statistics [5, Theorems 3.4 and 3.5].

There may be situations in which the equality sign instead of the inequality

sign holds in equation (10) for a misspecified model, so that White's estimate of

the covariance matrix is consistent. However, as our regression example illus-
trates, most misspecified models in econometrics do not fall into these situa-
tions. The ML estimation of a misspecified simultaneous~equations model has

been treated in Chow [2] and [3] where a correctly specified model is postulated.
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I quote from the above reference:
"However the estimation of Cov[BlogL*/BGl] is not so simple.

One might propose the estimate

n Blogf(yi|§*) logf(yil§*)
5 . (2.12)

i=1 361 Bei

in view of the relation

n dlogf(y, [6%)
Cov élggéizigil - n Cov 1 . (2.13)
1 . 30
i=]1 1

The estimate (2.12) is inappropriate because, while the exXpecta—
tion of alogL(Y,G*)/ael is zero, the expectations of its components
81ogf(yi|6*)/891 (i=1,...,n) are not zero when the correct model

is f(-]@o). Eq. (3.11) of section 3, for example, shows that
Blogf(inG*)/ael is not zero where 61 consists of coefficients of
the exogenous variables in a simultaneous-equation model, to be

denoted by the elements of the matrix B in section 3."




