Multidimensional geometric aspects of the solid–liquid transition in simple substances
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Any molecular system explores significantly different regions of the potential-energy hypersurface as the system is found, respectively, in the solid and liquid phases. We study in detail the multidimensional geometry of these different regions with molecular-dynamics calculations for 256 simple atoms in a fixed volume. The atomic interactions are chosen to represent the noble gases. The stable crystal for this model displays a face-centered cubic structure. We evaluate the local gradient and curvatures of the regions of the hypersurface sampled by the system for a wide range of temperatures. We observe that a significant fraction of the curvatures become negative in the region sampled by the system at temperatures even as low as one-fourth the melting temperature. Further, the curvature distribution changes dramatically with respect to temperature at the melting point. We also construct and evaluate a new distribution for the distance between the atoms in their instantaneous dynamical configurations and those in their corresponding "quenched" configuration (i.e., the configuration found at the corresponding potential-energy minimum). With the help of this new distribution, we conclude that the quenched configurations which are encountered during the melting process are structures which contain vacancy-interstitial defect pairs.

I. INTRODUCTION

We propose to investigate the transition between liquid and solid phases in terms of the topography of those thermodynamically predominant portions of the potential-energy hypersurface for $N$ molecules with varying temperature $T$ but fixed density. In what follows, we explain why an investigation of the topography of $U(r_1, r_2, \ldots, r_N)$ (the potential energy hypersurface expressed as a function of the coordinates $r_1, \ldots, r_N$ of the $N$ molecules contained in a fixed volume $V$), should produce useful information about the solid–liquid transition. We then present: the parameters with which we monitor the shape of the potential-energy hypersurface; the molecular-dynamics calculation of the parameters for the potential-energy surface of $N = 256$ argon-like atoms, at a fixed density but over a wide range of temperatures; and a presentation of the results. We conclude with a discussion of the consequences of these results for some previously proposed melting theories, and of what future use one might make of our results. The treatment here is entirely classical, and so, e.g., our comments about the low-temperature behavior of our system must be taken in that context. Further, since we only consider phases which are stable at equilibrium, we exclude the formation of glasses from our discussion.

We expect at the outset that the topographical differences between the region of $U(r_1, r_2, \ldots, r_N)$ occupied by liquid-phase configurations and the region occupied by solid-phase configurations should be so characteristic and pronounced that it should be relatively straightforward to choose local geometric parameters which will clearly and always signal the phase transition as the temperature passes through the transition temperature. The portion of $U(r_1, r_N)$ sampled by the equilibrium configurations in the low-temperature solid phase is one of the permutationally equivalent wells whose sole minimum, at $r_1^0, \ldots, r_N^0$, is the static crystal energy $U_0$ and is also a global minimum of $U(r_1, r_N)$. For low enough temperatures, the configurations primarily sample only the harmonic region about the absolute minimum. There the hypersurface, and also the thermodynamics, can be completely characterized by the well depth $U(r_1^0, \ldots, r_N^0)$, and the local curvature tensor $\nabla \nabla U(r_1^0, \ldots, r_N^0)$. On the other hand, at the higher temperatures of the liquid phase, the configurations sample a much more complicated and anharmonic region of $U(r_1, \ldots, r_N)$. This region is shaped by many minima, maxima, and saddle points which induce a wide variety of both convex and concave contours on the hypersurface (as portrayed schematically in Fig. 1), features which are not present in the portion sampled by the harmonic solid. As observed in earlier work, we suggest that we can partition $U(r_1, \ldots, r_N)$ uniquely into distinct regions so that each region is a “basin” whose “drainage lines” descend toward exactly one of the minima. If the system melts, then the configurations will no longer be constrained to sample only the basin surrounding the crystal minimum, but will be free to sample a wide variety of higher-lying basins. Therefore the list of attributes of the hypersurface which would change dramatically upon melting or freezing should include not only the local slopes and curvatures of $U(r_1, \ldots, r_N)$ but also the depths and apertures of the basins of $U(r_1, \ldots, r_N)$ which would be encountered by the trajectory. In the next section we present our choice of parameters corresponding to these attributes. Although these parameters are presented in the context of a molecular dynamics calculation, where the configurations $r_i(t), \ldots, r_N(t)$ are generated by the classical equations of motion at every time step $t$, the same considerations would apply if the configurations were generated by, say, a Monte Carlo calculation.

II. THE PARAMETERS

We consider first the local slope and curvature of the hypersurface which the configurations encounter at any in-
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III. THE MOLECULAR-DYNAMICS CALCULATION

We study the melting of $N = 256$ atoms which interact via the pair potential

$$u(r) = A(r^{-12} - r^{-6})\exp[(r - a)^{-1}], \quad 0 < r < a,$$

$$= 0, \quad r > a.$$ 

The parameter $a$ fixes the length of the interaction, so that the attraction is smoothly truncated to zero at $r = a$. The parameters $A$ and $a$ were chosen so that $u(1) = 0$ and at the minimum $u(r_0) = -1$, and so, $A = 6.767 441$ and $a = 2.464 918 32$. Then we can view $u(r)$ as a smoothly cutoff version of the Lennard-Jones potential in the reduced units $\varepsilon = 1$ and $\sigma = 1$. Figure 2 displays $u(r)$ compared with the Lennard-Jones potential in the reduced units. The potential $u(r)$ has been discussed by Stillinger and Weber, and has two noteworthy advantages. First, the attractions smoothly vanish at less than three atomic diameters away from the center of the atom. Second, the static crystal lattice has a face-centered cubic structure for a range of densities where the zero-temperature pressure is positive. This property is not shared by, e.g., the popular Lennard-Jones potential, which produces a hexagonal close-packed lattice at $T = 0$ for all densities where the pressure is positive. Not only is the face-centered cubic structure more symmetric than the hexagonal close-packed structure, but also it is the crystal structure experimentally observed for rare gas solids. Figure 3(a) shows our calculated static crystal energy for the atoms in the face-centered cubic and the hexagonal close-packed lattices, as a function of $\nu$, the volume per atom. Figure 3(b) shows the difference between the energies corresponding to the two structures. For $\nu < 0.937 85$, the zero temperature...
pressure is positive. In this range, the face-centered cubic structure is preferred for atomic volumes as low as $v = 0.8900$, while the hexagonal close-packed structure is preferred for lower $v$.

We initiate the molecular dynamics calculation by placing the $N$ atoms in a face-centered cubic lattice which fits in a cube with volume $[6.215 \times 238 \times 272]^3$, so that the volume per atom, $v = 0.93785$ corresponds to the minimum static crystal energy $U_{eo} = -1833.4918$. The dimensions of the cell are fixed throughout the calculation, and periodic boundary conditions are imposed. The classical equations of motion are solved with a fifth-order Gear algorithm. The time step $\Delta t$ ranges from $\Delta t = 0.0125$ for temperatures below melting to $\Delta t = 0.0025$ for the high temperature liquid, in our reduced units for atoms of unit mass. With these choices, the total energy was conserved to at least one part in $10^5$ over each run. We measure time in multiples of $\tau = 0.0125$. All the states discussed in the next section, with temperatures ranging from $T = 0.5$ to $T = 6.2$, were produced by increasing the last instantaneous momenta of the previous state by between 5% and 50%, and advancing the trajectory by $1500\tau$ before collecting averages. We calculate $\langle P \rangle$, the time average of some parameter $P$, over trajectories at least 10000$\tau$ long. We calculated the temperature, pressure, and potential energy of the system every $10\tau$. To find $\langle \nabla U [r_i(t)] \rangle$, we collected the sum

$$
\sum_{i=1}^{N} \sum_{k=x,y,z} (f_i^k(t))^2,
$$

where $f_i^k(t)$ is the $k$th component of the force on atom $i$ due to all the other atoms at time $t$. At every $200\tau$ we calculated the eigenvalues of $\nabla U [r_i(t)]$. The components of the Hessian are

$$
h_{i\gamma} = -\delta_{\gamma \alpha} \frac{dU(r_{\alpha})}{dr_{\alpha}} - \frac{(r_{\alpha} - r_{\gamma})(r_{\alpha} - r_{\gamma})}{r_{\gamma}},
$$

where $\alpha$ and $\gamma$ label the components of the coordinates of atoms $i$ and $j$, $r_{\gamma} = |r_i(t) - r_j(t)|$, and $\delta_{\gamma \alpha}$ is the Kronecker delta. At every $100\tau$ we quenched the instantaneous configuration $r_i(t) ... r_N(t)$ with a steepest-descent procedure to find $r_i^f ... r_N^f$, the corresponding configuration at the minimum of the basin, and evaluated $U(r_i^f ... r_N^f)$, and $\delta r_i^f$. We also scored the frequency of single-atom return distances in order to form the probability distribution function $P(r)$

$$
P(r) = \langle \frac{1}{N} \sum_{i=1}^{N} \delta(r^2 - |r_i(t) - r_i^f|^2) \rangle,
$$

where $\delta (x)$ is the one-dimensional Dirac delta function.

**IV. RESULTS**

Figure 4 shows our calculated average potential energy $\langle U \rangle$ for temperatures from $T = 0$ to $T = 6.2$. The break in the curve indicates that the solid melts at $T_m = 2.40 \pm 0.05$. The melting temperature at this density is comparable to that found for the Lennard-Jones solid. We also found that the pressures were always positive, and increased with temperature, and exhibited a characteristic break at $T_m$.
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**FIG. 4.** The average potential energy $\langle U \rangle$ as a function of temperature, showing the melting of the model solid.
The root-mean square of the norm of the gradient, \( \langle \| \nabla U [r_1(t) \ldots r_N(t)] \| \rangle^{1/2} \), is by itself a measure of the average local slope of the hypersurface at the given total energy. However, we present instead, in Fig. 5, the calculated values for
\[
\left( \frac{1}{3NT} \langle \| \nabla U [r_1(t) \ldots r_N(t)] \| \rangle^2 \right)^{1/2}.
\]
In the limit of \( T = 0 \), this is \( \Omega_E \), the classical Einstein frequency of the crystal, defined by
\[
\omega_E^2 = \frac{1}{3N} \text{tr} \ \nabla \nabla U [r_1^0 \ldots r_N^0].
\]
For higher temperatures, the average \( 1/3NT \langle \| U [r_1(t) \ldots r_N(t)] \| \rangle^2 \) can be interpreted as a generalized Einstein frequency squared, which we denote by \( \Omega_E^2 \). However, \( \Omega_E^2 \) corresponds to the average of \( \text{tr} \ \nabla \nabla U (r_i^0 \ldots r_N^0) \) for the static crystal lattice. The \( \omega_E \) calculated in this way is also shown in Fig. 5, and does indeed agree with our (graphical) estimate of \( \lim_{T \to 0} \Omega_E \). We should expect that \( \Omega_E \) would decrease with increasing temperature if the crystal were permitted to expand in our calculation. However, the volume is fixed in our calculation, and so we expect and see that \( \Omega_E \) increases with temperature. Several theories of melting identify \( T_m \) with the temperature at which the Einstein frequency of the crystal \( \omega_E \) becomes complex. Such approaches ignore the existence of the coexisting liquid phase. While \( \Omega_E \) remains real at all temperatures, we observe that the curve of the calculated \( \Omega_E \) suffers a sharp break at \( T_m \), where \( \Omega_E \) discontinuously increases by about 10\%. Further, \( \Omega_E \) is well defined in the liquid phase and contains information about the liquid phase. Although \( \Omega_E \) cannot be calculated easily by the self-consistent phonon technique which have been used to calculate \( \omega_E \), the fact that \( \Omega_E \) signals so clearly the solid–liquid phase transitions may be illuminating to those who study melting as a phonon instability in the crystal.

Figure 6 shows our calculated \( \langle \delta r_q^2 \rangle^{1/2} \), the root-mean square return distance averaged over all configurations. For low temperatures, \( \langle \delta r_q^2 \rangle^{1/2} \) increases with \( T^{1/2} \), as expected, but above \( T_m \), the curve appears to increase linearly with temperature. The curve shows a sharp break at \( T_m \).

Of the two calculated states nearest \( T_m \), one is unambiguously a liquid at \( T = 2.43 \), and has a root-mean square return distance of \( \langle \delta r_q^2 \rangle^{1/2} = 0.45 \). The other is a defective solid at \( T = 2.35 \), with \( \langle \delta r_q^2 \rangle^{1/2} = 0.27 \). Regrettably, a comparison of the usual radial distribution function of the solid at \( T = 2.35 \) with those of the solids at lower temperatures does not reveal any important differences between the solids. However, a projection of the sequence of instantaneous return distances \( \delta r_q [t] = + (\delta r_q^2)^{1/2} \) and the corresponding quench energies \( U_q [r_1(t) \ldots r_N(t)] \) into the \( (\delta r_q, U_q) \) plane shows very clearly that the defective configurations occupy a topographically distinct region of \( U [r_1 \ldots r_N] \). Figure 8 shows the projection \( \delta r \) vs \( U_q \) for, respectively, the solid at \( T = 1.96 \), the solid at \( T = 2.35 \), the liquid at \( T = 2.43 \), and

---

**FIG. 5.** The generalized Einstein frequency \( \Omega_E \) as a function of temperature. The solid triangle at \( T = 0 \) represents the conventional Einstein frequency for the model solid, which was calculated directly from the trace of the force-constant matrix evaluated at the static crystal configuration.

**FIG. 6.** The average number of negative eigenvalues of the force-constant matrix (evaluated at the instantaneous dynamical configurations), expressed as the percentage of the \( 3(N-1) \) total nonzero eigenvalues, and displayed as a function of temperature.
the liquid at $T = 6.2$. At $T = 1.96$, the configurations are (statistically) still confined to the well about the crystal minimum $U_0$. For the solid at $T = 2.35$, the configurations occupy alternately the basin about $U_0$ and basins about the minima with mean depth $U_\ast^e = -1796.77$. The liquids at $T = 2.43$ and $T = 2.66$ show no such simple dichotomy between minima, for here the configurations sample a portion of the hypersurface contained in a wide variety of basins, whose minima are each distinctly above $U_\ast^e$.

In Fig. 8(b), corresponding to the solid at $T = 2.35$, the quench energies clustered about $U_\ast^e$ each appear to be equal to $U_\ast^e$. Actually they are each different from $U_\ast^e$. To resolve more clearly the energy differences between the minima about $U_\ast^e$, we show those minima drawn on a more expanded energy scale in Fig. 9. We can distinguish, to eight decimal places, between 12 distinct wells of varying depth, from among the 43 quenched configurations clustered about $U_\ast^e$. We suppose that the quenched configurations each correspond to a face-centered cubic lattice with a single vacancy-interstitial defect pair, differing primarily according to the orientation of the defects with respect to the crystal axes, and to each other. To support this conjecture, we created, in an independent calculation, a vacancy-interstitial defect pair with a small separation in the static ($T = 0$) face-centered cubic lattice, and subsequently allowed the system to relax at low temperatures via molecular dynamics. We quenched the relaxed configuration to find the potential energy of the defective lattice $U^{v-i} = -1796.8813$, very near one of the observed quench energies ($U_e = -1796.8976$) and also near the lowest ($U_e = -1797.0642$) of the 12 quench energy classes portrayed in Fig. 9.

Finally, Figs. 10 and 11 show $P(r^2)$, our calculated frequency distributions of the single-atom return distances, for the same temperatures used in Fig. 8. When the solid melts, $P(r^2)$ broadens, which again indicates that the configurations in the liquid phase encounter a topographically distinct and more diverse region of the hypersurface than those in the solid phase. Not only the shape but also the functional form of $P(r^2)$ changes. To show this, we attempted to fit $P(r^2)$ to the Einstein prediction $P_E(r^2)dr^2 = Ar^2 \exp(-ar^2)dr^2$, where $A$ and $a$ are constants determined by a least-squares fit of the observed $P_E(r^2)$ to $P(r^2)$. Even at temperatures as high as $T = 1.96$, $P_E(r^2)$ is an excellent fit to the data. However, at $T = 2.35$, and for all higher temperatures, the function $P_E(r^2)$ can no longer be made to fit the data in a reasonable way. This indicates a basic change in the functional form of $P(r^2)$ as the system begins to melt. In particular, we find that $P(r^2)$ in the liquid phase has a more extended tail at large $r^2$ than can be accommodated by any scaled version of $P_E$.

FIG. 7. The root-mean square return distance $\langle \delta r^2 \rangle^{1/2}$ as a function of temperature.

FIG. 8. Projection of the instantaneous quench energies $U_e$ and the corresponding return distances $\delta r_e$ for (from left to right) $T = 1.92$ (a), $T = 2.35$ (b), $T = 2.43$ (c), $T = 2.66$ (d).
V. CONCLUSIONS

The results displayed in Figs. 4 through 11 show that the topographical differences between the portions of $U(r_1, \ldots, r_N)$ sampled by configurations in the liquid and solid phases are indeed dramatic. By exploring the aperture and depth of the basins which partition the hypersurface we are able to portray the transition between solid and liquid phases as follows. In the solid phase, upon heating from $T = 0$, the configurations very quickly begin to sample anharmonic regions of the potential-energy well about the crystal minimum, as seen in Fig. 6. Nevertheless, as Fig. 8 shows, the configurations for our $N = 256$ system are confined to that well for temperatures up to nearly $T_m$. At $T_m$, the configurations are finally able to invade regions contained in many basins of diverse slope, curvature, aperture, and depth. As Figs. 8(c) and 8(d) show, the configurations sample that part of the hypersurface contained in basins which are wider and shallower than the well about the crystal minimum. Further, the region that they sample in the liquid phase is apparently contained in virtually the same population of basins for all temperatures above $T_m$. This may also be demonstrated by comparing the radial distribution functions of the quenched configurations found at different temperatures above $T_m$. These radial distribution functions also appear to be independent of temperature, consistent with results shown in Fig. 8. The minima of these basins may thus be called the “inherent structures” of the liquid, because they identify the basins which contain the region of $U(r_1, \ldots, r_N)$ sampled by the configurations. The term inherent structures, introduced in earlier work by Stillinger and Weber, should not be viewed as an attempt to represent the liquid as a solid-like entity, as does the “significant-structure” theory of Eyring and others. As we have emphasized in this work, the point of view expressed by the term inherent structures assumes dramatic and basic differences between configurations in the solid and liquid phases, for otherwise we could not expect to extract useful information about the liquid–solid transition by studying these inherent structures and the topography of the potential-energy hypersurface. This work demonstrates that the liquid and solid phases are indeed distinguished by gross topographical differences in the hypersurface, and to that extent, we can offer no support for the significant-structures picture of liquids.

As we mentioned in the Introduction, the root-mean square return distance $\langle \delta r^2 \rangle^{1/2}$ is a straightforward generalization of the Lindemann displacement parameter $\langle \delta u^2 \rangle^{1/2}$, which measures the root-mean square displacement of the atoms in the solid from the static crystal configuration. The Lindemann theory of melting asserts that upon heating, the solid melts when $\langle \delta u^2 \rangle^{1/2}$ reaches a certain maximum permissible fraction of the lattice spacing, and that this maximum is constant for all melting densities and temperatures. This assertion is exact for atoms which interact according to the pair potential $u(r) = \text{const} \times r^{-n}$, for then the energy and distance scale together. Many atomic systems which do not interact in this manner nevertheless also appear to conform to the Lindemann picture of melting. For a
variety of model atomic interactions, the Lindemann parameter at melting is about 15% of the lattice spacing.\textsuperscript{15,16} Our calculated \((\delta r_p^2)^{1/2}\) for the solid\textsuperscript{18} is 16% of the lattice spacing at \(T = 1.96\) (cf. Fig. 7), and probably remains near that value up to just below \(T = 2.35\). (At \(T = 2.35\), the configurations begin to sample a region of the hypersurface containing a basin other than the well surrounding the crystal minimum, and the root-mean-square return distance is no longer identical with the conventional Lindemann parameter.) While the Lindemann theory has proven useful, it should not be regarded as a comprehensive theory of melting, even where it is exact, for it says nothing about the coexisting liquid phase.\textsuperscript{18} Indeed, the Lindemann parameter, as originally conceived, is not even defined in the liquid because of diffusion. Our return distance parameter is on the one hand identical to the Lindemann parameter when the configurations remain in the neighborhood of the crystal minimum, and on the other hand is well defined in the liquid phase. The return distance parameter opens up the possibility of developing a truly "two-sided" theory of melting which acknowledges the properties of both the liquid and solid phases. A generalized Lindemann criterion along these lines, based upon the information presented in Fig. 7, might be that the solid melts when \((\delta r_p^2)^{1/2}\) reaches 15% of the lattice spacing, and the melt freezes when \((\delta r_p^2)^{1/2}\) declines to about three times that value. Ours is not the first attempt to generalize the Lindemann parameter to the liquid phase. Ashcroft and co-workers, in their studies of liquid metals, regard the hard-sphere packing fraction as the Lindemann parameter for solid melts when \((\delta r_p^2)^{1/2}\) has a basin other than the well surrounding the crystal minimum, and the root-mean-square return distance is no longer identical with the conventional Lindemann parameter.\textsuperscript{21} Perhaps the most important use that we can make of the techniques presented here would apply equally well if the melting had been preceded by, say, inherent structures with extended dislocations rather than point defects. Therefore, we expect that we can apply these general geometric techniques to study melting even apart from the question of validity of specific defect-mediated theories.
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\textsuperscript{6}We designate the average calculated temperature with \(T\), according to custom, rather than with the more consistent but unusual \(\langle T \rangle\).
\textsuperscript{7}See Ref. 2, p. 363.
\textsuperscript{8}To see this, write \(\langle\mathbf{r} \mathbf{V} \mathbf{V} \mathbf{U}\rangle\) as the canonical configurational average \[ \frac{1}{Z} \sum_{N} \sum_{\mathbf{r}} \prod_{i=1}^{N} \mathbf{r}_{i} \exp \left( -U / k_{B}T \right) \mathbf{V} \mathbf{r}_{i} \mathbf{V} \mathbf{U}. \] Integrate the numerator by parts, discarding the surface term which vanishes in the thermodynamic limit, to find \(\langle\mathbf{r} \mathbf{V} \mathbf{V} \mathbf{U}\rangle = \left( k_{B}T \right)^{-1} \langle \mathbf{V} \mathbf{r} \mathbf{V} \mathbf{U} \rangle \). In our units, \(k_{B} = 1\). See Sec. 6.10 of Ref. 2 for the traditional application of this equality to the development of the Wigner-Kirkwood quantum-mechanical corrections to classical thermodynamics.

This generalization has been exploited in another context. See S. Hess, Physica A 127, 509 (1984).

\textsuperscript{10}As noted in the Introduction, in the harmonic regime \((\delta r_p^2)^{1/2}\) is identical with the root-mean-square displacement of the coordinates from the static crystal lattice, and increases with \(T\). See Ref. 2, p. 365.
\textsuperscript{11}One quantitative test of how well \(P_{\rho} f\) fits the data is given by the Pearson \(\chi^2\) test, where \(\chi^2 = \sum_{N} \left[ P_{\rho} f(r) - P_{\rho} f' (r) \right]^2 / P_{\rho} f (r)^2\), and where \(N\) is the sample size and \(N(B)\) is the number of bins of \(r\). Roughly, \(P_{\rho} f (r)\) fits the data if \(\chi^2 < N(B)\). See, for example, B. L. van der Waerden, Mathematical Statistics (Springer, New York, 1969), Chap. 11. In our calculations, \(N = 25,600 \) and \(100 < N(B) < 1000\), the number of bins of \(r\) increasing with temperature (adjusted so that nearly all bins contain at least five samples). At \(T = 1.96\), \(\chi^2\) is less than one-half \(N(B)\), so \(P_{\rho} f (r)\) is an excellent fit to the data \(P(r)\), while at \(T = 2.35\), \(\chi^2\) is several times \(N(B)\).

\textsuperscript{13}J. M. Ziman, Models of Disorder (Cambridge University, Cambridge, 1979), pp. 70–78.
\textsuperscript{14}Sections 10.5 and 10.6 of Ref. 2.
\textsuperscript{15}R. A. LaViolette and F. H. Stillinger: Solid-liquid transition
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